
Received 17 December 2020; revised 20 May 2021, 13 September 2021, and 21 December 2021; accepted 15 March 2022. Date of publication 18 March 2022;
date of current version 25 March 2022.

Digital Object Identifier 10.1109/OJITS.2022.3160404

Fatality Prediction for Motor Vehicle Collisions:
Mining Big Data Using Deep Learning

and Ensemble Methods
MAHZABEEN EMU1 (Member, IEEE), FARJANA BINTAY KAMAL2,

SALIMUR CHOUDHURY 2 (Senior Member, IEEE), AND QUAZI ABIDUR RAHMAN 2

1School of Computing, Queen’s University, Kingston, ON K7L 3N6, Canada

2Computer Science Department, Lakehead University, Thunder Bay, ON P7B 5E1, Canada

CORRESPONDING AUTHOR: S. CHOUDHURY (e-mail: schoudh1@lakeheadu.ca)

This work was supported by the Vector Institute, Toronto, ON, Canada, under the Support Program of Vector Scholarships in Artificial Intelligence (VSAI).

ABSTRACT Motor vehicle crashes are one of the most common causes of fatalities on the roads. Real-
time severity prediction of such crashes may contribute towards reducing the rate of fatality. In this
study, the fundamental goal is to develop machine learning models that predict whether the outcome of
a collision will be fatal or not. A Canadian road crash dataset containing 5.8 million records is utilized
in this research. In this study, ensemble models have been developed using majority and soft voting to
address the class imbalance in the dataset. The prediction accuracy of approximately 75% is achieved using
Convolutional Neural Networks. Moreover, a comprehensive analysis of the attributes that are important
in distinguishing between fatal vs. non-fatal motor vehicle collisions has been presented in this paper.
In-depth information content analysis reveals the factors that contribute the most in the prediction model.
These include roadway characteristics and weather conditions at the time of the crash, vehicle type, time
when the collision happen, road user class and their position, any safety device used, and the status of
traffic control. With real-time data based on weather and road conditions, an automated warning system
can potentially be developed utilizing the prediction model employed in this study.

INDEX TERMS Deep learning, collision severity prediction, ensemble methods, information content
analysis.

I. INTRODUCTION

A MOTOR vehicle collision or traffic crash usually
occurs when a vehicle collides with other vehicles,

pedestrians, road debris, animal, or some stationary object,
such as building, tree or pole, which might result in a fatality,
serious injuries and/or damage of resources. Possible factors
associated with the prospect of collisions and its severity
include vehicle type, roadway configuration, weather con-
dition, road surface, road alignment, age and gender of the
person involved in the collision, traffic control system, and
safety measurements taken by the person.

The review of this article was arranged by Associate
Editor Maria Vanderschuren.

Recent research has focused on the prediction of collision
severity using machine learning methods [1], [2]. Moreover,
some works have also identified and analyzed multiple fac-
tors associated with the severity of the crash [3], [4], [5]. In
general, the research concerning road safety has one of these
two aims: planning and prediction. The planning perspec-
tive tries to identify the causes of crashes and then prioritize
the countermeasure that can be taken concerning these. For
example, many statistical models concluded that the road
surface, weather condition, reckless driving, and traffic con-
dition lead to a severe crash [3], [4], [5]. Studying these
factors and taking countermeasures, such as installing cable
medians, rumble strips, etc. can reduce the crash severity.
On the other hand, the prediction of a crash and giving
people an alert about the road crash with real-time road
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FIGURE 1. Possible machine learning enabled real-time risk prediction system.

information, can potentially save a life [6]. However, there
has not been significant research that simultaneously focused
on utilizing big data to predict the crash severity using deep
learning and identify important contributors to fatal crashes.
Previous works with deep learning have used the dataset
with four thousand to four hundred and ten thousand records
from a 2-8 years period [2], [7], [8], [9]. As a contrast, the
study in this paper predicts the crash severity by employ-
ing traditional and deep learning methods on a large data
set with approximately 5.8 million records collected over
20 years. In addition, a thorough information content analy-
sis of important predictors has been conducted. As such, the
main objective of this paper is developing machine-learning-
based models to facilitate the prediction of the severity of
road crashes. Two levels of severity are distinguished in the
proposed prediction model: fatal vs. non-fatal. Fig. 1 illus-
trates a case where the developed machine-learning model
can be integrated with a mobile applications (e.g., Google
Maps, Apple Maps, Waze, Sygic GPS Navigation) as API
(Application Programming Interface) to promote conscious
driving.
The findings of this paper can be highly beneficial

to potential road safety software/application developers.
Specifically, the in-depth attribute selection analysis and the
ensemble models proposed in this paper can be a subject of
interest for road safety application developers, especially in
the Canadian context.
The rest of the paper has been structured as follows.

Section II gives an overview of the related works. Next,
Section III provides the description of the dataset. Section IV
defines the methods used for the prediction and attribute
extraction. Section V represents the experimental results and
a computational analysis on time and memory requirements
of the proposed real-time risk prediction system. Finally, the
summary of the findings and conclusions are discussed in
Section VI.

II. RELATED WORK
Research has been done using clustering based regression
approaches to distinguish the principal factors associated

with the levels of pedestrians’ physical damage consequences
based on the context of New York, the United States,
and Montreal, Canada [10]. The study established heavy
weighted vehicles, dark lighting conditions, and mixed land
use increase the probability of crashes being fatal. They
provided recommendations, such as the need for training pro-
grams for the drivers, improved road lighting, and retrofitting
of significant streets into complete lanes. Another work with
data mining strategies (Decision tree, Naive Bayes, and K-
nearest neighbor) has associated reported road attributes to
crash severity in Ethiopia and produced a set of rules that
the Ethiopian Traffic Agency could practice to enhance road
safety [11]. Kumar and Toshniwal [12] identified the haz-
ardous crash location. Data mining techniques are used, and
the authors then analyzed the locations to identify the fac-
tors that are responsible for the crash at those locations. At
first, the locations are divided into k-groups by using the
k-means clustering technique. Then, to find the relationship
between individual attributes, the association rule mining
algorithm was applied. The authors concluded that highways
with intersections are the high-frequency crash location.
Bedard et al. [13] implemented a multivariate logistic

regression to identify the independent augmentation of the
driver, collision, and vehicle attributes to drivers’ inevitability
risk. They discovered that growing seat belt usage, dimin-
ishing speed, and decreasing the amount and severity of
driver-side influences might limit casualties. Another real-
time analysis applied logistic regression to explore the crash
contributing factors [14]. The research concluded that visibil-
ity issues, bad roadway surface, and heavy rainfall impact
the severity of the crash. The regression model is easily
interpretive as it provides a coefficient value for every vital
attribute. However, the error term has a standard logistic
distribution, which may not be valid in a real scenario.
Some research focused on the prediction performance

of various classification models and concluded with their
comparison. Chong et al. [1] compared the performance
of four statistical and machine learning methods including,
Multinomial Logit (MNL), Nearest Neighbor Classification
(NNC), Support Vector Machines (SVM) and Random
Forests (RF) predict crash severity. The authors also ana-
lyzed the effect of clustering methods in these four prediction
models. Among the four methods, NNC performed better
than the others, and MNL was the worst. Further research
was conducted to observe the performance of four machine
learning models implemented to represent the severity of
an impairment that happened during traffic collisions [15].
The prediction is made by using Hybrid Learning meth-
ods, Support Vector Machines (SVM), Decision Trees, and
a simultaneous Hybrid model concerning Decision Trees and
Neural Networks. Analysis results uncovered that, among the
machine learning paradigms considered, the hybrid decision
tree-neural network method outperformed others. To classify
the crash severity involving Powered Two Wheelers, another
work used Logistic Regression, Random Forest, Support
Vector Machines, and Deep Neural Network [2]. The authors
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TABLE 1. Summary of related research.

analyzed the prediction of the models in the full set of
attributes and some reduced attributes. The performance of
the models is high in both the attributes set. The study con-
cluded that by obtaining attributes of the crash with the
sensor, it is conceivable to build an efficient, intelligent
system capable of identifying crash severity.
Another group of works aimed to find some critical fac-

tors that are related to the road crash. Multivariate analysis
performed on a Dutch database that includes data on drivers’
qualifications, yearly mileage, regular driving performance
in the figure of fines, and crash involvement [16]. The
study concluded that collisions raised as yearly mileage
increased. Furthermore, multivariate investigations deter-
mined that drivers’ gender does not contribute to the crash
association. It is also pointed out that more recent drivers
have the most significant rate of collisions, and education
qualification is not correlated to crash engagement. Another
Multivariate Investigation was done to find the association
among drivometer Variables, drivers’ crash history, gender,
and exposure status [17]. Theofilatos [3] also used real-time
traffic and weather data on two urban arterials in Athens,
Greece, to study the road crash probability and seriousness.
To get the potential significance of the variable, Random
Forest is used firstly, and then a Bayesian logistic regression
for predicting the crash occurrence. This study identified
the flow per lane, the speed, and the occupancy as the most
important factors that work as influencers towards the crash
likelihood and severity. Evanco [4] carried a multivariate
population-based analytical investigation to learn the asso-
ciation between deaths and crash notification conditions.
The study illustrated that crash announcement time is an

influential determinant of the number of inevitability for
collisions on rural road configuration. Another study con-
cluded that the characteristics of the traffic flow contributing
to the crash severity [5]. They suggested that, due to the high
density of traffic, high variation in the speed and frequent
changes of lane lead to the low severity crashes. In con-
trast, less congested traffic leads to many severe crashes.
Based on the data collected from 31 different highway
routes across Ontario, Canada, the authors of [18] stated
that low visibility, storm hour, and low temperatures are fac-
tors associated with the high risk of a crash. Moreover, they
identified the surface condition of the road as the crucial fac-
tor. Table 1 includes the summary of the surveyed research
papers.
From this detailed literature review, it is observed that

the prediction of crash severity by applying deep learning
methods on a large dataset along with attribute-importance
analysis is still under-explored. Moreover, most of the
existing literature either emphasize on finding the impor-
tant attributes liable for road crash fatalities or generate
risk prediction models exclusively. Following are the major
contributions of this study:

• To bridge the research gap, a large dataset with sig-
nificant number of observations and attributes have
been considered to identify critical factors at a fine
granularity-level. In addition, the use of ensemble
and deep-learning techniques to develop a prediction
model have been simultaneously proposed for fatality
prediction.

• Moreover, the computational complexity of time and
memory requirements of the proposed system has been
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TABLE 2. Attributes list with their actual values.

analyzed so that the developed model can be integrated
in a real-time mobile application without having any
additional sensor requirements. The dataset used in this
study to develop the model is solely focused in Canadian
context. However, the proposed model can be gener-
alized and adapted for other communities by training
those on appropriate region-based datasets using the
methodology employed in this study.

III. DATA
The data set [19] includes information from 1995-2014,
given by Transport Canada collected for crash statistics of car
crashes in Canada. The initial data set included 22 attributes,
and all of them were not considered for the study. In the
data set the collision configuration and the number of vehi-
cle attributes provide information about how many vehicles
were involved and whether they had hit on an object or
other vehicles. Another attribute for the requirement of med-
ical treatment represents the people’s injured condition after

the crash. These three attributes contribute to the afterward
occurrence of the fatality. Therefore, these three attributes
have been removed during the prediction of a crash’s fatal-
ity. Next, the person age attribute can range among three
categories that are 00 (Less than 1 Year old), 1-98 (1 to 98
Years old), and 99 (99 Years or older). These are not insight-
ful and excluded from the attribute set during the prediction.
Moreover, the value of the vehicle sequence number and per-
son sequence number were excluded more not being relevant
during prediction analysis. In total, 16 attributes have been
considered for this study. In the data set, the coded values
of the records are used. To give a more precise idea of all
the attributes considered for this study, Table 2 represents
the attributes’ original categories. Each attribute is purely
categorical in nature. Some attributes consist of two cate-
gories, while others have at most 30 categories. The most
frequently appearing values of each attribute have been high-
lighted in Table 2 with their respective percentages against all
the records. The attribute C_YEAR represents the collision

202 VOLUME 3, 2022



year. Next, the month when the crash occurred is indicated by
C_MNTH. Among the categorical values of days (C_WDAY)
and hours (C_HOUR) ratio of Friday and the time of col-
lision between 16:00 to 16:59 are higher. The attribute that
provides the severity information of the collision is C_SEV.
The data set also contains information about weather, traf-

fic, and road description. C_WTHR explains various weather
conditions where majority records favor a clear and sunny
category. Furthermore, there are three variables related to
road conditions. Road surface characteristics are reported
with the C_RSUR, where most of the records appear as
dry and normal ground. Next, the information on different
kinds of the lane is indicated with C_RCFG, where it rep-
resents mainly the road configuration. Other details, such
as the road alignment and traffic control when the collision
happened, are expressed with C_RALN & C_TRAF. The
vehicle information is given by the variables V_TYPE and
V_YEAR. The values of V_TYPE and V_YEAR reflect the
type of engine and the design specifications.
Next, some other attributes describe personal level

information such as gender, any safety measure used, the
person’s position, and class of the person. P_SEX is defin-
ing the gender of victims. The position of the person is
represented with P_PSN. Another attribute P_USER depicts
whether the person is driver, passenger, or pedestrian. Lastly,
the information about any safety measures were used by the
riders is given by the P_SAFE. In total, the data set contains
58,60,405 records, where each record includes information
about the observed crash type, road type, vehicle type, and
some victim information. For the prediction analysis, C_SEV
(Collision severity) has been considered as the target class
label. In the target class, the number of records for minor-
ity class (fatal) is 98,633, and the number of records for
majority class (non-fatal) is 57,61,772.

IV. METHODOLOGY
A. DATA PREPROCESSING
Some of the records are present in the dataset, where the
attributes have missing data. Therefore, at the initial step
of data preprocessing, the rows in the data set containing
any missing value were dropped. Then, label encoding to
the person gender attribute (P_SEX) was applied. In this
process, the labels were converted into the numeric form,
where “M" and “F” represent 1 and 2, respectively.

1) CATEGORIZING ATTRIBUTE VALUES

Two attributes are further categorized, which are collision
month (C_MNTH), and collision time (C_HOUR). The cat-
egorization has been done to better organize the data and
distinguish more meaningful and critical attributes respon-
sible for crashes. The data set contains information about
the month of a crash that occurred, but information about
the relation of a crash and the season is more useful.
Therefore, the collision month attribute categorized into
four categories. The four categories are Spring (March-
May), Summer (June-August), Fall (September-November),

and Winter (December-February). From these categories, the
information about which seasons are more prone to crashes
can be identified during attribute selection. Another attribute
is the collision time that provides the hour of the collision.
This attribute has been categorized into five types, such as
Midnight (0.00 - 3.59), Dawn (4.00 - 6.59), Morning (7.00
- 11.59), Afternoon (12.00 - 17.59), and Evening (18.00 -
23.59). Rather than a specific hour of a crash, one of these
categories for the crash hour is more meaningful.

2) ATTRIBUTE ENCODING

The dataset used in this paper has attributes with dif-
ferent categories. One-hot encoding has been applied to
perform in-depth attribute analysis of every factor present
In this procedure, categorical data are converted into binary
vectors. Firstly integer encoding is applied to the cat-
egories, then the individual integer is represented as a
binary vector where the index of each integer is 1, and
the remaining index is marked as 0. In this dataset,
all the categorical attributes are already integer encoded,
therefore, one-hot encoding has been applied only to the
following 13 attributes from the total of 16 attributes:
C_MNTH, C_WDAY, C_HOUR, C_RCFG, C_WTHR,
C_RSUR, C_RALN, C_TRAF, V_TYPE, P_SEX, P_PSN,
P_SAFE, and P_USER. Finally, the dataset has 104 attributes
to analyze after one-hot encoding.

B. PREDICTION METHODS
1) CLASSIFIERS

For predicting whether a crash is fatal or non-fatal
four methodologies have been employed: K-Nearest
Neighbor [20], Random Forests [21], SVM [22], and
Convolutional Neural Network (CNN) [23].
In K-NN, for each test record, the distance between the

point considered and each training sample is calculated.
Among the distances from all other records, k minimum
distances from the test sample is taken where each of these
distances corresponds to an already classified data point. The
final classification decision is made by taking a majority vote
over k nearest neighbor. The experiments for k-NN has been
performed with various k values ranging from 3 to 10. Apart
from two different values of k that are 7 and 9, others lead to
very poor prediction accuracy rates. Among these two, the
value of k being 7 approaches towards the best prediction
performance. Therefore, the value of k was selected as 7.
The standard KNeighborsClassifier package [24] has been
applied using python with the minkowski as default distance
measure.
The Random Forests classifier is the combination of

multiple decision trees as classifiers, where the decision
trees are trained on the random subset of training data.
To generate the decision tree, bagging is used by randomly
selecting N samples with replacement from the original train-
ing set. Only a subset of h attributes of all H attributes is
tested for selecting the most informative attributes at each
node of the decision tree. To classify records from the test
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data set, each sample is passed to the model with M trees.
The class that obtains majority vote among the M trees is
selected as the predicted class for the considered record. The
RandomForestClassifier package [24] has been implemented
using python, with 250 trees in the Random Forests.
Support Vector Machine (SVM) creates a line or hyper-

plane to separate the dataset into the desired class labels. For
the classification procedure, the hyperplane is learned from
the training, such as maximize the margin. Simply, the sup-
port vector machine aims to find the best decision boundary
that separates the classes as much as possible. If the data
set is not linearly separable and leads to poor classification
results, then the kernel trick is used. This method mapped
the non-linear separable data into higher dimensional space,
therefore, it becomes linearly separable. In the considered
dataset, the number of observations is larger than the number
of attributes; therefore, the RBF kernel trick has been used.
In this experiment, to implement the support vector machine
the svm package [24] has been used using python.
CNN is a multi-layer supervised learning neural network.

It is comprised of convolutional layers, pooling layers, and
fully connected layers. The core modules of the network
are the convolutional layer and the pooling layer. They
work as an attribute extraction function. Here the network
improves the accuracy by frequent iterative training. During
this iteration, gradient descent is used that minimize the loss
function, and adjust the weights of the network each time. In
this research, 1-D convolutional layer and three fully con-
nected layers have been employed with 100 nodes each.
For the pooling layer, max pooling has been considered. A
dropout rate of 0.5 has been considered to prevent over-
fitting in neural networks. Finally, batch normalization has
been performed to effectively reduce training epochs and
stabilize the overall training process. There was two output
of CNN, fatal or non-fatal crash. To implement the CNN,
the Keras package [25] with TensorFlow [26] running has
been used in the backend.

2) ENSEMBLE MODELS

In the data set, the fatal crash to non-fatal crash ratio is
around 1:60, which clearly indicating a significant degree
of class imbalance. Traditionally, the imbalance problem is
solved with any of the following methods, such as over
sampling, under sampling, and SMOTE (Synthetic Minority
Over-Sampling Technique). Oversampling the minority class
records can lead to overfitting [27]. Therefore, to solve
the class imbalance problem of the dataset, under-sampling
method has been considered in this study. In the under-
sampling method, the records from the majority class
(non-fatal) are reduced randomly.
The process of predicting the class label started with

dividing the dataset into training sets and testing sets using
the stratified 5-fold cross-validation. Instead of running the
model into a single fold, under-sampling has been per-
formed five times to the training sets to ensure the results’
stability. Following this, the classification methods (e.g.,

SVM, Random Forests, K-NN, and CNN) has been applied
to each of the training sets and generated multiple mod-
els for the prediction. The significant benefit of using the
ensemble method is that multiple models are more reliable
than a single prediction model and provide more accurate
results. Moreover, the issues regarding highly imbalanced
data set gets resolved as well with the aid of this sophisti-
cated ensembling approach. The prediction results of these
multiple models consolidated by using two different voting
approaches that are majority voting approach and soft voting
approach. In the hard voting or majority voting, every model
provides a vote towards a class label for each test record.
The final prediction result is the one that gets the majority of
the votes. On the other side, in the soft voting method, every
model provides the probability of class label, and then the
average of the probability for each class is calculated. The
class, which has higher prediction probability, is assigned as
the class label for the test record.

C. ATTRIBUTE SELECTION
To get the attributes that are contributing to the prediction
of crash severity, information-content analysis has been con-
ducted. Information gain quantifies how much information
an attribute is giving about the class. Information gain is
basically a reduction in entropy. It is evaluated from the dif-
ference between the conditional and unconditional entropy
of the outcome. The higher the value of the information gain,
the more significant the attributes during the prediction of
the class labels.

V. RESULTS & DISCUSSION
To get the important attributes that are contributing to the
severity of the crash, the aforementioned methods were
applied to each of the training sets. By using the stratified
5-fold cross-validation, five different training sets were used.
Then, under-sampling was performed 5 times to each of the
training sets, therefore, in total, the number of the training
set was 25.The information gain of all the attributes in all
different training sets were plotted for analyzing the impor-
tant attributes. For getting the most contributing attributes
set, some cut-offs were considered from the plotted results.
Using different cut-offs, the contribution of various attributes
in predicting the severity was analyzed. In the result sec-
tion, the cut-offs and the contributing attributes have been
elaborately discussed.

A. PERFORMANCE EVALUATION
Evaluating the performance based only on the accuracy is not
a good measure if the data set is imbalanced. Therefore, the
precision, recall, and F1-score were calculated along with the
accuracy for the performance evaluation of different models.
The values of accuracy, precision, recall, and F1- score were
calculated as follows.

Accuracy = TN + TP

TN + TP+ FN + FP
× 100% (1)
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FIGURE 2. Attributes ranking by calculating the information gain for all the 25 different training sets. In this graph, each line illustrates the information gain of attributes in
particular one out of 25 training sets.

FIGURE 3. Comparison of the prediction performance using KNN, Random Forest,
and CNN with soft voting on the complete attribute set (104 attributes).

Precision = TP

TP+ FP
× 100% (2)

Recall = TP

TP+ FN
× 100% (3)

F1 − score = 2 × P× R

(P+ R)
× 100%. (4)

Here, TP = True Positive, TN = True Negative, FP = False
Positive, and FN = False Negative.
To predict whether a crash is fatal or non-fatal, both soft

voting and majority voting techniques were applied to the
developed models.
In Fig. 3, soft ensembling was employed on the KNN,

Random Forests, and CNN for the prediction. The soft vot-
ing technique provides the prediction of a crash being fatal or
non-fatal, based on which class has the highest average prob-
ability. It can not give probabilities using the SVM, therefore,
soft ensembling could not be applied to the SVM. Only the
majority voting was used for the experiment on the SVM.
The overall accuracy ranged from 69.38% to 75.56% for
KNN, Random Forests, SVM, and CNN. Here, the prediction
accuracy of KNN is lower (69.38%) than the rest of the three
methods. Among all the methods, CNN performed signifi-
cantly higher than others with 75.56% accuracy. In addition
to this, while taking both precision and recall consideration,

FIGURE 4. Comparison of the prediction using KNN, Random Forest, SVM and CNN
with majority voting on the full attribute set (104 attributes).

CNN also performed better than all other methods, with
75.74% precision, and 75.45% recall.
In Fig. 4, majority voting was used on the KNN, Random

Forests, SVM, and CNN for the final prediction. After using
majority voting, the overall accuracy ranged between 70.38%
and 75.56%. The performance of KNN and Random Forests
improved in terms of all the performance metrics after
using the majority voting. For KNN, the accuracy increased
steadily from 69.38% to 70.38%, and the improvement
reached to 71% for the Random Forests. However, CNN
and SVM achieved approximately the same performance by
using both majority voting and soft ensembling. Thus, from
the experimental results, it is clear that CNN performed best
in predicting crash severity by using both majority voting
and soft voting.

B. ATTRIBUTE SELECTION ANALYSIS
Initially, the data set includes a total of 104 attributes.
Next, this research study focused to identify the most crit-
ical attributes from the 104 encoded attributes set to get a
precise idea about which attributes are more contributing
to the fatality. In the stratified 5-fold cross-validation, under
sampling was applied five times for each of the training sets.
Therefore, a total of 25 training sets were considered. Next,
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the information gain for each of the attributes in each of the
training sets were calculated.
Fig. 2 represents the information gain of all 104 attributes

in different training sets. After plotting the information gain
shown in Fig. 2, it is noticeable that when the information
gain is less than 0.01, there is a drastic fall in the information
gain of the attributes. Then from the top 15 attributes, the
information gain gradually decreases until the top attributes
contributing towards fatal crashes. After the top 67 attributes,
there is not much significance in information gain for the fol-
lowing attributes. Therefore, three cut offs were considered
to identify the most critical attributes from the attributes
set. The cut-offs are top 67 attributes, top 15 attributes,
and attributes with information gain ≥ 0.01. However, top
15 attributes and attributes with information gain ≥ 0.01
decreased the prediction performance drastically. Therefore,
the top 67 attributes were considered for prediction analysis.

C. PREDICTION ANALYSIS
Then, KNN, SVM, RF, and CNN were applied to the
67 attributes set to observe their collective behavior in the
prediction. Fig. 5 and Fig. 6 show the experimental results
using the reduced 67 attributes set. Soft voting was used to
the aforementioned models (KNN, RF, SVM, and CNN) in
Fig. 5. CNN achieved the highest prediction performance
(75.16%) than the other three prediction models. On the
other hand, with the majority voting in Fig. 6, the high-
est prediction accuracy is 75.46%. The prediction results of
a crash being severe or not is pointing towards the fact
that though the individual information gain of attributes
was not high (≤ 0.05), but by using the top 67 attributes,
the prediction accuracy was approximately equivalent to the
prediction results with 104 attributes.
Table 3 lists the categories of top 67 attributes and their

probable data source in the first two columns that are suit-
able for building a real-time risk prediction application. The
third column lists all the attributes associated with individ-
ual categories. The attributes having information gain ≥ 0.01
have been registered with “*” markers in Table 3. The last
two columns of the table include a comparison on the per-
centage of fatal and non-fatal crashes in the presence of
each specific attribute. The percentage estimations can give
an overall idea regarding the presence of an attribute being
associated with fatal and non-fatal crashes. This percentage,
Rf is calculated using the following formula:

Rf = Xf
C

× 100; (5)

where, Xf corresponds to the number of fatal/non-fatal
crashes occurring in the presence of a specific attribute f ,
while C represents the total count of fatal/non-fatal crashes
in the dataset. In order to determine the statistical signif-
icance of the differences between fatality and non-fatality
rates due to the presence of an attribute, the two propor-
tions Z test was performed. It was found out that all of the

FIGURE 5. Comparison of the prediction performance using KNN, Random Forest,
and CNN with soft voting after selection of top 67 attributes.

FIGURE 6. Comparison of the prediction performance using KNN, Random Forest,
SVM, and CNN with majority voting after selection of top 67 attributes.

differences between percentages for every attribute listed in
Table 3 were indeed statistically significant (p-value < 0.05).
A few number of the attribute and their respective fatality

versus non-fatality rates may not seem to be meaningful. For
example, the presence of “clear and sunny” weather is indi-
cating towards higher percentage of fatal crashes compared
to non-fatal crashes. The reason behind this may be due to the
limitation of dataset which solely depends on the Canadian
context. Further investigation of these attributes using com-
prehensive datasets from other countries will potentially be
helpful in resolving such issues.
To summarize, Figs. 3 and 4 illustrate the performances of

each methodologies before attribute selection, whilst Figs. 5
and 6 demonstrate the results after the attribute selection
process on reduced 67 dominant attribute set. These four
figures demonstrate that, even after the attribute set was
reduced by 35.6% compared to the original attribute set, the
loss of performance in terms of prediction aptitude was quite
trivial. Moreover, this prediction results give the insight that
individually, the attributes may not give high information
(< 0.055) about the class labels, but collectively they are
useful for predicting the fatality or non-fatality of a crash.
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TABLE 3. Top 67 attributes with their probable data source and contribution statistics towards fatal and non-fatal road crashes. The last two columns represent the
percentages of fatal and non-fatal crashes in the presence of these attributes.

D. COMPUTATIONAL TIME AND MEMORY ANALYSIS
It is readily apparent that ensemble CNN emerges as the most
suitable model to build an intelligent transportation system

(ITS) deployed on different map navigation applications. The
integration of pre-trained CNN model on mobile applications
can serve the purpose of a real-time fatality risk prediction
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FIGURE 7. Running time comparison of CNN on windows, iOS, and android devices
against full versus reduced attribute set.

FIGURE 8. Memory consumption comparison of CNN on windows, iOS, and android
devices against full versus reduced attribute set.

system without the need of frequent or online training. The
reduced (top 67) attribute set can be specifically viable for
real-time crash prediction analytics due to even lower com-
putational burden. In support of evidence, time and memory
analysis experiments were carried out on different mobilete
operating systems.
At first, the required running time and memory consump-

tion of the pre-trained CNN model were derived as baseline
on windows through a simulation setup. For this purpose,
the experiments were carried out on DELL ALIENWARE
m15 R3 machine of Intel core i7-10750H CPU @2.6 GHz
equipped with 16 GB RAM and Windows 10 Home.
Afterwards, the required running time and memory were
calculated on iOS and android devices using numerical anal-
ysis. As an example, the most commonly used iOS and
android devices in 2020 were considered for the experiments,
which were iPhone 7 and Samsung Galaxy A51 [28], [29].
The required time to collect data from different possi-
ble sources/APIs was considered negligible throughout this
process.
Figs. 7 and 8 justify the applicability of the pre-trained

CNN model based on ultra-low running time (≤ 0.0024 sec-
onds) and memory consumption (≤ 0.05%) across various
kinds of devices. Furthermore, the reduced set of attributes

can even lower the computational overhead by approximately
35% in terms of time and memory without compromising
the prediction accuracy. It is noteworthy that the reduced
set of attributes can increase the potentiality of the ITS
system by removing the obligation to collect 104 attribute
values as input and eventually reducing it to 67 only. Hence,
the chances of occurring missing input or attribute val-
ues leading to the system’s failure can decline significantly.
Consequently, the reduced set of attributes can be considered
very useful in case of data unavailability of some relatively
insignificant attributes for a live application to some extent.

VI. CONCLUSION & FUTURE WORK
In this study, a data set of 5.8 million records was consid-
ered for predicting the severity (fatal vs. non-fatal) of motor
vehicle collisions, and identifying the most critical factors
associated with it.
Deep learning and traditional machine learning methods

were ensembled to develop better prediction models. ensem-
ble methods using majority voting and soft voting techniques
were employed to address class imbalance in the dataset.
CNN performed the best with an accuracy of approximately
75% compared to the other prediction models considered
in this study. Next, the number of attributes were reduced
from 104 to 67 through information content analysis without
any significant reduction in prediction performance. These
important attributes belong to following 9 broad categories:

• roadway configuration
• road alignment
• collision hour
• weather condition
• person position
• road user class
• safety device used
• traffic control employment.

It is envisioned that this research will contribute positively
towards increasing transportation safety. The most contribut-
ing attributes to fatal crashes at a fine granularity-level have
been discussed in Table 3 of Section V. Unlike other existing
similar research studies, this paper focuses on developing a
prediction model with reasonable time and memory com-
plexity. The proposed fatal road crash prediction model is
suitable to be deployed into real-time mobile map naviga-
tion applications, while disregarding the use of any addition
sensor.
Possible future work includes incorporating more driver

specific behavioural patterns and spatial attributes from
different countries and regions in the prediction model.
Once more potentially significant attributes, such as, speed,
location-specific detailed weather data, behavioural record,
alcohol consumption, anti-lock braking system (ABS), and
tire category related information are accessible, it is expected
that the prediction performance will further improve. Further
research is required to compare the performances of special-
ized versus generalized models trained on region-specific
and multi-region datasets, respectively.
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