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ABSTRACT This paper presents a surround vehicle motion prediction algorithm for multi-lane turn
intersections using a Long Short-Term Memory (LSTM)-based Recurrent Neural Network (RNN). The
motion predictor is trained using the states of subject and surrounding vehicles, which are collected by
sensors mounted on an autonomous vehicle. Data on 484 vehicle trajectories were collected from real
traffic situations at multi-lane turn intersections. 11,662 and 4,998 samples acquired from the vehicle
trajectories were used to train and evaluate the networks, respectively. A motion planner based on Model
Predictive Control (MPC) is designed to determine the longitudinal acceleration command based on the
predicted states of surrounding vehicles. The future states of the subject vehicle derived by MPC is
used as an input feature to reflect the interaction of subject and target vehicles in LSTM-RNN based
motion predictor. The proposed algorithm was evaluated in terms of its accuracy and its effects on the
motion planning algorithm based on the driving data sets. The improved prediction accuracy substantially
increased safety by bounding the prediction error within the safety margin. The application results of
the proposed predictor demonstrate the improved recognition timing of the preceding vehicle and the
similarity of longitudinal acceleration with drivers.

INDEX TERMS Autonomous vehicle, intersection driving data, motion prediction, machine learning,
recurrent neural network, long short-term memory, model predictive control.

. INTRODUCTION

HE DEVELOPMENT of autonomous driving has been

accelerated based on rapid improvements in sensors,
actuators, processors, communications, and other technolo-
gies for autonomous vehicles (AVs). AVs improve road
safety, convenience, and efficiency by reacting to potential
risks. Three main challenges to achieving fully autonomous
driving on urban roads are scene awareness, inferring other
drivers’ intentions, and predicting their future motions.
Intersections on urban roads constitute especially complex
environments that necessitate significant interactions with
other drivers and predicting their movements [1]. Human
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drivers can predict the behavior of other drivers based
on observed information and their experiences. Researchers
have investigated developing prediction algorithms that can
simulate a driver’s intuition to increase safety when AVs and
human drivers share roads.

Predicting driver behavior has been of broad interest
for driver assistance systems and autonomous vehicles;
researchers have formulated the problem in various ways and
using numerous approaches. Motion prediction models can
be classified into one of three categories: (1) physics-based;
(2) maneuver-based; and (3) interaction-aware.

Researchers have utilized physics-based models for basic
prediction in both constructed and unconstructed environ-
ments. These models predict future motion based on physics
using kinematic or dynamic models starting from the given
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past states of prediction vehicles. Because simple models
directly calculate future motion, physics-based models offer
the advantages of easy modeling and minimal computational
burden compared with other approaches. However, it is diffi-
cult to design kinematic or dynamic models that can adapt to
driving situations and consider interactions between vehicles.
Despite these limitations, researchers have utilized varied
approaches, such as the Constant Velocity (CV) model [2],
[3], the Constant Turn Rate and Velocity (CTRV) model [3],
[4], the Constant Turn Rate and Acceleration (CTRA)
model [3]-[6], the bicycle model [7], [8], the Intelligent
Driver Model (IDM) [9], [10], and the path-following
model [10]. Investigators have employed these models as
a process update of various Kalman filters [10], Interacting
Multiple Model (IMM) filters [3], and Monte-Carlo simula-
tions [12], [13].

Maneuver-based models classify the driver’s intention
into a predefined set of groups, called maneuvers, examples
of which include staying in the lane, changing lanes,
and turning at intersections. After a driver’s maneuver
is determined, the future trajectory is predicted based
on the models prepared to represent each maneuver.
Therefore, maneuver-based models can consider not only
the states of target vehicles, but also individual drivers’
intentions, i.e., drivers can exhibit similar behaviors, but
the system will infer different intentions according to the
driving situation, which augments prediction accuracy.
However, interactions between vehicles are not reflected
in maneuver-based models. Based on these advantages,
many approaches have been proposed to infer driver
intention, such as the Gaussian mixture model [14], [15],

multilayer  perceptron [16], logistic  regression [17],
Bayesian networks [18], [19], Markov chain [20],
Relevance Vector Machine (RVM), Support Vector

Machine (SVM) [21], Hidden Markov Model (HMM) [22],
[23], and Recurrent Neural Network (RNN) [24]-[26].
These physics- and maneuver-based models focus on
predicting the future motion of individual targets, with-
out considering interactions between neighboring vehi-
cles. Therefore, a possibility exists of misunderstanding
targets’ behaviors when multiple vehicles are driving
closely together. Interaction-aware models reflect interac-
tions between surrounding vehicles, and predict future
motions of detected vehicles simultaneously as a scene.
These models can predict the most realistic behav-
ior by reflecting interactions between vehicles. However,
the prediction algorithm is more complex than other
approaches, which increases the computational burden.
Consequently, these models are often developed and evalu-
ated in offline simulations. Coupled HMMs [27], double-
layer HMMs [28], and rule-based models [29], [30] are
used to reflect interactions in prediction models. This
methodology is frequently employed in conjunction with the
aforementioned physics- and maneuver-based models.
Researchers have widely studied maneuver- and
interaction-based models for predicting vehicle intentions
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and behaviors. One proposed approach was an interaction-
aware model, called the foresighted driver model, that
uses the similarities of spatio-temporal trajectories [31].
In other research, maximum a posteriori probability was
utilized to estimate driver-specific critical gaps, which con-
stitutes an important parameter in decisions on crossing
at unsignalized intersections, and evaluated in a driv-
ing simulator [32]. Researchers have investigated predicting
the intended path at intersections based on HMM with
real traffic data sets; this approach uses vehicle-to-vehicle
communication to collect the data, which is composed
of GPS and chassis sensor data [23]. Similar approaches
entailed training an SVM and random decision forests [21],
and an artificial neural network was applied to design
a motion predictor. The influence network, which simul-
taneously considers agents and the environment, was trained
and evaluated by driving data extracted from a surveil-
lance camera at an intersection [33]. Investigators have
also used Long Short-Term Memory (LSTM)-RNN to
predict the future intention of targets at a roundabout [34].
A similar approach was employed to infer the inten-

tions of targets approaching intersections based on
GPS, Inertial Measurement Unit (IMU), and odometer
data [35].

A careful review of the literature reveals less focus on
predicting trajectories at intersections than on motorways.
In addition, public data sets for analyzing driver behav-
ior at intersections are largely insufficient. The NGSIM
data set (from the Next Generation Simulation program),
which researchers have frequently used, includes a small
amount of data for intersections located along Lankershim
Boulevard in Los Angeles, California, and Peachtree Street
in Atlanta, Georgia [24].

However, it is highly challenging to develop an algorithm
that can be applied to AVs because NGSIM data are extracted
by applying the tracking algorithm to images collected from
an overhead camera. This limitation in how data are acquired
also applies to data from the Ko-PER project [36]. To
overcome the limitations in public data sets, a number of
researchers have collected data from vehicles equipped with
sensors [10], [15], [21], [23], [25], [26], [33]-[35], but very
few studies are based on data collected in real time and in real
traffic conditions. Therefore, we focus on motion prediction
at multi-lane turn intersections based on information from
on-board sensors in autonomous vehicles.

This study focused on improvement of in-lane target
recognition and achieving human-like acceleration decisions
at multi-lane turn intersections by introducing the learning-
based target motion predictor and prediction-based motion
predictor. A data-driven approach for predicting trajectory
and velocity of surrounding vehicles on urban roads at
multi-lane turn intersections is described. LSTM architecture,
a specific kind of RNN capable of learning long-term depen-
dencies, is designed to manage complex vehicle motions
in multi-lane turn intersections. The proposed LSTM-based
RNN is trained using data collected from surrounding
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FIGURE 1. Examples of driving trajectories of human drivers turning in traffic at
a multi-lane turn intersection.

vehicles obtained by sensors on an AV. Fig. 1 shows sev-
eral examples of the surrounding vehicle tracks measured
while the data collection vehicle was driving with traffic
participants. These trajectories show the various atypical
trajectories of vehicles passing through a multi-lane turn
intersection, which is hard to model as a single prediction
model by a conventional approach. Real data captured on
urban roads in Seoul are used to evaluate the accuracy of the
motion predictor and the improvement of motion planning
performance in multi-lane turn intersections.
The main contributions of this work are as follows:

1) a LSTM-RNN based single model is defined to predict
the various motions of surrounding targets at multi-lane
turn intersections;

2) the future states of the subject vehicle derived by the
MPC-based motion planner are employed as an input
feature of LSTM-RNN to reflect the interaction of
subject and target vehicles in a prediction horizon;

3) the states of only subject and surrounding vehicles are
used to exclude dependency on road structure or digital
maps, and

4) a motion predictor is designed based on real traffic
data obtained using AV-mounted sensors.

Il. OVERVIEW OF THE LSTM-RNN BASED MOTION
PREDICTOR

This study focused on a motion predictor for surrounding
vehicles in multi-lane turn intersections, which is a topic
not yet addressed in the extant literature. Research with
intersections concentrated on maneuver-level prediction of
activities, such as cross, stop, or making a left turn.
Trajectory-level prediction, which was the goal of this
study, was commonly covered in structured environments
that enforce classifiable behavior, such as lane-keeping or
lane-changing. However, trajectory-level prediction is more
important in multi-lane turn intersections because different
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FIGURE 2. Defining the problem of predicting the motions of surrounding vehicles
in multi-lane turn intersections.

drivers will have varied driving behaviors as they travel
through the intersections, as shown in Fig. 1. Based on
these analyses, the problem can be summarized as shown
in Fig. 2. As shown in the figure, future trajectories of the
surrounding vehicles that travel with the subject vehicle are
predicted based on the states of subject and surrounding
vehicles.

Fig. 3 depicts the architecture of the surrounding tar-
get trajectory predictor. The proposed algorithm comprises
three modules: (1) a data encoder; (2) an LSTM-based
RNN; and (3) a data decoder. As previously mentioned, the
proposed architecture uses the surrounding vehicles’ states
estimated by the perception algorithm, which relies on six
ibeo Lux laser scanners. The output of the proposed predic-
tor, which predicted surrounding vehicles’ states, is utilized
to determine the desired longitudinal acceleration in real
traffic at intersections.

lll. LSTM-RNN BASED MOTION PREDICTOR

A. DATA SET

Multi-lane turn intersections were chosen as the target
roads for this study. These intersections are substantially
more complex than highways or other structured environ-
ments where typical maneuvers include lane-keeping or
lane-changing. Maneuvers at multi-lane turn intersections are
complex, and it is difficult to classify specific maneuvers.
We collected data that were appropriate for considering the
behaviors of vehicles in intersections; to avoid over-fitting
of the learning-based motion predictor, we chose multiple
intersections. Moreover, the data collection vehicle drove
with real traffic to reflect the characteristics of real driving
conditions. The details of the data set will be discussed in
the following section.
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FIGURE 3. Overall architecture of the proposed surrounding target trajectory predictor.
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FIGURE 4. Configuration of data collection vehicle.

1) DATA COLLECTION VEHICLE

The data for this study were collected from an AV equipped
with multiple sensors, as shown in Fig. 4. In this work, the
human-driven AV is used to collect data on the motions of the
surrounding vehicles in real traffic flow. Specifically, we used
six ibeo LUX sensors with ibeo.HAD Feature Fusion, which
operates at 25 Hz and detects traffic participants at a range of
up to 100 m, to detect surrounding vehicle motion [37]. This
LiDAR system provides relative position, heading, veloc-
ity, and box size in local coordinates of the data collection
vehicle with classification information. In addition, a front
camera, Around-View Monitoring (AVM), and low-cost GPS
were employed to acquire the lanes, road markers, and global
position of the subject vehicle. A gateway engine control
unit obtained the outputs of the chassis sensors, and this
information was fused with a digital map to acquire the
vehicle’s precise global position in urban road environments.
All sensor data were synchronized and stored on an indus-
trial PC. The Micro-Autobox II (dSPACE, Inc., Wixom, MI,
U.S.A.) and a motor-driven power steering/smart cruise con-
trol module were utilized to control and actuate the subject
vehicle in autonomous driving.

2) TARGET ROADS

The data on surrounding vehicle tracks were collected from
an AV driving on the urban roads of Gwanak-gu, Seoul,
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FIGURE 5. Data collection roads and surrounding vehicle tracks accumulated in
global coordinates.

South Korea. Fig. 5 presents a satellite map of the study road
with the driving route for the data collection highlighted in
red color, and this route includes two signalized multi-lane
left turn intersections. As mentioned in Section III-A, the
sensors collected the surrounding vehicle data based on the
local coordinates of the subject vehicle. To generate appro-
priate data for learning the motion patterns of surrounding
vehicles, all data should be in fixed global coordinates with
time indices. In this study, we used the estimated global
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FIGURE 6. Example of data extraction from accumulated vehicle trajectories.

position and heading of the subject vehicle to transform
the position and heading of the surrounding vehicles from
local to global coordinates. In order to acquire high accu-
racy positioning results, outputs of low-cost GPS were fused
with lane mark information from the AVM image, which
is introduced in [38]. By using the GPS/Lane mark fused
system, we stabilized the positioning error to a suitable level
of under 0.5 m Circular Error Probable (CEP) in urban sit-
uations. Through this data processing, vehicle trajectories
for a specific period can be reconstructed in the local coor-
dinate system. Fig. 5 also displays example trajectories of
the accumulated data collected from five sections of the
data collection roads.

3) DATASET SELECTION

The real traffic data collected, as shown in Fig. 5, contained
4,312 trajectories of vehicles driving around the subject vehi-
cle. Among these trajectories, 484 data points were collected
while passing the intersection, which are used to train and
evaluate the proposed motion predictor.

The training data set was generated using the 484 tra-
jectories collected by driving in real traffic. As mentioned
in Section IV-B, each trajectory includes a time index.
Therefore, we could extract the previous and subsequent
states of surrounding vehicles accumulated in global coor-
dinates at specific moments. Fig. 6 presents samples of
extracted data, in which the subject and surrounding tar-
get vehicles are in black and green color, respectively. The
previous and subsequent states of surrounding target vehi-
cles with respect to this moment are represented in blue
and red color, respectively, and these sequences of blue and
red vehicles are used as input and output sequences of the
proposed motion predictor. After postprocessing of the col-
lected data, a total of 16,660 data samples were generated,
that were divided into 11,662 data samples for training and
4,998 for evaluation.

B. MOTION PREDICTOR

Vehicle motion is continuous based on vehicle dynamics;
in other words, the future motion of the vehicle depends
on the sequential previous motion. In addition, driver inten-
tion is also important in predicting vehicles’ future motions.
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FIGURE 7. Diagram of the proposed LSTM-RNN based motion predictor.

Previous motion can be measured using sensors on AVs,
but it is difficult to infer driver intention based on rules.
Particularly on roads where irregular behavior occurs fre-
quently, such as at intersections and in roundabouts, it is
highly challenging to apply conventional maneuver-based
approaches to infer driver intention and predict future
motion. Therefore, we propose a data-driven approach to
predict future motions of surrounding vehicles based on their
previous motions. The motion predictor based on LSTM-
RNN architecture that we propose in this work used only
information collected from the sensors on an autonomous
vehicle. The contribution of the network architecture of this
study is that the subject vehicle’s future states are used as an
input feature of prediction horizon as shown in Fig. 7 (a). The
future states of the subject vehicle are determined by MPC-
based motion planner which will be discussed in Section IV.
Therefore, this feedback of the outputs of motion planner
makes the LSTM-RNN based motion predictor can reflect
the interaction of subject and surrounding targets occurring
during the prediction horizon.

1) NETWORK ARCHITECTURE

An RNN is an artificial neural network that is appropri-
ate for utilization with sequential data, such as speech or
text recognition written in natural language. RNNs can also
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FIGURE 8. Depiction of the individual layers of the LSTM-RNN based motion predictor.

be used with time series data, in which the pattern of the
data depends on time flow. Recurrence in RNNs allows for
modeling the correlations between consecutive data points
in a sequence. This feature is realized by having the same
network for each time step and passing activations to a
successor [39].

The RNN can contain feedback loops, which permits acti-
vations to flow interactively in the loop. This feature enables
processing sequences of inputs by persisting the activations
over multiple steps. In other words, the network can memo-
rize previous information and predict the future after specific
steps by applying the same network iteratively. Fig. 7 (a)
illustrates the unrolled structure of the RNN used in this
study for an observation horizon 4 and prediction horizon p.
As the figure shows, the activations in each step are passed
to the same network of the next time step and updated with
new input data. This means that one set of weights of the
RNN is repeated over the prediction horizon by matching
the formats of the input and output sequences. The details
of the encoder and decoder will be discussed in subsequent
sections of this paper.

The single prediction step using the proposed RNN is
conceptually expressed in Fig. 7 (b), with LSTM used as
a network cell. LSTM can avoid the vanishing gradient
problem by making the error flow backward through unlim-
ited numbers of virtual layers. This property prevents the
error from increasing or decaying over time, which would
make the network train inappropriately [40].

Fig. 8 presents the individual layers of the LSTM-RNN
with the number of units in each layer. This structure is
determined by comparing the accuracy of 72 RNNs, which
consisted of combinations of four input sets and 18 network
configurations.

2) INPUT AND OUTPUT FEATURES

Researchers collected the data for these approaches using
infrastructure sensors, such as observation cameras and
data collection vehicles parked on target roads. However,
because these approaches do not consider driving situa-
tions around autonomous vehicles, it is difficult to guarantee
their performance in AVs in real traffic. In order to apply
the motion predictor to driving AV, the velocity of the
data collection vehicle is added to the input sequences.
As shown in Fig. 7 (b), the input sequence consists of
relative X/Y position, relative heading angle, velocity of
surrounding target vehicles, and velocity of the data col-
lection vehicle. The output sequence is the same as the
input sequence, such as relative position, heading, and
velocity.
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3) ENCODER AND DECODER

The perception algorithm estimates the target vehicle’s states,
relative X/Y position, relative heading angle, and relative
velocity with track ID. The encoder accumulates the multi-
target states with respect to track ID to construct the input
sequences. After target states were accumulated, the neural
network input data should be preprocessed to improve stabil-
ity and performance. Moreover, the data are prepared based
on certain techniques, such as normalization and standard-
ization, to scale the input and output data to train and use the
neural network model. In this study, we introduce an encoder
and decoder to process the input from the sensors and output
from the RNN, respectively. This encoder standardizes each
component of input data to rescale the data to a mean of 0
and a standard deviation of 1, and the decoder destandardizes
the output data to scale back to real-world units using the
same parameters as those in the encoder. Parameters p and
o were determined using the 11,662 training data samples
only, and stored for reuse in validating the proposed algo-
rithm and applying it to the AV. The input to the network
is standardized as follows:

Xt,n — Mn
On

-’_Ct,n = (1)
where x;, is the n-th component of the input data, such
as position or heading at time ¢ In addition, X;, is the
standardized input of x;,, and u, and o, are the mean
and standard deviation of the n-th component, respectively.
Therefore, a total of 5 u, and o, were prepared based on the
training data set. Since the network is trained by standardized
data using the encoder, the outputs of the neural network
are standardized. Therefore, the decoder destandardizes the
output data to rescale back to the physical scale using the
same parameters as those in the encoder. The decoder makes
the network output as actual prediction results, which are
usable for the motion planner.

4) SEQUENCE LENGTH

The sequence lengths of the RNN input and output
are another important factor in improving prediction
performance. For this study, we trained the network architec-
ture depicted in Fig. 8 using several candidate input sequence
lengths to identify the optimal length. Sequences of 5, 10,
15, 20, 25, and 30 steps with a sampling time of 100 ms were
compared, and 15 steps showed relatively accurate results
even though the observation time is short among the candi-
dates; thus, the input sequence of 15 steps, 1.5 s, is used.
Meanwhile, the length of the output sequence should be
determined considering the design of the algorithms that
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use the prediction results. For example, if the motion plan-
ner determines an output with a prediction horizon of 2 s,
the target motion predictor should provide 2-s prediction
results for the surrounding vehicles. In this study, a motion
planner is designed to determine the desired acceleration
based on the current state of the subject vehicle and the
prediction results for the surrounding targets. As mentioned
in Section III-B and shown in Fig. 7 (a), the prediction hori-
zon p can be adjusted flexibly by changing the number of
iteration loops. Therefore, the proposed architecture can be
applied to a variety of motion planners and controllers with
different prediction horizons.

IV. MOTION PLANNING BASED ON SURROUNDING
VEHICLE MOTION PREDICTION

The key objectives for motion predictors for autonomous
driving are simulating the behaviors of human drivers and
improving safety. In everyday driving, experienced drivers
predict possible risks based on their observations of sur-
rounding vehicles and ensure safety by modifying their
behaviors before risks arise. To realize the human-like
motion planning, a prediction-based autonomous vehicle
motion planner with consideration of the human driver’s
future behavior is designed based on Model Predictive
Control (MPC) approaches. In order to reflect the predicted
behavior of surrounding human-driven vehicles, the reference
states and constraints of the MPC are defined based on the
prediction results from the LSTM-RNN based motion pre-
dictor. The cost function of the motion planner is determined
as follows:

Np
J =" (wklr) — xrep (k]0) T Q(x(klr) — xrep (K1)
k=1
Np—1 Np—2
+ R Y ukl)® + Rau Y (ulk+ 11t) — u(klt)* (2)
k=0 k=0

where k and ¢ are the prediction step index and time index,
respectively; x(k[t) and x,r(k|t) are the states and refer-
ence of the MPC problem, respectively; x(k|f) is composed
of travel distance p; and longitudinal velocity vy; Xer(k|?)
consists of reference travel distance py, s and reference lon-
gitudinal velocity vy ,er; u(k|?) is the control input, which is
the longitudinal acceleration command; N, is the prediction
horizon, which is determined by dividing prediction time 7},
by sampling time dt; T, of 2 s and dt of 100 ms are used
to configure the motion predictor, and therefore N, of 20 to
define the model predictive controller; and Q, R, and Ra,
are the weight matrices for states, input, and input deriva-
tive, respectively, and these weight matrices were tuned to
obtain control inputs from the proposed controller that were
as similar as possible to those of human-driven vehicles.
As mentioned later, two sets of weight matrices were used
for the controller, for the proposed and conventional motion
predictors.

The constraints were defined to consider dynamics, actu-
ator limits, ride comfort, and safety. First, the simplified
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first-order delay model was used to define the dynamic
constraints for the controller. Since the autonomous driv-
ing platform is based on an electric vehicle (i.e., Hyundai
IONIQ Electric 16MY) and the actuator of the smart cruise
control is used to control the vehicle, we conducted the
characteristic analysis of the longitudinal behavior. Based
on the analysis results, the first- order delay model well
simulated the behavior of the electric vehicle, even though
it was a simple model. Therefore, the dynamic constraints
for the controller were defined as follows:

prk+1 [ _ |1 dt Px(k|D)
velk+ 110 | 7|0 1 —dt/T || ve(k|D)
0
+ [dt/r]u(km 3)

where t is the actuator delay, which is defined by vehi-
cle characteristics. The constraints for the control input are
defined as follows for magnitude and jerk, respectively:

Umin < u(k|t) < Umax 4)
lutk +118) — uk|n)l| < S ()

where uin, Umax, and S are the minimum/maximum control
input and maximum slew rate of input, respectively. For this
study, Uy, of —3m/52, Uax Of lm/sz, and S of Sm/s2 are
used.

The predicted states of the surrounding target vehicle were
used to define Xy (k|¢) and the boundary conditions of p, and
vy. We summarize how we determined the reference state
in Fig. 9. The initial reference states were defined using the
subject vehicle’s current state as follows:

px,ref(0|t) =0 (6)
vx,ref(o|t) = Vx,sub(t) @)

From this initial condition, the reference states were
updated iteratively using the following equations:

Cdes(k|t) = tgap - Vx ref (k|1) + Cmin ®)
trer (k + 118) = ki - (Vi,iar(k11) = v rep (k1))
+ k2 - (Cdes(k|t) — c(k|t)) )
Vi ref (k + 1) = vy rep (k|1) + trer (k + 1]2) - dt ~ (10)
Dx,ref (k + 1|2) = P ref (K|2) + Vi, rer (k2) - dt
+ 0.5 upp(k+ 1]2) - dt (11)

where t4, and ¢y, are the time gap and minimum clearance
to the in-lane target vehicle, respectively. In this study, fgqp
of 1.2 s, ¢pin of 3 m, k1 of 0.4, and kp of 1.0 were used to
determine the reference input ..
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TABLE 1. Parameters for MPC-based motion planner.

Parameters Description Values
T, prediction horizon in seconds 2s
dt sampling time 0.1s
N, prediction horizon in step 20
T actuator delay ls

Unin minimum input magnitude -3 m/s?
Umax maximum input magnitude 1m/s?
S maximum input jerk 5m/s?
tyap desired time gap 1.2s
Crnin minimum clearance 3m
ky gain for relative velocity 0.4
k, gain for clearance 1.0

The position and velocity boundaries were determined
based on the predicted states as follows:

Px,max (k|t) = px tar (k|t) — Cdes(k|1) (12)
px,min(k|t) =0 (13)
Vemax (K|£) = min(vy, rer (k|2),  Vx fimit) (14)
Vx,min (k|7) = 0 (15)

where vy 1imit 1S the velocity limit of the subject vehicle,
defined by driver input or the speed limit on the driving
road. The parameters for the MPC-based motion planner are
summarized in Table 1.

V. PREDICTION PERFORMANCE ANALYSIS AND
APPLICATION TO MOTION PLANNING

The proposed motion predictor was evaluated through driving
data-based simulation. We used 4,998 of the data samples
as the evaluation data set to compare prediction accuracy
between the base and proposed algorithms in Section V-A.
The results for applying the motion predictor to the motion
planner were described in Section V-B.

The prediction results from the proposed algorithm were
compared with the results from three base algorithms.
Specifically, the path-following model with constant veloc-
ity (CV/Path) and the path-following model with traffic flow
(Vfiow/Path) [41] were used to predict the surrounding vehi-
cles’ motion within intersections. The path-following model,
which is used for those two predictors, assumed that vehicles
would be following the roads, with the roads to follow being
defined by the nearest path on a digital map. This constituted
a reasonable assumption because there are no lane markers
in intersections, and this feature of intersections makes it dif-
ficult to predict the surrounding vehicles’ motion based on
lane information from vision sensors. Therefore, it is appro-
priate to integrate the digital map with surrounding vehicles’
states for intersections.

In addition, the prediction performance of a CTRV model
was compared with that of the proposed algorithm; CTRV
models are frequently used for target tracking and motion
prediction [3], [4], [42]. When choosing the base algorithms,
we excluded models based on acceleration because it is
highly challenging to estimate longitudinal and yaw accel-
eration of surrounding vehicles to the level applicable to
prediction models using only on-board sensors.
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FIGURE 10. Definition of prediction error at prediction time Tp.

TABLE 2. Prediction errors of the proposed motion predictor.

Error Proposed CV/Path model
Mean STD RMSE  Mean STD RMSE
e, (m) 0.53 1.98 2.23 1.49 4.09 4.35
e, (m)  —0.02 0.37 0.45 —2.25 213 3.10
es () —0.56 1.87 297 —4.60 6.61 8.05
e, (km/h) —0.16 0.65 0.67 0.80 1.23 1.46

A. PREDICTION ACCURACY ANALYSIS

The prediction error was defined to compare prediction accu-
racy between the true and predicted states. All 4,998 eval-
uation samples were processed to compare prediction error
between the proposed and base algorithms. The x position
ErTor ey 7, y position error ey 1, heading error ey 75, and
velocity error e, 75, were defined as follows:

ex,Tp = Px,Tp — ﬁx,Tp (16)
ey, Tp = Py,Tp — Dy.Tp (17)
eo.1p = O1p — 01 (18)
en1p = Vip — V1p (19)

Among the prediction errors, ey 7, and ey 7, were defined
as local coordinates that originated in the true state at 7, as
shown in Fig. 10. This error definition prevented misinter-
pretation of the prediction results due to coordinate changes
when the vehicle rotates in the intersection.

The analysis results of the prediction error for proposed
and base algorithms are depicted in Fig. 11. The means
and standard deviations of proposed algorithm and CV/Path
model are summarized in Table 2. The proposed algorithm
shows significantly reduced prediction errors compared to the
base algorithms in terms of mean, standard deviation (STD),
and root mean square error (RMSE). First, the proposed
algorithm exhibits a bell curve with a near zero mean, which
means that the algorithm precisely predicted the intended
direction of the human drivers. Meanwhile, the x and y
position errors of CV/Path and Vgqy/Path show two bell
curves because the base algorithm chose the following path
among the predefined paths on the digital map. The shifted
bell curve was created on only one side because it was
possible to make multi-lane left turns at the intersections
where the evaluation data were acquired; if multi-lane right
turn cases are added, another curve will be created on the
other side of the proposed algorithm’s results. The CTRV
model showed more distributed results because the yaw rate
change within the prediction horizon was not considered, and
the yaw rate estimation error is directly related to prediction.
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FIGURE 11. Comparison of prediction error between proposed and base algorithm.

Second, the three-sigma ranges of e, 73, ey 7, and e, 7
are bounded within reasonable levels for the motion planner.
In other words, prediction result-based path generation can
guarantee the safety of AVs based on the prediction results
because the three-sigma range of ey 7, is —1.09m to 1.13m,
which is within the margin of the lane width. For longitudinal
motion planning, the error levels of ey 7, and e, 7, were also
within the control margin of the motion planner. Therefore,
motion planning for AVs based on the proposed prediction
algorithm can increase the safety and passenger acceptance
of autonomous driving. The details of applying the motion
planner of the proposed motion predictor will be discussed
in the following section.

10

B. MOTION PLANNING APPLICATION

The results of applying the proposed predictor to a motion
planning algorithm were summarized into results for a rep-
resentative case and the results from analyzing the entire
evaluation data set for multi-lane turn intersections.

1) CASE STUDY OF A MULTI-LANE LEFT TURN
SCENARIO

Fig. 12 (a) to (c) presents the results for the motion plan-
ner with the proposed algorithm and the base algorithms
as longitudinal acceleration, velocity, and clearance history.
Fig. 12 (a) shows the driver acceleration history and the
motion planner command output with the proposed and base
algorithms. In this example, the proposed motion predictor
improved the longitudinal motion planning of all three algo-
rithms in a multi-lane turn intersection. The first scenario is
the turning scenario in the inner lane of two turning lanes.

First, the in-lane target decision performance improved
when the vehicle traveled through the intersections. Even
when the in-lane target vehicle was not following the
intersection guide line, the proposed motion predictor
precisely predicted the future trajectory of the target vehi-
cle and accurately classified the target as an in-lane target.
The trajectory prediction results of proposed and base algo-
rithms are depicted in Fig. 12 (d), with the corresponding
dashboard camera image in Fig. 12 (e). As shown in
Fig. 12 (e), the white sedan, which is the in-lane target,
deviated from the path beyond the lane width by turning left
inward. In this case, the three base algorithms determined
that this vehicle had exited the driving lane, whereas the
proposed algorithm predicted the vehicle’s returning maneu-
ver and determined that it was an in-lane target. This precise
prediction achieves human-like in-lane target decisions and
acceleration commands.

Second, the acceleration command of the proposed algo-
rithm simulates that of a human driver, as shown in
Fig. 12 (a), except with less jerking movement than with
human drivers. The motion planner based on prediction
shows similar behaviors to those of human drivers because
the proposed controller simulates a human driver’s decision-
making process, observing vehicles, predicting their motion,
and determining the desired response motion. However, if
the prediction results are inaccurate, there may be no signif-
icant improvement of motion planning performance over the
performance of the controller using the current states only.
The proposed algorithm showed more similar acceleration
to that of human drivers than did the base algorithms, which
showed less accurate prediction results.

Finally, the proposed algorithm reacted to the acceleration
and deceleration of the in-lane target much more quickly than
did the base algorithms. When the in-lane target accelerated
att =0 to 2 s, CV/Path and CTRV showed more conserva-
tive acceleration than did the other two algorithms. However,
Viow/Path determined acceleration to be risky when the in-
lane target accelerated at t = 2 to 3 s because Vigow/Path
predicts the longitudinal behavior of targets based on the

VOLUME 1, 2020



IEEE Open Journal of
Intelligent Transportation
Systems

2
Driver
= = CV/Path
...... V_ /Path
flow
====CTRV
Proposed
=D : g
0 5 10 15

Time [s]

(a) Longitudinal acceleration history

8

6

4

2 — Subject

O In-Lane Target
0 1 1 1 1 T T J
0 2 4 6 8 10 12 14
Time [s]
(b) Velocity history

Clearance [m]
[&)]

0 2 4 6 8 10 12 14
Time [s]
(c) Clearance history
[T Subject Vehicle
[lI_T1") Target Vehicle
[[Z=IT) Other Lane Target (Proposed)
| =L In-Lane Target (Proposed)
Other Lane Target (Base 1)

Local y [m]

Local x [m]
(d) Comparison of prediction results at 5 s

IR A ’

| 3 T

(e) Dash cam image at 5 s

FIGURE 12. Comparison of motion planning results for inner lane case.

average traffic flow speed. In other words, if a small number
of vehicles change their velocity to the opposite direction
of traffic flow, the prediction accuracy of these vehicles
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decreases. However, in these two cases, the proposed algo-
rithm showed more appropriate reactions than those from the
three base algorithms, and this improvement also appeared
at t = 8 to 11 s when the in-lane target reaccelerated after
braking.

Other results of the turning scenario in the outer lane
are depicted in Fig. 13. The preceding vehicle in the outer
lane prior to entering the intersection was turning inward
because the guide line is not drawn for the outer lane. The
prediction results are depicted in Fig. 13 (d), with the corre-
sponding dashboard camera capture in Fig. 13 (e). As shown
in Fig. 13 (d), the preceding vehicle deviated from the path
defined on the map, which was judged to be the inner lane
target by the CV/Path model. This misjudgment of in-lane
target also occurred by other base algorithms, Vgow/Path and
CTRYV model. Based on the prediction results, the proposed
algorithm determined the precise in-lane target decision with
human-like acceleration commands.

2) STATISTICAL ANALYSIS OF MOTION PLANNING
APPLICATION RESULTS

As mentioned in Section VI, 484 data samples for the AV
were collected by traveling in multi-lane turn intersections
in real traffic. We analyzed these data from two perspec-
tives: (1) the time to recognize the in-lane target; and (2)
the similarity to human driver commands.

Among the 484 pieces of data, 252 cases exhibited irregu-
lar behavior, which made it difficult to recognize the in-lane
target.

For example, some vehicles turned toward or away from
the guidelines inside of intersections and lane changes at
intersections. We compared the difference in recognition
timing between the proposed and CV/Path motion predic-
tor because the CV/Path and Viow/Path algorithms use the
same assumptions for lateral motion prediction as those of
the path-following model, meaning that the two base algo-
rithms showed nearly the same recognition timing results.
Fig. 14 clearly presents the results for comparing the
proposed and CV/Path algorithms. The figure shows that,
in 135 of 252 cases, the AV recognized the in-lane target
earlier than the base algorithm by up to 5 s. In 91 cases,
the proposed and base algorithms showed the same recog-
nition timing; however, in 26 cases, the AV classified the
surrounding target vehicle as the in-lane target later by up
to 1.2 s. This is what occurs when predictions are made
before the newly detected target within the intersection has
completed the input sequence observation length. Therefore,
the proposed algorithm only recognized cases later than the
base algorithm did when the surrounding target vehicles first
appeared beyond the sensors’ region of interest boundaries.
This means that these cases took place sufficiently beyond
the safety distance, and had little influence on determining
the behavior of the subject vehicle.

The similarities between the results from the proposed
algorithm and human driving decisions were analyzed
by comparing the longitudinal acceleration command and
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human driving history. Acceleration error was defined as
follows:

(20)

Ax,error = Ax human — Qx,cmd
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FIGURE 14. In-lane target recognition timing differences between the proposed and
base algorithms.
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FIGURE 15. Longitudinal acceleration error between human driver and proposed
base algorithms.

where ay puman and ay cmq are the human driver’s accelera-
tion history and the command from the proposed algorithm,
respectively. In this study, ay cmq of the proposed and base
algorithms were used to evaluate the ay ¢p0r, the results of
which are presented in Fig. 15. As shown in the figure, the
proposed algorithm showed more similar results to human
drivers’ decisions than did the base algorithms. Two-thirds of
Ay, error, 07.36%, was distributed in the £0.5m/ §2 region, and
91.97% was in the 1.0m/ 52 region. Meanwhile, the ay rror
distributions for the CV/Path and CTRV models were wider
than the distribution for the proposed algorithm. In particular,
the CV/Path and CTRV models could not predict the target’s
acceleration motion, which broadens the distribution in both
directions. However, ay, error for Viow/Path was biased on the
negative plane because the Vo, /Path model’s predictions of
the target motion were under the assumption of following
the traffic flow. In other words, this model possesses limited
ability to respond to different in-lane target behaviors in traf-
fic flow. In particular, the ay ey distribution of Vgey/Path
was biased in the negative plane because the magnitude of
deceleration is generally larger than that of acceleration in
normal driving conditions. In short, the proposed algorithm
responded to the surrounding target vehicles in similar ways
to human drivers when the AV traveled in multi-lane turn
intersections.
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VI. CONCLUSION

A surrounding vehicle motion predictor based on
a Long Short Term Memory (LSTM)-Recurrent Neural
Network (RNN) at multi-lane turn intersections was
developed, and its application in an autonomous vehicle was
evaluated. The LSTM-RNN based motion predictor was uti-
lized to predict irregular behaviors of surrounding vehicles
based on motion history. The proposed network was trained
using 11,662 data samples collected by on-vehicle sensors on
an AV driving in real traffic. These data were processed with
an encoder and a decoder to standardize each component of
the input data and to scale back to real-world units using
the same encoder parameters. The motion planner based
on the predicted states of surrounding targets was designed
using Model Predictive Control (MPC). The proposed algo-
rithm was evaluated based on 4,998 data samples, which
were not used to train the network. Then, the results from
the proposed algorithm were compared with three base algo-
rithms: (1) models for path-following with constant velocity;
(2) path-following with traffic flow; and (3) constant turn
rate and velocity.

The evaluation results showed precise prediction accuracy,
which confirmed the safety of the autonomous vehicle. In
addition, when the proposed motion predictor was applied
to a motion planner, the time to recognize in-lane tar-
gets within the intersection improved significantly over
the performance of the base algorithms. Furthermore, the
proposed algorithm was compared with human driving data,
and it showed similar longitudinal acceleration. The proposed
motion predictor can be applied to path planners when AVs
travel in unconstructed environments, such as multi-lane turn
intersections. We expect that a motion planner with an inte-
grated motion predictor can achieve passenger safety and
acceptance of autonomous vehicles. Future works in motion
prediction of surrounding vehicles can be summarized in
four aspects. The first is developing trajectory prediction
algorithms using other machine learning algorithms, such as
attention-aware neural networks. The second is applying the
machine learning-based approach to infer lane change inten-
tion at motorways and main roads of urban environments.
The third is extending the target road of the trajectory pre-
dictor, such as roundabouts or uncontrolled intersections, to
infer yield intention. The final research direction constitutes
learning the behavior of surrounding vehicles in real time
while automated vehicles drive with real traffic. Exploration
of these topics is expected to substantially increase the safety
and acceptance of autonomous vehicles to traffic participants
on urban roads.
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