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ABSTRACT A substantial number of vehicles nowadays are equipped with adaptive cruise control (ACC),
which adjusts the vehicle speed automatically. However, experiments have found that commercial ACC
systems which only detect the direct leader amplify the propagating disturbances in the platoon. This
can cause severe traffic congestion when the number of ACC-equipped vehicles increases. Therefore,
an ACC system which also considers the second leader further downstream is required. Such a system
enables the vehicle to achieve multi-anticipation and hence ensure better platoon stability. Nevertheless,
measurements collected from the second leader may be comparatively inaccurate given the limitations of
current state-of-the-art sensor technology. This study adopts deep reinforcement learning to develop ACC
controllers that besides the input from the first leader exploits the additional information obtained from
the second leader, albeit noisy. The simulation experiment demonstrates that even under the influence of
noisy measurements, the multi-leader ACC platoon shows smaller disturbance and jerk amplitudes than
the one-leader ACC platoon, indicating improved string stability and ride comfort. Practical takeaways
are twofold: first, the proposed method can be used to further develop multi-leader ACC systems. Second,
even noisy data from the second leader can help stabilize traffic, which makes such systems viable in
practice.

INDEX TERMS Adaptive cruise control, car-following, deep reinforcement learning, measurement noise,
multi-anticipation, string stability.

I. INTRODUCTION

ADAPTIVE cruise control (ACC) is one of the most
commonly discussed applications in advanced driver

assistance system (ADAS). The development of this vehicle
automation function achieves the Society of Automotive
Engineers level 1 automation. Various ACC systems have
already been implemented on commercial vehicles nowa-
days. Calvert et al. [1] summarized that the share of
ACC-equipped vehicles on roads will reach approximately
20% by 2035. The purpose of ACC is to enhance the
ride comfort and convenience by adapting the vehicle speed
automatically according to the desired spacing policy. Using
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the measurements collected by on-board sensors, ACC
systems reduce the deviation between the current and desired
gaps with the directly preceding vehicle.
Early ACC systems have already shown their positive

effect on improving ride comfort and reducing fuel con-
sumption for individual vehicles [2], [3]. However, from a
collective point of view, the automated control over the
vehicle longitudinal dynamics provided by ACC systems can
greatly impact traffic flow efficiency and stability. The effect
of ACC systems on traffic flow performance has received a
lot of attention [4], [5], [6], [7]. In particular, the results in
Milanés and Shladover [8] and Calvert et al. [1] both indi-
cated that the presence of autonomous vehicles (AVs) does
not necessarily positively affect traffic flow in scenarios with
high traffic demand. It was also demonstrated in many field

c© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

For more information, see https://creativecommons.org/licenses/by/4.0/

VOLUME 5, 2024 251

HTTPS://ORCID.ORG/0000-0003-1856-5707
HTTPS://ORCID.ORG/0000-0001-7423-3841
HTTPS://ORCID.ORG/0000-0001-9919-0710
HTTPS://ORCID.ORG/0000-0001-8316-7794


NI et al.: ACC UTILIZING NOISY MULTI-LEADER MEASUREMENTS

experiments and empirical studies that platoons consisting of
vehicles equipped with commercial ACC systems could not
ensure string stability, indicating that the disturbance caused
by a preceding vehicle would be amplified as the disturbance
propagates upstream [9], [10], [11]. String instability not
only induces shockwaves which degrade the traffic flow
efficiency but also leads to increased energy consumption
and unsafe maneuvers in extreme cases [6]. With the increase
in the number of ACC-equipped vehicles, this problem needs
to be addressed.
One frequently discussed approach to improve string sta-

bility of AV platoons nowadays is Cooperative ACC (CACC)
systems which employ wireless inter-vehicle communication
technologies. When individual vehicles can obtain and utilize
the in-car information of their preceding vehicles, e.g.,
determined vehicle acceleration in the next time step, the
string stability of the platoon can be guaranteed. In addition,
with the communication between multiple vehicles, CACC
systems allow the measurements of leaders further ahead to
be collected and utilized by the ego-vehicle. Therefore, it is
possible for the ego-vehicle to respond to the downstream
car-following dynamics earlier to prevent from overreacting
to the disturbance. This also resembles the behavior of human
drivers who tend to look at more than one vehicle ahead
to adapt their car-following behaviors. This kind of driving
behavior, which enhances drivers’ situation awareness, is
called multi-anticipation [12]. Many studies have already
designed CACC systems which possess the property of multi-
anticipation [13], [14], [15].
The improved traffic flow performance brought by CACC

systems has been demonstrated by many studies using the-
oretical analysis and simulation approaches [16], [17], [18].
However, the employment of CACC systems heavily relies
on communication technologies to achieve information-
sharing between vehicles [19]. There are still various
difficulties for practitioners to tackle before such inter-
vehicle communication can be broadly accepted and
implemented. Hence, a great penetration rate of connected
and autonomous vehicles (CAVs) is not expected for the near
future [20].

According to the aforementioned concerns, we seek to
improve the string stability performance of ACC systems
(without communication technologies) by relying only on a
vehicle’s own sensing capabilities. In this study, we argue
that multi-anticipation should be technically achievable even
without the help of communication technologies. ACC-
equipped vehicles are able to collect range and speed
measurements from not only the direct leader but also
those occluded leaders further downstream by only relying
on on-board sensors. A similar system design has been
proposed and modeled by Donà et al. [21]. In view of the
challenge of market adoption of inter-vehicle communication
systems, Donà et al. [22] used a simulation approach to
compare the performance of the M-ACC system proposed
in Donà et al. [21] and three CACC systems in a platoon
with mixed traffic. The results showed that the M-ACC

FIGURE 1. Multi-leader detection using only the ego-vehicle’s radar.

system outperforms the investigated CACC systems at low
penetration rate.
Given the state-of-the-art development of sensor technolo-

gies, it is believed that ACCs are able to detect at least two
leaders ahead, which are the direct preceding vehicle and the
pre-preceding vehicle (hereinafter referred to as the first and
second leaders, respectively). For instance, when using radar
to detect multiple leaders, the radio waves can propagate to
the second leader through diffraction or reflection under the
bottom of the first leader, as illustrated in Fig. 1. Descriptions
regarding the non-line-of-sight detection of the occluded
vehicle through the multi-path propagation of radio signals
can be found in Kopp et al. [23] and Zhou et al. [24].
Scheiner et al. [25], Hayashi et al. [26], and Palffy et al. [27]
also applied such a characteristic of automotive radar to the
detection of occluded vulnerable road users.
However, unlike CACC systems which use communica-

tion technologies to obtain information, leveraging sensors
to collect measurements from leaders further downstream
may entail relatively high sensor measurement noise, as
graphically indicated by the radio wave reaching the second
leader in Fig. 1. The erroneous measurements may affect
string stability and ride comfort. The gap addressed in this
study is the design of an ACC system which leads to stable
traffic by incorporating noisy relative distance and speed
measurements of the second leader. To develop and validate
this design, we use microscopic traffic simulation and deep
reinforcement learning (DRL).
It is worth noting that there are indeed other sources of

sensor measurement uncertainties which can be considered
in this problem context. For instance, the problem of losing
detection (false negative) may often happen to the second
leader detection task when the power of the received radar
signal becomes too small, which significantly affects the
reliability of the ACC system. However, this type of sensor
uncertainty creates another dimension to explore and is hence
left out in this study.
The remainder of this paper is structured as follows.

The next section reviews articles regarding ACC controller
design and how measurement uncertainty was considered.
The methodology section then introduces the proposed
control system architecture and explains the controller design
method in detail. The experimental setup and performance
evaluation framework are also elaborated here. The fourth
section presents the results and compares the system
performance in different scenarios. Finally, the research
findings based on the evaluation results are discussed.

II. LITERATURE REVIEW
The control methods which have been applied to design
ACC controller are first reviewed in this section. The second
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part discusses the studies which considered measurement
uncertainty in the design process of ACC systems.

A. ACC CONTROLLER DESIGN
Proportional-derivative feedback control is one of the most
commonly-seen methods for the design and modeling of
ACC systems in the literature. The controller computes the
acceleration based on range and range rate error with the
preceding vehicle. The feedback gains in the control law can
be tuned to represent the sensitivity of these two factors to
the next control input. Classic examples of the control law
can be found in VanderWerf et al. [4] and Xiao et al. [28].
Model predictive control (MPC), or receding horizon

control, is another popular control method nowadays. With
the optimization modeling framework in MPC, various objec-
tives and requirements regarding traffic stability, ecology,
comfort, and driveline limitation can easily be integrated into
the ACC controller design. Corona and De Schutter [29]
proposed an MPC-based control method for the ACC. The
cost function consists of the number of gear switching, con-
trol input variation, and deviation from the leader trajectory.
Factors including the operational speed range, largest range
error, and comfortable acceleration are considered in the
constraints. Wang et al. [30] designed an ecological ACC
system considering the carbon emission rate via a function
of speed. The optimization problem was solved by dynamic
programming. It was found that the eco-driving strategy also
produces a smoother acceleration profile.
Employing learning-based methods to design ACC con-

troller is another approach which has been gaining a lot of
attention. Ng et al. [31] applied Monte Carlo reinforcement
learning (RL) to develop an ACC controller, which updates
the feedback gains in its control law at every time instance.
Desjardins and Chaib-Draa [32] used the policy gradient
algorithm in RL to develop a control policy which determines
the vehicle acceleration action for a CACC controller.
DRL is a method which leverages the strength of both

RL and deep neural networks (DNNs). DRL trains a
DNN agent to solve a sequential decision-making problem
through trial-and-errors. In pursuit to optimize the reward
obtained from the environment, the agent explores how
to make appropriate action decisions based on the state
information. To dampen traffic oscillations and reduce energy
consumption, Qu et al. [33] developed a car-following model
based on Deep Deterministic Policy Gradient (DDPG), a
DRL algorithm, for CAVs. A platoon of 10 vehicles which
drive on a ring road were simulated in the environment to
train the policy. Lin et al. [34] compared the DRL-based and
MPC-based ACC controllers. It was pointed out that DRL
may still suffer from the generalization problem of learning-
based methods. However, it performed better than MPC when
there are large errors, such as control delay or unexpected
disturbances in the simulation experiment. Shi et al. [35]
also proposed a cooperative vehicle platoon control strategy
for CAVs using DRL. However, it is out of the scope of the
discussion in this study. Zhou et al. [36] provided an in-depth

review for the longitudinal motion planning of AVs using
learning-based methods. They pointed out that automakers
tend to focus on the safety performance of the longitudinal
motion planning systems. Hence, particular attention was
placed on the great potential of learning-based methods in
integrating traffic-related domain knowledge into the motion
planning design to mitigate congestion.

B. ACC MEASUREMENT UNCERTAINTY
For CACC systems, the loss and delay of inter-vehicle
communication play a big role in their performance. Studies
have proposed various strategies to mitigate their impact [37],
[38], [39], [40]. For the proposed multi-leader ACC system
in this study, on the other hand, measurement accuracy
is the main concern. Obtaining accurate information from
the second leader only relying on sensors is difficult.
Therefore, an ACC design which considers the uncertainty is
crucial. Several works have aimed to handle the uncertainty,
for instance by including the stochasticity in the MPC
formulation [41] or by applying the concept of robust
control [42] instead of using a deterministic controller.
Learning-based methods can also be applied for

autonomous driving problems under uncertainty. By for-
mulating the problem as a Partially Observable Markov
Decision Process (POMDP) and utilizing a Recurrent Neural
Network (RNN) to consider temporal information, the agent
in the RL algorithm is allowed to learn from the patterns of
variance in the environment, e.g., from sensor noise, other
perception limitations, or surrounding vehicle behavior, and
handle the uncertainty accordingly [43], [44]. To develop
adaptive driving behavior, Mani et al. [45] used recurrent
deterministic policy gradients to train the agent how to
react to the surrounding traffic condition instead of the
normal DDPG. For controlling longitudinal vehicle motion
specifically, Zhou et al. [46] proposed a car-following model
which can react to the preceding dynamics by predicting
traffic oscillation using RNNs. Albeaik et al. [47] designed
a cruise controller for trucks with unknown mechanical
configuration and internal state by also solving a POMDP
using DRL.
Given the capability of DRL in capturing stochastic

dynamics and handling uncertainty, this study proposes a
DRL-based approach to design the multi-leader ACC system
considering sensor noise and hence ensure the string stability
of a platoon.

III. METHODS
This section first provides an overview of the proposed
control system design. The second part formulates the ACC
car-following problem for training the controllers (agents)
and elaborates the parameter setting in the DRL algorithm.
The adopted simulation approach and details of the training
setup will also be covered. The last two subsections then
describe the experiment scenarios and the performance
indicators of interest.
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FIGURE 2. Framework of the proposed multi-leader ACC system.

A. CONTROL SYSTEM DESIGN
Fig. 2 presents the framework of the proposed multi-leader
ACC system. Typical ACC systems can only utilize the
distance gap and relative speed measurements with the first
leader. The proposed system has two upper-level controllers,
which allow it to also consider the movement of the second
leader.
Based on the specified spacing policy, controller 1 uses the

measurements collected from the first leader and generates
the acceleration command for the ego-vehicle to follow the
first leader, while controller 2 enables the ego-vehicle to fol-
low the second leader through the same logic. The minimal
acceleration command generated by these two controllers
would be the control signal in the next time step, which was
the same control logic adopted by Hallouzi et al. [37].
The Traffic dynamics block in the figure contains the

vehicle motion model which is applied to simulate the car-
following behavior. As mentioned in the previous section,
other factors, such as the lower-level ACC controller, internal
driveline, and road gradient, etc., which can affect the
vehicle longitudinal motion are not considered in the defined
problem context. A disturbance may occur and deviate the
system dynamics from its equilibrium state. In this study,
a disturbance caused by a speed fluctuation of the leading
vehicles, which affects the spacing in the car-following
problem, is of interest. When encountering such disturbance
in the driving environment, the controllers would seek to
guide the ego-vehicle back to the desired spacing state.
The on-board sensor is another important component in

the system. It collects exteroceptive measurements as state
input information for the controllers. As mentioned in the
introduction, radar is selected for the proposed ACC system
thanks to its suitability for the non-line-of-sight multi-leader
detection function.
For the first leader, we assume the measurements to

be accurate. The second leader measurements are believed
to be comparatively less accurate. Instead of controllers
which passively generate decisions based on measurements
filtered by an explicit state estimator, e.g., Kalman filter, we
design a controller which can directly utilize the inaccurate
measurements.

FIGURE 3. Network structure of the agent using PPO.

B. DRL FORMULATION
In the DRL problem, ACC controllers are the learning agents.
Each agent learns a policy network to map the state input to
the output action, which is the vehicle acceleration command.
In this study, Policy Proximal Optimization (PPO) [48], an
on-policy method which can be used for both discrete and
continuous action spaces, is selected as the training algorithm
given the relatively simple search space of the action defined
in the problem.

1) DNN STRUCTURE AND PARAMETERS

There are two networks in the PPO algorithm, the actor and
critic. The actor represents the policy πθ which determines
the next action, while the critic Vφ estimates the value
function of the state-action pair. θ and φ denote the
hyperparameters of the actor and critic, respectively.
Different from the typical DRL problems, the DNN

takes the observation as input instead of the state with
perfect information due to the noisy sensor measurements.
A shared Long-Short-Term-Memory (LSTM) network layer
is implemented before the two networks to serve as a hidden
internal state estimator, as illustrated in Fig. 3. By doing so,
recurrency is considered in the DRL policies, which enables
the agents to learn through a sequence of data in the time
series. The agents can then be trained directly with noisy
measurements in a POMDP framework. The LSTM layer is
expected to infer the belief state at every time step t using
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TABLE 1. DNN setup in the agent.

the history ht, current observation ot, and current action at
as input.
Both actor and critic networks contain two hidden fully-

connected layers, as represented by FC in Fig. 3. The
hyperbolic tangent (Tanh) function is chosen as the activation
function in every layer of the networks since its output range
(−1 to 1) suits the shape of the range of vehicle acceleration
commands in this car-following problem. The DNN setup is
summarized in Table 1. Most of the parameters in the DRL
algorithm follow the default settings in the selected library.

2) OBSERVATION AND ACTION SPACES

Before formulating the observation vector which would
really be applied to train the agents, this section first
introduces the true underlying state vector s to outline the
information which is used for the decision-making process
of the DRL problem. The state vector contains the distance
gap with the ith leader gi,k, speed of the ego vehicle vk,
relative speed with the ith leader �vi,k, jerk jk and can be
written as

si,k = (
gi,k, vk,�vi,k, jk

)
. (1)

The distance gap, speed, and relative speed information
enable the agent (the controller of the ego-vehicle) to
understand the current state and allows it to determine actions
which can achieve the desired state, while the jerk helps
the agent to maintain a comfortable driving maneuver. The
computation of distance gap gi,k using raw data collected
from radar is described by

gi,k = di,k−τ s − (i− 1) · l− i · dmin, (2)

where di,k−τ s is the net distance between the rear of the
ith leader and the front bumper of the ego vehicle at time
step k − τ s; dmin denotes the minimum distance gap; τ s

represents the sensor delay; l is the vehicle length used
in this study. When training the policies, no sensor delay
is considered so that the agent learns the correct behavior
for the corresponding state observation without having to
consider the uncertain influence of the delayed information.
The vehicle length l is assumed to be 4 m uniformly in this
study.
For other elements in the state vector, the speed of the

ego-vehicle vk and relative speed with its leader �vi,k are
information which can be directly obtained from the radar
sensor. The jerk can be calculated by

jk = ak − ak−1

�t
, (3)

where ak and ak−1 denote the vehicle acceleration values at
the current and previous time step, respectively. �t is the

length of a single time step, which is set to 0.1 s in this
study.
As mentioned, to train the controllers which can handle

noisy measurements, the observation o would replace the
states s, as described by

oi,k = (
g′
i,k, vk,�v

′
i,k, jk

)
, (4)

where g′
i,k represents the distance gap with a random noise

error, while �v′i,k is the relative speed calculated from the
speed of the leader which also contains random error.
Random errors ε are added to the distance gap and relative

speed measurements to represent the measurement noise.
The error terms follow two different independent zero-mean
Gaussian distributions with standard deviations σgi and σvi ,
respectively, as shown by

g′
i,k = gi,k + ε ∼

(
0, σ 2

gi

)
(5)

and

�v′i,k = �vi,k + ε ∼
(

0, σ 2
vi

)
. (6)

In this study, the values of σgi and σvi are scenario-
specific parameters, which will be determined based on the
experimental scenarios.
In the defined problem, internal measurements of the ego-

vehicle which can be obtained from interoceptive sensors,
such as its own speed vk and acceleration ak, are assumed to
be accurate. Hence, the jerk jk would also remain unchanged.
The action defined in the DRL framework is the control

signal u of the ACC controllers ranging from umin = -6 m/s2

to umax =3 m/s2, which is also the range of the resulting
vehicle acceleration a, taking reference from the range of
aggressive driving behavior defined in Bae et al. [49].
In safety critical situations, an even larger uncomfortable
deceleration value may be required. However, they are not
discussed in this problem context.

3) REWARD FUNCTION

The reward function should be designed to train the
controllers to maintain the desired time gaps with the two
leaders ahead. The proposed ACC system follows a constant
time gap policy.
The function consists of three components, time gap error,

jerk, and correctness of the action, while each of them
represents the spacing policy, driving comfort, and penalty
for undesired actions, respectively. In Shladover [50], it was
pointed out that limiting jerk amplitudes has a potential
destabilizing effect on the longitudinal dynamics of following
vehicles. Therefore, the reward function should be able
to guide the system to achieve a certain level of balance
between these two factors. A negative reward function

Ri,k = α · −|ei,k|
emax
i

+ β · −|jk|
jmax + min

(
ei,k−1 − ei,k

emax
i

, 0

)
(7)
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is designed. A negative reward function implies that every
element in the function is negative. In (7), ei,k represents the
time gap error, which can be calculated by

ei,k = tgi,k − tg∗
i (8)

where tgi,k = gi,k/vk is the time gap of the ego-vehicle
with the ith leader at time step k, and tg∗i is the desired
time gap with the ith leader determined according to the
given spacing policy. To explore the performance limit of
the proposed system, tg∗

1 is set to 1 s for the controller
(controller 1) which is responsible to follow the first leader,
while tg∗

2 would be 2 s for controller 2 to follow the second
leader. An even smaller time gap is considered to be too
dangerous given the reaction time required by human drivers
when they have to take-over the control of the vehicle when
a safety-critical situation occurs. emax

i and jmax are values
specified to normalize the gap error term and the jerk term,
respectively. In this training setup, emax

i = tg∗
i /2 and jmax =

(umax−umin)/3/�t. α and β are the weights for the first two
elements, respectively. The weighting shows the hypothetical
trade-off between the first two factors in the function. There
is no weighting for the third element since it serves as
a penalty term in the function. In this study, a weighting
combination α = 3/4 and β = 1/4 is determined after
several trials to ensure a desired level of string stability and
ride comfort.
Based on the negative reward function design, the policy

would seek to attain zero reward as fast as possible in the
episode so that the ego-vehicle can reach the stable state
(desired time gap and zero relative speed). In addition, the
continuous components in the function provide a gradient
for the agent to understand whether it is getting closer to
the desired state and find the correct direction in the search
space.
A negative value P = −100 would be added as a large

penalty term if the resulting state falls into certain regions
in the state space which are unreasonable or may lead
to disengagement of the ACC system, including collision
(tg1,k ≤ 0), an extremely long time gap (tg1,k ≥ tg∗

i + 5),
or a negative speed of the ego-vehicle (vk < 0). The value
of P should be small enough so as to assign penalty to the
incorrect behavior, but not too small which may cause an
unnecessary difficulty in the training process.

4) TRAINING TASK

It is important to note that the created training tasks for
the recurrent policies should contain enough variability
so that the LSTM layer can be properly trained to help
infer the future state, and such that overfitting can be
prevented. Therefore, a traffic disturbance pattern with
different amplitudes is designed for each training episode.
Each episode simulates a 30 s car-following task, which

is equivalent to 300 steps for the ACC system. At the
beginning of each episode, the leader and ego-vehicle start
from the equilibrium state in which the two vehicles have
no relative speed (�vi,0 = 0) and keep the desired time

FIGURE 4. Example of the training tasks (initial speed = 35 m/s, deceleration = -2.4
m/s2 from 5 s to 11 s, resulting speed duration = 6 s, and acceleration = 1.6 m/s2).

gap (tgi,0 = tg∗
i ). The disturbance then occurs when the

leader speeds up or slows down at a certain moment, which
may be caused by the cut-in and cut-out behavior of a
vehicle further downstream. The leader stays at the resulting
speed for a certain duration and starts to recover back to
the original speed by either accelerating or decelerating at
a smaller constant rate than the disturbance. Such behavior
leads to a shockwave which propagates upstream along the
platoon. Fig. 4 shows an example of the acceleration and
speed profiles of the leader for the training of controllers.
The range of parameters, including initial speed, distur-

bance duration, and accelerating/decelerating strength, etc.,
are described below:

• Initial speed of vehicles: [15 m/s, 35 m/s]
• Disturbance occurrence time: [2 s, 4 s]
• Disturbance duration: (0 s, 5 s]
• Disturbance acceleration/deceleration: [-4 m/s2,
2 m/s2]

• Resulting speed duration: [0.5 s, 8 s]

The acceleration/deceleration strength for speed-recovery
ranges from 1/3 to 1 time of the original decelera-
tion/acceleration strength during the disturbance. It is worth
noting that the resulting speed caused by the disturbance
would be bounded between 11 m/s (40 km/h) and 39 m/s
(140 km/h), which can be regarded as the operational design
domain of the proposed multi-leader ACC system.
The training episode would be terminated if one of the

termination criteria is met, as the conditions mentioned in
the reward function design. This prevents the agent from
continuing the exploration in situations which are unlikely
to happen and makes the training process more efficient.

5) SIMULATION AND TRAINING SETUP

A numerical simulation approach is adopted to represent the
environment in the DRL method. Following Newton’s law
of motion, a vehicle motion model

⎧
⎨

⎩

xk = xk−1 + vk−1 · �t + 1
2 · ak−1 · �t2

vk = vk−1 + ak−1 · �t
ak = ak−1 + (uk − ak−1) · �t/τA

(9)
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is formulated. In (9), xk denotes the vehicle position, and
τA is the actuator lag resulting from the lower-level ACC
controller and the vehicle driveline, including the engine,
throttle, and brake response. In this study, a 0.2 s actuator
lag is implemented, as the value used in Xiao and Gao [51]
and Wang et al. [52].

All the state information required by the controller can be
derived from the updated position, speed, and acceleration
of the leader and follower. These equations mathematically
describe the movement of vehicles and the transition between
states. Based on the action carried out and the simulated
car-following behaviors, the reward function value can be
computed.
Considering the large number of neurons and parameters

in the neural network with an LSTM layer which need to be
optimized, each agent is trained for 6 million steps. During
the training process, the performance of the trained output
policy is evaluated every 0.1 million steps by simulating
100 randomly generated episodes. The evaluated policy with
the highest average reward would be stored as the optimal
policy.

C. EXPERIMENTAL DESIGN
The experiments are carried out using the same numerical
simulation framework described in the previous subsection.
This subsection then describes the experiment scenarios. The
car-following dynamics of a 20-vehicle platoon is simulated.
The behavior of the first vehicle is pre-determined, while
the other following vehicles act according to the acceleration
command generated from the multi-leader ACC system.

1) DISTURBED LEADER BEHAVIOR

To test the string stability of the platoon, a disturbance needs
to be generated to trigger the response of the following
vehicles. From a traffic flow perspective, a fluctuation in
the speed profile of the leading vehicle in the platoon is
of interest since it is often the cause of the propagation of
shockwaves on motorways. Therefore, this study considers a
50-s vehicle driving behavior with a speed fluctuation, which
is similar to the disturbance case described in Li et al. [53].
Fig. 5 shows the designed speed profile for the first

vehicle. The vehicle starts with a constant speed of 33 m/s
for 3 seconds and conducts a strong deceleration with
−3 m/s2 for 4 s and maintains at the low speed 21 m/s for
5 s. Afterward, it spends 8 s speeding up with 1.5 m/s2 to
reach the original speed. This is a comparatively aggressive
braking and accelerating maneuver, which helps evaluate the
effectiveness of the proposed ACC design in this study.

2) MEASUREMENT NOISE

Sensor uncertainty is another important aspect in this study.
An amount of sensor delay τ s = 0.2 s, which can degrade the
system performance, is applied in all simulation scenarios.
Noise is another frequently discussed source of uncertainty
for sensor measurements. Measurement noise can be subject
to the distance and speed of the detection target or the

FIGURE 5. Speed profile of the first vehicle in the platoon in the experiment.

environment. However, the influence from these external
factors is excluded in this study. Only random errors caused
by the noisy measurements are considered. The errors of
the distance gap and speed measurements are assumed to
follow two independent zero-mean Gaussian distributions
with standard deviations σgi and σvi , respectively. In this
study, the accuracy of the first leader information is fixed at
the level with σg1 = 0.2 m and σv1 = 0.2 m/s, which are
slightly larger than the value tested in Zhou et al. [41].
The accuracy of the second leader measurements, however,

is still an unexplored problem in ADAS applications.
It is hypothesized that the second leader measurements
would be more erroneous than the first leader measure-
ments. Therefore, the system performance will be evaluated
in four different levels of second leader measurement
noise:

• N1: σg2 = 0.5 m and σv2 = 0.5 m/s
• N2: σg2 = 1.0 m and σv2 = 1.0 m/s
• N3: σg2 = 1.5 m and σv2 = 1.5 m/s
• N4: σg2 = 2.0 m and σv2 = 2.0 m/s

Each level has a standard deviation value for both the
distance and speed measurements of the second leader. A
radar sensor which has an even larger level of measurement
noise than N4 would be considered unreliable for the multi-
leader detection function and any other ADAS applications.
Each scenario will be simulated 20 times to account for the
stochasticity.

D. PERFORMANCE EVALUATION
To understand the effect of the proposed ACC design on
the car-following dynamics in the platoon, this subsec-
tion describes the framework for performance evaluation and
defines the performance indicator.

1) CAR-FOLLOWING BEHAVIOR MECHANISM

Before showing the performance indicators, this study
seeks to explore the car-following behaviors of vehicles
equipped with the proposed ACC systems by comparing
the trajectories of the following vehicles with the hypo-
thetical trajectories generated from Newell’s car-following
model [54]. The method was originally adopted by Laval and
Leclercq [55] to investigate the behaviors of human driven
vehicles. Li et al. [53] then also applied this method to
analyze the behavior of ACC-equipped vehicles in empirical
experiments.
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FIGURE 6. Deviation between the follower trajectory and the computed Newell’s
follower trajectory.

In Newell’s car-following model, it is stated that the
position of the following vehicle x′i+1 at time t is a distance
δ upstream of the position of the preceding vehicle xi at
time t−τ . The trajectories of the leader and the follower are
identical except for a shift of space and time between them.
The mathematical formulation of Newell’s car-following
model can be described by

x′i+1(t) = xi(t − τ) − δ (10)

According to the constant time gap spacing policy adopted
by the ACC system in this study, the time shift τ would be
1 s, and the distance shift δ would be 6 m (the jam headway
calculated by summing the minimum distance gap dmin and
vehicle length l).
Fig. 6 also presents how Newell’s follower trajectory

(black dashed line) is generated. The trajectory deviations
(di+1 in the figure) between the simulated and Newell’s
follower trajectories at every time step are computed to help
discover the driving behavior response of the following vehi-
cles to the preceding traffic disturbance. If there is a positive
deviation, which is when the simulated trajectory stays below
Newell’s trajectory, it represents a relatively conservative
driving maneuver. In contrast, a negative deviation indicates
that the follower drives rather aggressively.

2) STRING STABILITY

To investigate the string stability performance, some indi-
cators of this property should be defined to quantitatively
evaluate the results of the conducted simulation experiments.
For simplicity, this study only investigates the impact of
disturbance on the speed of the following vehicles. It can be
observed whether the disturbance is amplified or dissipated
by looking at the propagation of the speed drop amplitude
in the platoon. Therefore, the analysis first focuses on the
response of the ACC system on the propagation of speed
fluctuation. The speed drop amplitude of each vehicle is

FIGURE 7. String stability indicators of a follower with local instability.

computed by the difference between the original speed and
the lowest speed in the profile.
Additionally, after the following vehicle speeds up in the

acceleration phase, the speed of it may slightly exceed the
desired original speed. This phenomenon is referred to as
overshooting in this study. It is also related to the string
stability performance since a large overshooting amplitude
can potentially lead to another traffic disturbance event.
Hence, the overshooting amplitude, which is calculated by
the difference between the original speed and the highest
speed in the stabilization phase, is the second performance
indicator. Both the decreasing speed drop amplitudes and
decreasing overshooting amplitudes along the platoon indi-
cate string stability. The two indicators should ideally
decrease as fast as possible in the upstream direction after
applying the proposed system. Fig. 7 provides a graphical
example of the two string stability indicators shown in the
speed profiles of a leader and an unstable follower.

3) RIDE COMFORT

The existence of measurement noise may not only affect the
string stability performance but also result in uncomfortable
driving maneuvers due to fluctuations in the acceleration
profile. The implemented LSTM network is expected to serve
as a state estimator which can smooth out the noise in both
the distance and speed measurements so that the jerk at
every time step can be reduced. In addition to ride comfort,
reducing the jerk between consecutive time steps is also an
important aspect for the vehicle driveline and mechanical
systems. To evaluate the ride comfort performance of the
proposed system when facing noisy measurements, the
jerk amplitudes experienced by vehicles in the platoon are
analyzed by looking at the probability distribution of jerk
amplitudes of all vehicles in the simulation. By doing so,
we examine whether the system produces uncomfortable
driving maneuvers when facing the disturbance event and
measurement noise.
The boundaries of comfortable and aggressive driving

maneuvers have to be defined beforehand. According to
Bae et al. [49], the jerk threshold for normal and comfortable
driving behaviors can range from 0.3 m/s3 to 0.9 m/s3. Jerk
amplitudes ranging from 0.9 m/s3 to 2 m/s3 are regarded as
aggressive driving behaviors. A jerk amplitude larger than
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FIGURE 8. Average undiscounted cumulative reward at each evaluation point in the
training process under each noise level (markers: the highest average reward
evaluated; dashed curves: learning performance of non-recurrent policies).

2 m/s3 is therefore considered abnormal and only occurs in
emergency conditions.

IV. RESULTS
This section first shows the training outcome of the DRL
policies. Following the proposed evaluation framework,
the simulation output is then analyzed to understand the
platoon performance. The advantage of multi-anticipative
car-following behavior and the influence of measurement
noise are also explored.

A. TRAINED DRL POLICIES
Before studying the performance of the simulated platoons,
we first assess the training of the DRL policies under
different levels of noise N0 to N4 (see Section III-C.2). The
curves in Fig. 8 record the undiscounted cumulative reward
at every evaluation point during the training process of each
agent trained with a different level of measurement noise. As
can be observed, the cumulative rewards under every noise
level successfully reach a plateau after the tenth evaluation
point, implying the convergence of the training process.
On the other hand, the training performance is influenced
by the uncertainty level. With higher level of noise, the
highest undiscounted cumulative reward each trained policy
can achieve decreases. In addition, the process with a higher
level of noise leads to a more unstable training performance.
On the other hand, the figure demonstrates the positive

effect of including the LSTM layer into the DNN structure.
The dashed curves in the figure show the learning processes
of each non-recurrent policy under each noise level. It
is found that their maximum cumulative rewards are all
smaller than those of the recurrent policies. The difference
becomes even larger at higher noise levels. This implies
the importance of making use of the power of memories to
generate decisions under uncertainty.

B. SIMULATED PLATOON DYNAMICS
The simulation result of the one-leader system is first
presented to serve as a benchmark for the multi-leader
system. Fig. 9 shows the speed contour plot of the platoon
which uses the one-leader ACC system when facing measure-
ment noise level N0. The contour plot helps understand the

FIGURE 9. Speed contours of the platoon using the one-leader ACC system under
measurement noise level N0.

FIGURE 10. Speed contours of the platoon using the multi-leader ACC system
under measurement noise level N1.

propagation of the jam wave caused by the disturbance and
provides a first impression of the system performance. As
can be observed from the color in the low-speed phase, the
lowest speed at the upstream of the platoon is higher than that
of the first vehicle although the effect seems insignificant.
This implies that the one-leader system can slightly mitigate
the disturbance even when facing noisy measurements. Little
overshooting phenomena are observed in the stabilization
phase, which will be quantitatively examined in the next
subsection.
Figs. 10 and 11 then show the speed contour plots of the

multi-leader systems in noise levels N1 and N4, respectively.
The detailed performance indicators under each noise level
are shown in Fig. 14 in the next subsection.
A significant improvement of car-following dynamics is

shown in Fig. 10. The vehicle speed at the upstream of
the platoon when coping with the disturbance is clearly
larger than that of the platoon using the one-leader system.
Compared to Fig. 9, it can also be observed that the
deceleration phase (the green region) starts earlier for the
following vehicles, and the overshooting phenomenon in
the stabilization phase disappears. These all indicate that
the followers are able to react to the preceding disturbance
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FIGURE 11. Speed contours of the platoon using the multi-leader ACC system
under measurement noise level N4.

FIGURE 12. Trajectory deviation of the platoon using the one-leader ACC system
under measurement noise level N0.

earlier thanks to the measurements collected from the second
leaders. When using the multi-leader system in the platoon,
the jam wave dissipates more rapidly, showing the merit of
multi-anticipation.
The simulation result of the multi-leader system when

facing measurement noise level N4 is shown in Fig. 11.
Compared to the performance in the scenario with mea-
surement noise level N1, the jam wave dissipation becomes
slower. The speed contour plot shows a similar pattern to
that of the one-leader system in Fig. 9. The early slow down
behaviors are no longer observable in the deceleration phase
of the trajectories. In addition, more speed irregularities and
overshooting phenomena are found in the constant speed
and stabilization phases, which also occur when using the
one-leader system. The system performance degrades when
there is a greater level of measurement noise although the
jam wave can still be dissipated while propagating to the
upstream.
Figs. 12 and 13 calculate the trajectory deviation of the

first six followers compared to their Newell’s trajectories in
each noise level scenario. The positive deviations in Fig. 12
indicate that the following vehicles using the one-leader
system slow down more than the Newell’s trajectories in
the deceleration phase. These relatively conservative driving
behaviors mitigate the impact of the disturbance wave. The
multi-leader system also exhibits similar behavior, as can

be seen in Fig. 13. At noise level N1 for instance, the
second, fourth, and sixth followers slow down even more
than in the case of one-leader system. Such a behavior is
resulted from the additional measurements collected from
the second leader, which enable the vehicles to response
to the disturbance earlier. However, it is also observed that
this pattern gradually disappears as the measurement noise
becomes larger. At level N4, the multi-leader system shows
no significant difference from the one-leader system. The
noisy measurements influence the ability of the controller to
respond to the disturbance.

C. STRING STABILITY PERFORMANCE
The string stability performance is summarized by plotting
the development of the indicators along the platoon in each
scenario in Fig. 14. It shows the average speed drop and
overshooting amplitudes experienced by each follower in all
the simulation runs. The best performance is found when
the platoon consists of vehicles equipped with the multi-
leader system under measurement noise level N1. The speed
drop amplitude decreases to around 9.3 m/s for the last
follower in the platoon, while the overshooting amplitude
stays within 0.3 m/s across the entire platoon. As can be seen
from the speed drop amplitude curves, the value increases
while the measurement noise becomes larger. At noise level
N4, the curve almost overlaps with that of the one-leader
system under noise level N0. This again implies that the
benefit of utilizing the second leader measurements gradually
disappears if the measurement noise becomes larger.
The curves of overshooting amplitudes exhibit a similar

trend. The multi-leader system manages to reduce the
overshooting amplitudes at the first three noise levels.
However, at level N4, the amplitudes even become slightly
larger than those of the one-leader system. Still, the overall
overshooting amplitudes remain below 0.5 m/s, which is
therefore deemed negligible.

D. RIDE COMFORT PERFORMANCE
The ride comfort performance of the proposed system is
evaluated by examining the jerks experienced by following
vehicles in the platoon at every time step. Noisy sensor
measurements and disturbance can lead to fluctuating accel-
eration command. It is hence worth analyzing the jerk
amplitudes experienced by vehicles in the platoon to see
whether the system can still produce comfortable movements
in such conditions.
Fig. 15 first shows the cumulative distributions of jerks in

each noise level. Compared to the dotted curves which show
the jerk distribution of the non-recurrent policies, the number
of large jerk amplitudes experienced by vehicles equipped
with the proposed ACC system using the trained recurrent
policies are significantly reduced as the distributions are
more concentrated at around 0 m/s3. This verifies the
effect of recurrency, which provides the controller with state
estimation ability to reduce the impact of measurement noise.
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FIGURE 13. Trajectory deviation of the platoon using the multi-leader ACC system under measurement noise levels N1-4.

FIGURE 14. String stability indicators: (a) Average speed drop amplitude and (b) average overshooting amplitude of each following vehicle in the platoon.

Following the defined ride comfort thresholds, Fig. 16
plots the distributions of jerk amplitudes across different
ride comfort levels in each noise level. One can see that
the jerk amplitudes also follow a similar trend as discovered
from the string stability indicators. Larger measurement noise
results in more uncomfortable driving maneuvers. At levels
N1, N2, and N3, the multi-leader system attains better ride
comfort performance than the one-leader system under noise
level N0. More than 90% of the driving maneuvers can stay
within the comfortable region. This positive effect should
be attributed to the second leader measurements, which help
followers achieve multi-anticipation and hence prevent the
need of conducting abrupt driving behaviors to recover back
to the desired state after the disturbance. However, there are
more aggressive driving maneuvers at level N4 than at other
noise levels. The increased number of large jerk amplitudes

can be either caused by the larger measurement noise or
the degraded string stability, which requires the vehicles to
conduct more uncomfortable driving maneuvers.

V. DISCUSSION
From the results of string stability performance, it is found
that the one-leader system can already achieve a certain level
of stability when looking at the slightly decreasing speed
drop amplitude even though the string stability is not explic-
itly considered in the DRL setup. This also demonstrates
the capability of the trained recurrent policy with the LSTM
layer in handling state information uncertainty since a small
level of measurement noise is already considered.
Compared to the one-leader system, the multi-leader

ACC system shows better string stability performance
when the measurement noise is relatively small. The speed
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FIGURE 15. Cumulative distribution of jerks experienced by following vehicles
(dashed curves: the ride comfort performance of non-recurrent policies).

FIGURE 16. Probability distribution of jerk amplitudes in each ride comfort level.

drop amplitude decreases more rapidly when the second
leader measurement is utilized, indicating the propagating
disturbance can be damped out faster. The overshooting
phenomenon is also mitigated when the followers can look
at two leading vehicles at the same time. In addition, the
ride comfort performance is improved when the following
vehicles are equipped with the multi-leader system. The
aggressive driving maneuvers of the following vehicles
equipped with one-leader system mostly disappear. The
following vehicles in the platoon have smoother trajectories
when they can also perceive the second leader. The improve-
ment on both string stability and ride comfort showcases the
benefit of multi-anticipation.
On the other hand, different levels of measurement

noise influence the string stability and ride comfort per-
formances. The degradation occurs while the measurement
noise increases. The benefit of multi-anticipation can still
be observed at noise level N3. At level N4, however, the
multi-leader system exhibits a similar level of performance
to the one-leader system in both aspects. This also implies
the performance limit of the trained controller in handling

measurement noise. The uncertainty reduces the positive
effect brought by multi-anticipation.
The simulation experiment considers a 20-vehicle platoon

to showcase the effect of the proposed ACC system design.
Judging from the string stability performance in Fig. 14,
we expect that the platoon size can be further scaled as
the speed drop amplitude has not yet reached a minimal
plateau. However, it is important to be aware of the
slightly increasing overshooting amplitude in case another
disturbance is formed due to the excessive acceleration
behavior. A longer simulation time horizon is also required
for the performance assessment of a longer ACC platoon.
Moreover, Gaussian noise is the only source of measure-

ment uncertainty considered in this study. It is worth noting
that other types of uncertainty, such as false positive alarms
or losing detection may also occur when using radar to detect
the second leader. As mentioned, these characteristics are not
considered in the study scope. For future work, this problem
can be addressed by including other sources of measurement
uncertainty in the training setup and numerical simulation
so that the controllers possess the ability to tackle these
situations.

VI. CONCLUSION
To enhance the string stability of a platoon consisting of
ACC-equipped vehicles, this study applies DRL to design an
ACC system utilizing noisy sensor measurements collected
from multiple leading vehicles. The concept of recurrency is
applied in the DRL formulation to handle state uncertainty
caused by measurement noise. String stability and ride
comfort performances of the proposed system are evaluated
by a numerical simulation experiment. Relevant indicators
are identified to help quantitatively analyze the simulation
output.
The advantage of using the recurrent policies can first be

seen from the learning curves which record the performance
of the controllers during the training process. According
to the higher cumulative rewards, it is demonstrated that
the controllers which possess the ability of state estimation
on their own outperform the controllers designed by the
original DRL method. The evaluation results then show
that the multi-leader ACC system can successfully improve
both string stability and ride comfort performance when
the measurement noise is relatively small. The achieved
multi-anticipative car-following behavior damps out the
propagating disturbance more rapidly compared to the case
using the one-leader system. The number of aggressive or
emergency driving maneuvers also becomes smaller when
using the multi-leader system. The performance boundary
is found at the highest tested measurement noise level N4,
in which the standard deviations of the noise are 2 m and
2 m/s for distance and speed measurements, respectively.
In such a condition, both string stability and ride comfort
performances degrade to the similar level of a platoon using
the one-leader system.
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In this study, the inaccuracy of sensor measurements is
considered both in the design and performance evaluation
of the proposed multi-leader ACC system. The results and
findings can contribute to the development of advanced
sensor technologies and ACC systems with the capability
of multi-anticipation and measurement uncertainty handling.
Nonetheless, this study only investigates the influence of
measurement noise. It is believed that the learning-based
approach has the potential to be extended to cope with cases
with other types of measurement uncertainty, which other
control methods may not be able to tackle. Another aspect
which is worth further consideration is the influence of
platoon heterogeneity. In scenarios with different penetration
rates of the multi-leader system, how much improvement
we can observe from the platoon or traffic flow should be
quantitatively assessed.
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