
Received 19 April 2023; revised 9 June 2023; accepted 11 December 2023. Date of publication 18 January 2024; date of current version 26 January 2024.

Digital Object Identifier 10.1109/OJITS.2023.3347484

Fault Prediction and Recovery Using Machine
Learning Techniques and the HTM Algorithm

in Vehicular Network Environment
SALAH ZIDI 1,2,3, BECHIR ALAYA1,2,3,4, TAREK MOULAHI 5,6,

AMAL AL-SHARGABI 5, AND SALIM EL KHEDIRI 5,7

1Electrical Department, Gabes University, Gabes 6029, Tunisia

2Higher Institute of Industrial Systems, Gabes University, Gabes 6029, Tunisia

3Hatem Bettaher Laboratory, Gabes University, Gabes 6029, Tunisia

4Department of Management Information Systems and Production Management, College of Business and Economics,
Qassim University, Buraidah 52571, Saudi Arabia

5Department of Information Technology, College of Computer, Qassim University, Buraydah 52571, Saudi Arabia

6FSTSBZ, Kairouan University, Kairouan 3100, Tunisia

7Department of Computer Science Faculty of Sciences of Gafsa, University of Gafsa, Gafsa 2112, Tunisia

CORRESPONDING AUTHOR: S. EL KHEDIRI (e-mail: salim.el.khediri@gmail.com)

ABSTRACT The amount of data available to vehicles has become very large in the vehicular networks’
environment. Failures that mislead real-time data from vehicle sensors and other devices have become
massive, and the need for automated techniques that can analyze data to detect malicious sources has
become paramount. The application of machine learning techniques in the environment of vehicular ad
hoc networks (VANET) is very promising and is beginning to show results in terms of applications
designed and articles published. These techniques are increasingly accessible and used intensively, as
many researchers are working to detect anomalous data. However, there is no universal, effective technique
so far that can detect all abnormal data and then recover it. This work is an effort in that direction. We
propose a smart model that uses multiple machine-learning classification methods. Our contribution also
relates to a study of the attributes of interest for the algorithm used during the detection phase, namely
the hierarchical temporal memory algorithm (HTM). The packets exchanged by the vehicle are grouped
in instant description windows. These windows are then analyzed to extract a set of attributes. These
are linked to the properties of network traffic such as flow or latency. They are subject to the process
of detecting anomalies and intrusions carried out thanks to the algorithm with HTM. We propose the
performance of fault detection and recovery at the level of the fog layer. The obtained simulation results
demonstrate the efficiency of the learning methods and HTM for the detection of defects and errors in
the IoV.

INDEX TERMS Vehicular network, fault prediction, fault recovery, Internet of Vehicles (IoV), machine
learning, hierarchical temporal memory (HTM), classification.

I. INTRODUCTION

LET’S assume a scenario where, you are sending
information through the vehicular ad hoc networks

(VANET), but you are not getting a satisfactory response

The review of this article was arranged by Associate Editor Anand Paul.

even within the best results. These are called data faults or
communication failures.
VANETs are becoming an important source of preventing

vehicle accidents by improving road safety, traffic control,
and passenger comfort [2], [3]. The reason is that people
are using smart vehicles more frequently than before.
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FIGURE 1. IoV involve five types of communications, Vehicle to Vehicle, Vehicle to
Sensors, Vehicle-to-Roadside, Vehicle to Personal devices, and Vehicle to cellular
networks infrastructure.

Nevertheless, there are still several challenges in VANETs
such as unreliable Internet service, limited processing capac-
ity, incompatibility with personal devices, lack of cloud
computing services, etc.
Internet of Things (IoT) is a technology of connects the

physical and digital worlds. IoT has enabled communications
to be more informative, the processing to be faster, and
devices smarter [10]. This emerging technology has led to
anytime, anywhere, anyway, anything communication. In
intelligent transport systems (ITS), one of the most active
research fields is the Internet of Vehicles (IoV) which
apply IoT in VANETs [11]. IoV involve five types of
communications (see Fig. 6) [11]: (1) Vehicle to Vehicle,
(2) Vehicle to Sensors, (3) Vehicle to Roadside Units,
(4) Vehicle to Personal devices, and (5) Vehicle to cellular
networks infrastructure.
Failures may occur at any type of communication men-

tioned above. The failures that may threaten the IoV can
be arranged into two classes [5]: vehicle-based failures and
infrastructure-based failures. The vehicle-based failures can
be hardware, software, mechanical, communication system,
or failure related to interaction platform failure, e.g., the
system is not able to detect command. Infrastructure-based
failures involve failures related to other road users, failure
due to weather impact, failures due to construction zones,
failures due road conditions like failures related to traffic
signals and signs.
As the Internet of Vehicles (IoV) is mainly based on

Wireless Sensor Networks (WSNs), sensors are usually
installed in an unattended and unfriendly environment, which
in turn may lead to severe faults. To avoid such risky
situations, this study proposes a joint method for fault
detection and recovery with the help of machine learning
approach. In particular, we propose four classification meth-
ods for detection namely, and a recovery method based on

an aggregation approach executed at fog level. To the best
of our knowledge, in our work this is the first study that
combines both detection and recovery in a single study in
the filed of IoV.
Leaving from the hypothesis that modern vehicles are

equipped with a set of sensors and actuators connected by
an internal network. The information that this equipment
generates is processed by electronic control units (ECU)
in order to allow vehicles to make complex decisions
such as detecting and avoiding obstacles. Consequently,
the information is collected mainly by the vehicles which
regularly share the interpretation of its environment as well
as its state with a distant interlocutor.
Data verification is one of the essential aspects of

transportation systems in general and IoV in specific, which
should be primarily focused on. As IoV relies on real-
time information, data needs to be verified and error-free.
Faults and errors in data can cause disastrous scenarios.
In IoV networks, it is very possible that malicious nodes
can exist and change the information sent by the sender.
Thus, frequent data verification is highly required to prevent
data alteration or false information [11]. This research
focuses on data integrity/data trust security requirement by
improving the verification of data generated and transmitted
in IoV. The data verification is accomplished detecting
several types of faults and in early stages. There is a need
to propose an alternative approach to create a more reliable
IoV environment.
The use of machine learning methods tends to be an

attractive approach to detect errors in data generated in
IoV. These learning methods enables automated learning,
recognition of complex models, and intelligent decision
making. There various types of machine learning methods,
however, classification looks the most appropriate and
efficient method for fault and errors detection [12]. It is
used for decision-making assistance and data categorization.
Moreover, this study is motivated by the lack of studies
that combine both fault detection and recovery in a single
study. Besides, the existing studies do not consider the IoV
computation layers, i.e., edge, fog, and cloud and thus we
propose that the performance of detection and recovery of
faults at the fog layer.
In this paper, the main contributions are (i) proposal

of a smart model that uses four classification methods to
detect faults in IoV, (ii) the suggestion of an aggregation-
based method for correcting the IoV fault. and finally
(iii) performing fault detection and recovery at the fog
computing layer which enables early fault discovery and
correction.
The rest of the paper is organized as follow. Section II

outlines a literature review. In Section III, the theoretical base
of the model is given. The proposed model of fault detection
and recovery in IoV is given in Section IV. Section V
presents and discusses the experimental study. Finally, the
conclusion is given in Section VI.
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II. RELATED WORK
To fight against DOS attacks in a vehicular network, several
solutions and algorithms have been proposed and studied in
the literature. These solutions present ideas for detecting and
stopping these attacks.
In [40], the authors proposed the RRDA algorithm

(Request Response Detection Algorithm) to detect the DOS
attack (Denial of Service) in the VANET network. The
authors assume that all nodes are equipped with an ORT
(Onboard Radio Transponder) which decides and defines the
vehicles which can form a network according to their trans-
mission range. This is considered a threshold. Vehicles can
make a request to the RSRT (Road Side Radio Transducer)
to join the network created using the APDA (Attack Packet
Detection Algorithm) mechanism. The RSU uses its own
database of requests and responses and provides services
only to those ORTs that are already verified, reducing the
DOS attack. In the study [41], the authors proposed the
APDA algorithm (Attacked Packet Detection Algorithm) to
detect the DOS attack. This algorithm minimizes processing
delay and improves security in the VANET network. Each
vehicle has an OBU and a Tamper Proof Device. These
devices store detailed vehicle information (speed, position,
etc.).
Herrera et al. [42] proposed the RBS protocol model

(Reference Broadcast Synchronization) for the prevention of
DOS attacks in the VANET network. This model is based
on the “Master Chock Filter” concept for filtering packets
while traffic is heavy or during other attacks. RBS protocol
has shown that packet delivery rate, throughput, timing are
improved compared to IP-trackback protocol.
The authors of [43] discuss several cryptographic solu-

tions for several possible attacks on the VANET network,
including two solutions for “Jamming” and DOS attacks on
network availability. For the first solution studied in [44],
the authors propose to change the transmission channel and
to use the FHSS technique (Frequency Hopping Spread
Spectrum) which involves cryptographic algorithms to gen-
erate pseudo-random numbers for the hopping algorithm
(FHSS). The second solution is the same solution proposed
in the study of [45]. The proposal is to use “Signature based
authentication mechanisms” a mechanism to reduce the effect
of the DOS attack.
In the study [46], the authors propose an innovative

probabilistic model based on logistic regression. This method
makes it possible to estimate the appearance of an attack.
The method is based on a database that estimates attack
occurrences. When the regression model is validated, it
is used to estimate the probability of an attack. If this
probability exceeds the threshold defined in advance, the
attack is therefore confirmed.
Muhammed and Shaikh [9] proposed a classification

taxonomy of fault detection techniques in WSNs, which
contains three main categories: centralized, distributed, or
hybrid. In the centralized approaches, there is a single
primary node that analyzes the data coming from the

remaining nodes. The distributed approaches rely on local
analysis in which the analysis is dispersed on all the nodes
in the network. The hybrid approaches combine the aspects
of centralized and distributed techniques. In the context of
this research, the algorithms used in centralized, distributed,
and hybrid approaches techniques can be further identified
to be either statistical-based or machine learning-based.
Traditionally, statistical methods such as Probabilistic-

based [14] and Threshold-based and account-based [15]
are used to detect faults types in WSNs. However, such
methods have some disadvantages, such as the uncertainty
in the selection of the threshold values and how often the
detection procedure should be repeated [15]. Thus, machine
learning methods are promising in detecting the faults that
may exist in WSNs. An overview of the studies performed
for diagnosing faults detection based on the statistical and
machine learning methods are presented with an emphasis
on the latter.

A. STATISTICAL BASED FAULT DETECTION
TECHNIQUES
Panda et al. [16] proposed a wireless sensor network
algorithm for detecting faults based on the z-value method.
In this study, the researchers considered offset and only
gain faults. Using false alarm rates and detection accuracy
performance measures, their simulation results outperformed
the conventional statistical algorithms.
Panda et al. [17] suggested an autoregressive model

to diagnose faults. To validate the proposed model, an
experiment was conducted on various sensor data that
were generated under different conditions. The experimental
results showed that the autoregressive model could success-
fully distinguish between the WSNs normal data and faulty
data.
Hornik et al. [18] proposed a statistical algorithm for the

detection of soft as well as hard faults. This algorithm is
called the modified three-sigma edit test. The experimental
results of this study showed the proposed algorithm outper-
formed the traditional methods in detection accuracy, as well
as for false alarm rate and false-positive rate.
Panda and Khilar [19] suggested a new distributed

detection scheme for sensor networks. The proposed solution
was based on a method known as the error function. The
proposed approach used majority voting, in which the sensor
node takes a decision based on a comparison between its
own sensing data from neighbors’ data. The use of error
function helped to increase the detection accuracy of faults.
Yuan et al. [21] proposed a novel algorithm called

Distributed Bayesian Algorithm (DBA) for faulty nodes
detection. The algorithm consists of 3 steps. Step one is
to calculate the probability of the faults by exchanging
readings between the sensor and neighbor nodes. In the
second step, the probability calculated in the first step is
validated and modified if it was not correct. In the third step,
a warning message is sent to the base station if the sensor
node’s fault probability exceeds the threshold’s probability.
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The proposed algorithm was compared with the existing
approach using an experiment, and the results showed that
the algorithm outperformed them, especially with a big
number of neighbors, and with a high rate of faults.

B. MACHINE LEARNING-BASED FAULT DETECTION
TECHNIQUES
The use of ML is an attractive approach for fault detection in
WSNs. Many researchers have proposed different machine
learning methods for fault detection in WSNs. Among the
common machine learning methods used are Hidden Markov
Model (HMM) [22], Support Vector Machines [23], [29],
Neural Networks and Deep Learning [16], [24], Naïve
Bayes [25], [26], K-Nearest Neighbors [27].
Warriach and Tei [22] applied the HMM, which is a

supervised learning algorithm for fault diagnosis in WSN.
The considered offset, gain, and stuck-at faults, and they
compared HMMs of faulty and non-faulty environments. The
model was evaluated using real-world data to was able to
detect offset, gain, stuck-at faults with accuracies of 93.47,
94.02, 94.03, respectively.
Karmarkar et al. [23] proposed a support vector machine

model to detect faults The model was tested to be able to
effectively increase positive fault rate, fault alarm rate, and
fault detection accuracy. The SVM features were optimized
by Grey Wolf optimizer, and the model was compared with
existing approaches of fault detection. Also, in a previous
work of ours [29], we proposed an SVM-based model to
detect faults in a dataset that was prepared by us to contain
several types of faults. Our experiment results showed that
the model is useful in predicting faults in the prepared
dataset.
Swain and Khilar [24] have proposed a fault detection

algorithm to distinguish various kinds of faults. Examples
include hard and soft permanent, intermittent, and tran-
sient. More recently, based on deep learning methods,
Panda et al. [16] proposed a model to diagnose the intermit-
tent faults in wireless sensor network. The performance of
the diagnosis method was measured by false-positive rate,
detection accuracy, and false alarm rate. The proposed model
of their study achieved 100% detection accuracy when 30
numbers of data from the sensor used and the intermittent
fault probability are more than 0.25.
Lau et al. [25] proposed a new algorithm, namely,

Centralized Naıve Bayes Detector (CNBD), the is based
on the Naıve Bayes method to detect hardware faults.
In the proposed algorithm, a new attribute, which is the
transmission time of the arrived packet at the sink is analyzed
using the Naıve Bayes method. Also, Warriach and Tei [22],
in their study, classified the sensed data into normal or
outlier. The classification is based on the thermos of
Bayes [28]. The proposed method operates in two levels:
sensor node and cluster-head levels and the Naıve Bayes
classifier is used at the first level. The model performance
was tested on a real and a synthetic dataset and achieve an
accuracy performance of 0.88.

Yadav and Ahamad [27] proposed an approach for outlier
detection using the KNN prediction model. The algorithm
was tested on a real-time dataset generated by volunteers
from the Intel Berkeley lab. The model achieved a detection
accuracy f 0:86. Talking a closer look at the studies
mentioned above, it can be observed that most of the
works have applied a limited number of machine learning
algorithms, mostly one or two, to detect faults. In contrast,
this study proposes the use of multiple machine learning
methods, i.e., five methods, to detect different types of faults
and also recover data in the WSNs.

III. PROPOSED FAULT DETECTION AND RECOVERY
MODEL
The main idea of the proposed model is to apply machine
learning classification methods and the hierarchical tem-
poral memory (HTM) algorithm initially presented in “On
Intelligence” by Hawkins and Blakeslee [47], to detect sev-
eral types of defaults. HTM has already demonstrated good
capacities for learning sequences [48], but also for detect-
ing faults in temporal or sequential data [49], [50], [51].
Classification should be implemented at the fog layer of
IoV. Therefore, in the following subsections, we discuss the
different types of errors detected, the classification methods
used, the HTM algorithm and those many properties that
make it suitable for its use in our context of fault detection
in vehicular networks, and finally a brief description of the
IoV layers with emphasis on the fog layer.

A. TYPES OF FAULTS DETECTED IN THE PROPOSED
MODEL
As mentioned earlier in the introduction section, failures
that may threaten the IoV can be categorized into two
groups: failures related to vehicles and failures related to
infrastructure [5]. These two groups of failures can appear
due to the collected data faults or due to the hardware
faults in the IoV network. In this study, we focus on data-
related faults. In general, collected data from IoV network
can be represented as a triplet d(n, t, f (t)); Where f (t) is
the collected data by the node n throughout t. f (t) can be
represented as the following equation:

α + βx+ η (1)

where α represents the offset, β is the gain, x is the gathered
data by the node n throughout t, and η is the noise that
exists in the collected data [5]. In this study, we consider
five types of data-related faults. These types are explained
below.

1) DATA LOSS FAULT

This type of fault refers to the missing values of gathered
data by a specific node during certain periods or series.
That is, collected data hold null values. Data loss fault is
represented by the following equation:

f (t) = φ, t > τ (2)
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τ is representing the most required extreme time to sense
information, and φ is representing a null set.

2) STUCK-AT FAULT

In this type, the variation of the collected data within a period
of time is equal to zero. Stuck-at fault can be represented
as follows:

x′ = α (3)

α is representing the data sensed by the node n at the
time t.

3) SPIKE FAULT

In this type, the change rate of actual time series and
anticipated time arrangement exceeding the normal changing
pattern. Spike fault can be represented as shown below:

|f (t) − f p(t)|
t

> λ (4)

f (t) is representing the actual data, f p(t) is the anticipated
time arrangement at a time t, while λ indicates the actual
changing trend in the gathered information.

4) OUT OF BOUNDS

In this type, the gathered data are beyond the expected
data range. Let’s assume that the expected data range is the
interval [θ1, θ2], a fault is out of bounds when the collected
data x′ ∈ f (t) such that:

x′ < θ1 or x
′ > θ2 (5)

5) GAIN FAULT

In this type, the actual reading of the data may be increased
by a particular value. This may happen when rate of data
change is larger than the familiar reading. Gain fault can be
defined by:

x′ = βx+ η (6)

where β represents the gain value to be multiplied with the
actual reading x.

6) OFFSET FAULT

In this type, the actual reading of the data may be displaced
by a certain value, i.e., offset. This may happen due to a
wrong calibration in the sensor device. This type of fault
can be represented by the following equation:

x′ = α + x+ η (7)

α indicates the offset rate added to the actual measurement x.

B. MACHINE LEARNING CLASSIFICATION METHODS
AND HIERARCHICAL TEMPORAL MEMORY ALGORITHM
USED IN THE PROPOSED MODEL
The model suggests the use of machine learning classi-
fication methods for detecting faults. In the context of
this research, the classification methods are used to predict
whether received data from the IoV sensors are normal
or faulty. Four classifiers are applied and compared in
terms of performance: multilayer perceptron, support vector
machines, decision trees, and random forest. The fault
detection process that we have designed is based on the use
of an unsupervised detection algorithm. Therefore, the choice
of the algorithm was motivated by the following aspects:
the impact on the performance, the load and the nature of
the traffic in real-time, and the diversity in the temporal
properties of the faults that we wish to detect, the autonomy
in learning the algorithm. Various methods are commonly
used for autonomous fault detection in the VANET envi-
ronment [52], [53], [54]. However, these methods all have
one thing in common: when the unsupervised learning phase
of the algorithm ends, it is no longer able to learn new
things. Therefore, if the traffic were to change, the detection
would be less and less reliable and the algorithm would have
to be re-initialized in order to adapt to the new traffic. To
our knowledge, the only unsupervised algorithm capable of
continuously learning and adapting to the evolution of traffic
is the hierarchical temporal memory (HTM) algorithm.

1) PROPERTIES OF HIERARCHICAL TEMPORAL
MEMORY (HTM) ALGORITHM

The unique context of vehicular networks leads us to
consider the use of a detection method by the nature of
the traffic and the entire spectrum of anomalies that the
system must face. This method must respond to the various
constraints that weigh on the execution of such a system
inside a vehicle. Vehicular networks are unique in that they
operate services of two kinds. First, those related to the
use of the vehicle in the context of intelligent transport
systems (ITS) require that the vehicle regularly shares the
interpretation of its environment as well as its state with a
remote interlocutor. Indeed, modern vehicles are equipped
with a set of sensors and actuators connected by an internal
network. The information that this equipment generates is
processed by electronic control units (ECU) to allow vehicles
to make complex decisions such as detecting and avoiding
obstacles. By sharing this knowledge with a centralization
server, other vehicles can be warned of any dangers and
adapt their driving. Similarly, monitoring the wear and tear
of the equipment or the energy consumption of a fleet of
vehicles is thus made possible by these telemetry services.
The HTM algorithm has many properties making it suitable
for use in the context of anomaly detection in vehicular
networks.

1) Noise resistance: In the context of anomaly detection,
noise can be thought of as small variations in attributes of
communications in the VANET environment. For example,
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FIGURE 2. HTM Operation.

small variations in throughput do not necessarily mean that
an attack is in progress or that a fault has occurred. The same
is true for the loss of a few packets. All of this can simply
be the consequence of benign events due to packet delay on
the VANET network, network congestion, or the quality of
the vehicle’s cellular signal. It is therefore necessary for a
good fault detector not to generate false positives because
of these events. which, from a security point of view, do not
have a significant impact. HTM learning is resistant due to
the structure and organization of the neurons used by the
algorithm.

2) Continuous learning: Unlike other methods like
HMM [22] or LSTM [57], HTM continuously modifies the
structure of the neural network by constantly manipulating
the links between each neuron. These are reinforced or
reduced according to the predictions made by the algorithm.
This plasticity therefore also makes it capable of forgetting
links if they are not often called upon. However, when it is
considered that the traffic of the vehicle is subject to any
change, this property is essential for the proper functioning
of an anomaly detector.

3) Context sensitive predictions: The structure of neurons
in HTM provides a memory to the algorithm that allows it to
base its predictions on the current event as well as events it
may have encountered in the past. The same entry can thus
produce different results depending on the past context and
the algorithm is theoretically able to recognize infrequent
traffic without categorizing it as abnormal.

4) Each prediction detects faults: Each prediction made by
the HTM algorithm indicates whether the current event
was expected or not, which is crucial for fault detection.
The algorithm may not be able to accurately predict the
next event, but the memory modeling of the algorithm

makes it able to predict multiple possible events at the next
instant. Therefore, if he detects that an event is in no way
what he expected, then it is abnormal. Moreover, unlike
classical artificial neural network models, HTM does not
need large amounts of data to obtain good classification
results [55], [56].

2) OPERATION AND OVERVIEW OF HTM APPLIED TO
OUR MODEL

HTM is a set of structures and algorithms, based on the
following components (Fig. 2):

• The encoder of the data presented as input to the
algorithm.

• A neural network composed of a set of mini-columns
in which several pyramidal neurons reside.

• The spatial representation (or Spatial Pooler) and
temporal memory algorithm, which manipulates the
links between the neurons of the network according to
the inputs of the algorithm.

• A classifier responsible for judging whether an input is
abnormal or not.

The operation of the algorithm can be summarized as
follows:

1) At time (t), the encoder converts the inputs presented
to the algorithm into fixed-size binary vectors, also
called Sparse Distributed Representations (SDRs).

2) The spatial representation algorithm, triggers from the
SDR of the input, the activation of a small quantity of
mini-columns of the neural network. The set of mini-
columns of the network is represented in the form of
another SDR, where the active bits represent the active
mini-columns at time (t).
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FIGURE 3. Structure of the neuron commonly used in neural networks.

3) The temporal memory algorithm, learns the sequences
of mini-column activation and makes predictions about
the future state of the network. It therefore produces
an SDR representing the mini-columns whose activity
at time (t) has been predicted at time (t-1).

4) These predictions are then presented to the classifier.
In our case, we use a function that calculates the faults
score of an input by comparing the SDR produced
by the spatial representation at time (t) and the SDR
predicted at time (t-1) by l temporal memory algorithm.

The spatial representation and temporal memory are
therefore two algorithmic concepts that together govern the
learning process of HTM by manipulating the links of the
neurons of the network according to the SDRs presented by
the encoder at the input of the network.

3) HTM LEARNING AND THE STRUCTURE OF THE
NEURONS USED

Before detailing the key points of the functioning of HTM
learning, we must first present the neuron model used by the
HTM algorithm, because they differ from more widespread
neural networks in particular by their pyramidal structure.
Classical neural networks are composed of neurons whose
output state (active or inactive) depends on: the weighted sum
of the attributes presented as input, an activation function
and the threshold from which the neuron is considered to
be active or inactive (Fig. 3). The neurons used in HTM
have two types of connections: proximal and distal (Fig. 4)
and 3 possible output states: active by proximal connection,
active by distal connection or inactive. These output states
are directly related to the HTM network structure and the
spatial representation and temporal memory algorithms. The
advantage of the proximal connection is that each mini-
column containing several neurons allows the algorithm
to produce different predictions for the same input. More
precisely, for mini-columns of x neurons and w mini-columns
active per iteration, there are x w different ways to describe
the same input in different contexts [5]. Similarly, the interest
of the distal connection is that it serves as a predictive
mechanism, where each time a neuron is activated by a
proximal segment it has a chance to activate other neurons

FIGURE 4. Pyramidal structure of neurons used by HTM.

via the distal segments to which it is connected. If a neuron in
a predictive state is then activated by a proximal segment at
the next iteration, i.e., by an input presented to the network,
it means that the prediction was good and that the distal
connections must be reinforced. The reinforcement of these
links will result in training the neurons of a mini-column to
recognize a certain number of patterns and allow them to
predict those that are supposed to appear in the following
iterations.

4) EXAMPLE ON THE PREDICTIVE STATE AND
LEARNING FOR FAULT DETECTION

In order to clarify the notion of predictive state and learning
we describe a simplified example in the context of anomaly
detection. To do this, we study the activation of the neurons
of a simplified network as described by Fig. 3. In our
example, the neural network is made up of 16 mini-columns
of 4 neurons each. At the initialization of the algorithm,
each flag presented for the first time to the network triggers
the firing of each neuron of the mini-columns that have
been activated by the different flags, which is illustrated by
the first line of the figure. Now suppose that we submit
a sufficient number of times this same sequence to the
algorithm. The distal links between the neurons of a mini-
column activated by a flag will be reinforced until, on seeing
a flag, the neurons are able to predict the next flag. This
behavior is illustrated by the second line. For example, when
the SYN flag is received, then 3 mini-columns are activated
(in blue) and 3 neurons switch to a predictive state (in
orange). We then notice that when the next flag is received
(SYN/ACK), the same neurons that were in the predictive
state become active at this iteration while three others
predict that the next flag will be ACK. The algorithm was
therefore able to learn the SYN, SYN/ACK, ACK, PSH/ACK
sequence which corresponds to the establishment of the TCP
handshake and then the transmission of a data packet. If now
we are interested in the third line of the figure where we
submit another sequence to this same network, we notice
that the prediction of the last flag (FIN/ACK) is erroneous.
Indeed, the predicted flag was ACK and the neurons that
were in predictive state (in red) are not those active when
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FIGURE 5. Illustration of HTM neuron learning and prediction process.

FIN/ACK is processed by the algorithm. Thus, the SYN,
SYN/ACK, ACK, FIN/ACK sequence would be considered
abnormal by the algorithm. However, if the sequence were to
be presented a sufficient number of times to the algorithm,
it would be able to get used to this new sequence. This
behavior is illustrated by the last line where when the ACK is
received, 2 predictions are then possible either the PSH/ACK
of sequence 1, or the FIN/ACK of sequence 2. And when the
FIN/ACK is finally received we finds that the neurons assets
match the second prediction (in yellow). Consequently, the
algorithm is then able to adapt continuously to the evolution
of the traffic, thus limiting the probabilities that the algorithm
becomes inefficient. This learning property is crucial because
it allows the recognition of different sequences in the data
observed by the algorithm, which makes it robust to changes
in network behavior while being able to detect faults when
they appear.

C. MODEL ARCHITECTURE
In our model architecture, three layers can be identified:
Edge layer, Fog Layer, and Cloud Layer.

• Edge layer (Things layer): The edge layer is where data
is generated or gathered from the physical world. This
layer involves the connected terminal devices, working
to provide the system with gathered data. Each vehicle
in this layer is having a communication model allowing
the node to transmit the gathered or generated data to
the upper layer (fog layer).

• Fog layer: involving, in each location, numerous
decentralized nodes. This layer examines the primary
measurement, refinement and processing of Edge-
generated data. The main aim of fog nodes is to enhance
the efficiency of IoT services; thus, the fog can decrease
the amount of transmitted data to the upper layer (cloud
layer) in addition to reduce response time for IoV

FIGURE 6. The model architecture contains three levels: The edge layer (Vehicles
layer): is where data is generated or gathered. The fog involves numerous
decentralized local server where that fault is detected and next recovered. The cloud
layer of the IoV architecture enables network access to shared resources, and
performs the “heavy services” of data processing.

services. In our context, this layer is used to discover
and recover faulty measurements.

• Cloud layer: Cloud is the top layer of the IoV
architecture, which enables network access to shared
resources over the IoV network. Thus, Cloud performs
the “heavy services” i.e., data saving and processing that
fog is not able to perform, such as big data processing.
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TABLE 1. Features of the prepared dataset.

The model proposed in this article suggests that the fault
detection is to be applied at the fog layer rather than the
cloud layer. By doing so, the Quality of Service is enhanced
as latency is reduced, and network bandwidth is improved.

IV. EXPERIMENTAL STUDY
In this section, the details of the experiment are described,
which is performed in four phases. During phase1, dataset is
selected, in phase2, the faults are injected. Phase 3 consists
in detecting faults using ML. Finally, in phase 4, the fault
recovery process is done at fog level.

A. DATASET SELECTION
The used data set is linked to a temperature measurement
collected by taxi in Rome during February, 2014 [32]. The
vector of data contains: the time stamp, the vehicle Id, the
vehicle GPS location, and the weather temperature. This
dataset has been used earlier in different research areas such
as crowdsensing [33], data processing [34], and resource
allocation [35]. However, and to the best of our knowledge,
this study is the first study that makes use of this dataset in
the context of fault detection research.

B. DATASET MODIFICATION
As mentioned earlier, there are four attributes in the original
dataset which are the vehicle Id, the time stamp, the GPS
location, and the measured temperature. Two modifications
have been applied to the original dataset. First, the dataset
was injected with the six types of faults that we aim to
detect. These include the following:

1) Data loss fault
2) Stuck-at fault
3) Spike fault
4) Out of bounds
5) Gain fault
6) Offset fault

The second modification that was applied to the original
dataset was the addition of a set of temperature data with
were gathered by the neighbors of each vehicles based on
geographic distance. This will help later in the recovery
process. The new dataset is described in Table 1. The dataset
contains 4114 vectors, in the experiment 70% are used for

FIGURE 7. Data distribution in the dataset

training and the rest for testing. In Figure 7 we show the
distribution of our outcomes.
The geographic distance is explained in the following

subsection.

C. GEOGRAPHIC DISTANCE
If ϕ is the latitude, λ is the longitude and R is the earth mean
radius (6371km), the geographic distance [30] between two
vehicle, v1 and v2 with respectively the coordinates (ϕ1, λ1)

and (ϕ2, λ2) can be calculated as follow:

a = hav(
ϕ) + cos(ϕ1) · cos(ϕ2) · hav(
λ) (8)

The haversine function is:

hav(θ) = sin2
(

θ

2

)
(9)

Finally, the distance is:

dist(v1, v2) = 2 · R · arctan
(√

a,
√

1 − a
)
. (10)

D. CLASSIFICATION METHODS’ CONFIGURATIONS AND
EVALUATION
This section presents the parameters’ configurations the were
used to train the four used methods. It also shows the
evaluation metrics used.

1) PARAMETERS’ CONFIGURATIONS

The training dataset was splitted into two parts, one for
training and the second for testing. The four models were
trained on the training dataset and then tested to measure
their performance.

2) EVALUATION METRICS

The list of evaluation metrics used in this paper, are defined
below. These well-known metrics are usually used to evaluate
the results of classification techniques.
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The precision metric is defined as follow by the equa-
tion (11):

precision = TP

TP+ FP
(11)

The recall is defined as follow by the equation (12):

recall = TP

TP+ FN
(12)

The f1-score is a metric which combine the precision and
the recall as follow by the equation (13):

f1-score = 2 × precision× recall

precision+ recall
(13)

Finally, equation (14) define the accuracy which is
the most important metric to evaluate the outcome of
a classification:

accuracy = TP+ TN

TP+ FP+ FN + TN
(14)

where:

• TP: True positive: True fault which is detected correctly,
• TN: True negative: True fault which is not detected,
• FP: False positive: Correct value which is considered
as fault,

• FN: False negative: Correct value which is not consid-
ered as fault.

E. RECOVERY METHOD
The recovery of the correct measurement is based on mean
value and the standard deviation [31]. Let V the set of
vehicles and k the number of neighbors of the vehicle v with
faulty temperature in a period of time τ , within a geographic
distance that does not exceed δ, so this set of neighbors
vehicle can be represented by the equation (15):

Nτ
1 (v) = {vi ∈ V, dist(v, vi) � δ and |t − ti| � τ } (15)

The average of all measured temperature can be calculated
according to the following by the equation (16):

t =
∑k

i=1 ti(vi)

k
(16)

A standard deviation σt is calculated by the equation (17):

σt = 1

k

√√√√ k∑
i=1

(
ti − t

)2 (17)

All measured temperature exceeding σt will be removed,
i.e., if |ti − t| > σt. The number of the non-retrieved tem-
perature is kcor (with kcor ≤ k), The recovered temperature
will be calculated as follow (18):

tcor =
∑kcor

i=1 ti(vi)

k
(18)

In the experiment we choose the three closed neighbors
in the zone of 1km within the minimum time. Then we
use the three collected temperature in the recovery process

TABLE 2. Fault detection results using RF.

TABLE 3. Fault detection results using DT.

as explained previously. To measure the recovery rate the
following equation is used (19):

difference percentage = |Realvalue − Recovvalue|
Realvalue

. (19)

V. RESULTS
In this section, the results of fault detection as well as
recovery are presented. In this section, the result of fault
detection based on the four classifier are outlined and
discussed. Then, the recovery results are shown.

A. FAULT DETECTION RESULTS
SVM, DT, RF and NN are runned using python on the
dataset. Table 2 shows the results of using RF classifier. If we
analyse by type of fault, we can see out of bounds fault and
data loss fault are detected with good precision. However,
other type like spike faults are not detected because of that
values are very close to normal. The overall results will be
compared next with other classifiers.
In Table 3, results of using DT are given. Best results are

always with out of bounds fault with a precision of more
than 96%. Spike and stuck fault are detected with a precision
better than RF classifier but still not enough.
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TABLE 4. Fault detection results using SVM.

TABLE 5. Fault detection results using NN.

SVM results are presented in Table 4. By type of faults,
SVM classifier gives the worst results. Since SVM can’t
detect most of faults. The only detected fault is out of bounds
with acceptable values.
In Table 5, results of using NN are shown. We can see

the NN performs well in detecting faults like gain fault.
However, still problems with spike and stuck fault due to
fact that these faults are close to normal values.
To make an overall comparison of the four classifier

results, Fig. 8 shows the performance of RF, DT, SVM,
and NN in terms of precision, accuracy and recall. Previous
figures show that DT outperforms other methods based on
fault type comparison. Since DT detects all type of faults
even with low success. However, the overall comparison
shows that NN outperforms other with an accuracy more
than 95%, that of RF is 93.93%, 88.83% for DT and only
86.56% for SVM.

B. FAULT RECOVERY RESULTS
Table 5 shows a comparison of the recovery results of the
several types of faults in a scale of percentage. The values in
the table represents the difference between real and recovered
values according to the following equation:

FIGURE 8. Overall fault detection results comparison: despite the fact that DT
outperforms other methods based on fault type comparison. But, the overall
comparison shows that NN outperforms other classifier in term of precision, recall
and accuracy (Accurancy of NN is 95.15%, that of RF is 93.93%, 88.83% for DT and
only 86.56% for SVM.).

FIGURE 9. Best recovery representing the best percentage of difference between
real and recovered value over real value. The best recovery rate is for offset fault and
the worst one is for gain fault.

Fig. 9, 10 and 11 are representing respectively, best,
average and worst recoveries.
The best recovery is representing the best percentage of

difference between real and recovered value over real value.
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TABLE 6. Set up parameters and recovery results.

FIGURE 10. Average recovery representing the average percentage of difference
between real and recovered value over real value. The best average recovery rate is
for data loss fault and the worst one is for gain fault.

FIGURE 11. Worst recovery representing the worst percentage of difference
between real and recovered value over real value. The worst recovery rate is for data
loss fault and the less worst one is for offset fault.

According to Fig. 9, the best recovery rate is for offset fault
by a percentage of difference of 0.001 for recovered value
over real value. While, the worst one is for gain fault by a
percentage of difference of 0.041 for recovered value over
real.
The average recovery is representing the average percent-

age of difference between real and recovered value over real

value. According to Fig. 10, the best average recovery rate
is for data loss fault by a percentage of difference of 0.199
for recovered value over real value. While, the worst one
is for gain fault by a percentage of difference of 0.648 for
recovered value over real value.
The worst recovery is representing the worst percentage of

difference between real and recovered value over real value.
According to Fig. 11, the worst recovery rate is for data loss
fault by a percentage of difference of 0.991 for recovered
value over real value. While, the less worst one is for offset
fault by a percentage of difference of 0.738 for recovered
value over real value. The recovery rate is depending on the
number of neighbors and the density of vehicles. In general,
the more there neighbors and highest vehicle density the
more the recovery rate is maximized.

VI. CONCLUSION
In VoT, the exchange of message or the collect of data are
very important. These messages are prone to many failures.
In this paper, ML techniques are used to detect if exchanged
data is faulty or not. The process of fault detection and
recovery is done at fog level rather than cloud level. This
fact allows to enhance the Quality of Service as latency is
reduced, and network bandwidth is improved.
The fault detection and recovery is performed into two

phases. At first stage, four classification methods were used
which are SVM, DT, RF and NN. These techniques are
applied in a well known dataset where 6 kinds of faults are
injected. The detection based on type of fault shows that DT
outperforms other classifier. However, an overall comparison
shows that NN gives best results. The second stage consists
in recovering the faulty data by aggregating data coming
from neighborhoods.
We have also proposed the use of the Hierarchical

Temporal Memory (HTM) algorithm which has shown its
ability to adapt continuously to the evolution of VANET
traffic, thus limiting the probability that the algorithm
becomes inefficient. The learning property of HTM is crucial,
as it allows the recognition of different sequences in the data
observed by the algorithm, which makes it robust to changes
in network behavior while being able to detect faults when
they appear.
A shortcoming improvement of this work can be per-

formed by considering malicious intrusion. Indeed IoV is an
open network so that malicious node can easily be part of the
network. Which make the fact of preventing and detecting
attacks as important.
The scope of our study was to adopt only 6 faults (out

of bounds, spike, stuck, offset, gain fault, and data loss)
on the famous Rome taxis dataset. We used only four ML
techniques (DT, RF, NN and SVM). We believe that our
work can be generalized and enhanced by being applied to
other bigger datasets using also other ML techniques, and
with other faults like the random fault which can happen
unexpectedly.
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