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ABSTRACT Day-ahead energy forecasting systems struggle to provide accurate demand predictions due
to pandemic mitigation measures. Decomposition-Residuals Deep Neural Networks (DR-DNN) are hybrid
point-forecasting models that can provide more accurate electricity demand predictions than single models
within the COVID-19 era. DR-DNN is a novel two-layer hybrid architecture with: a decomposition and a
nonlinear layer. Based on statistical tests, decomposition applies robust signal extraction and filtering of input
data into: trend, seasonal and residuals signals. Utilizing calendar information, temporal signals are added:
sinusoidal day/night cycles, weekend/weekday, etc. The nonlinear layer learns unknown complex patterns
from all those signals, with the usage of well-established deep neural networks. DR-DNN outperformed
baselines and state-of-the-art deep neural networks on next-day electricity forecasts within the COVID-19
era (from September 2020 to February 2021), both with fixed and Bayesian optimized hyperparameters.
Additionally, model interpretability is improved, by indicating which endogenous or exogenous inputs
contribute the most to specific hour-ahead forecasts. Residual signals are very important on the first hour
ahead, whereas seasonal patterns on the 24th. Some calendar features also ranked high: whether it is day or
night, weekend or weekday and the hour of the day. Temperature was the most important exogenous factor.

INDEX TERMS Electricity demand forecasting, signal decomposition, deep neural networks, system
identification, COVID-19.

I. INTRODUCTION
Day-ahead forecasts are key elements used in the power mar-
kets for the planning and pricing of the day-ahead operations,
and they are critical for the optimal balance of real-time
operations. Our objective is to improve 24 hours-ahead city-
wide electricity forecasting accuracy within the COVID-19
era.

AutoRegressive Integrated Moving Average (ARIMA) [1]
is a class of forecasting models that contain three main
components: (1) AutoRegression (AR) for the relationship

between current and p lagged (previous) observations, (2)
Integration (I) that applies differencing (subtraction) between
an observation and d previous ones and (3) Moving Aver-
age (MA) that is the linear combination of q previous
predictions. Combinations of statistical and Machine Learn-
ing (ML) models seem to produce more accurate results than
individual methods on forecasting [2]. In a Short-Term Load
Forecasting (STLF) problem, AR-Nonlinear AutoRegressive
eXogenous (AR-NARX) models combined with Fixed-Size
Least-Squares Support Vector Machines (FS-LSSVM) [3]
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gave the best forecasting accuracy. Neural networks in
the past have been characterized as ‘‘not well suited’’ for
time-series forecasting [4]. In the M4 forecasting competi-
tion of 2018 [5], 61 methods were tested against 100,000
time series. Hybrid modelling approaches were the most
performant, with the best approach being: mixed Exponential
Smoothing (ES) with Long Short-Term Memory (LSTM)
networks [6]. LSTM networks have been proven effective
in electricity price forecasting [7] and residential load fore-
casting [8] after tuning their hyperparameters. In a more
recent STLF publication, hybrid machine learning methods
combining support vector regression, random forest mod-
elling, grey catastrophe (avoiding residuals greater than a
threshold) and statistical tests, showed superior forecast-
ing performance against single models [9]. In a literature
review on energy forecasting of the past 10 years, it was
suggested that deep learning and machine learning models
should not blindly include raw and unprocessed data [10].
There is also evidence that common neural networks are
not efficient in learning nonlinear or dynamic patterns that
contain moving average terms [11]. For this reason, in our
proposed architecture we include distinct signals generated
from moving filters. In addition, it was recently found that
Recurrent Neural Networks (RNN) are capable of mod-
elling seasonality, but only if the data possess homoge-
neous seasonal patterns [12]. Our architecture overcomes this
issue by automatically applying Seasonal-Trend decomposi-
tion based on LOWESS (STL) [13]. Attention-based mod-
els, which were initially used in neural machine translation
tasks [14], also achieve high performance in multi-horizon
time series forecasting on real-world load, traffic, retail and
stock market datasets [15], [16]. Temporal Convolutional
Networks (TCN), originally designed as generative models of
raw audio sequences [17], recently managed to successfully
predict months-ahead earth-scale climate phenomena [18].
Nonlinear models, even though they can provide good fore-
casting accuracy, are usually difficult to interpret. Model
interpretability with shapley additive explanations for time
series Deep Neural Network (DNN) models was successfully
applied in the past, in the context of hours-ahead air-pollution
forecasting (atmospheric NO2 concentrations) [19]. Neural
networks have been employed in aggregated power demand
forecasting, for regions with severe COVID-19 pandemic
impact in northern Italy [20]. However, to our knowledge,
very few publications exist that directly tackle the forecasting
difficulties introduced by the pandemic. Finally, many publi-
cations seem to use data from 5 to 10 years ago and very small
time periods for their out-of-sample model testing (only a few
days or weeks at best).

In this paper, we propose Decomposition-Residuals Deep
Neural Networks (DR-DNN), a novel two-layer hybrid archi-
tecture with a decomposition and a nonlinear layer (see
Fig. 1). The decomposition layer extracts trends, seasonal,
lagged, differenced, filtered and temporal signals, based on
statistical tests on the raw time series. The nonlinear layer is
a DNNwith large learning capacity and is explainable via the

FIGURE 1. Decomposition-residuals deep neural networks
(DR-DNN) is a two-layer hybrid architecture with: (1) a
decomposition and (2) a nonlinear layer of a deep neural
network (DNN) model. Given rolling input signals, robust
seasonal-trend decomposition and moving filters extract new
highly contributing signals. The trained DNN produces rolling
forecasts.

game-theoretic SHapley Additive exPlanations (SHAP) [21].
We used five years of real-world data from the IEEEDataPort
contest ‘‘Day-Ahead Electricity Demand Forecasting:
Post-COVID Paradigm’’ [22], which contains city-wide
hourly time series from March 2017 to February 2021. The
main contribution of this paper is the DR-DNN architecture
and its application on a city-wide load forecasting problem.
The primary characteristics and advantages of DR-DNN
are:

• DR-DNN is a two-layered architecture that can be read-
ily applied on existing or future DNN architectures.

• DR layers reduced the power load forecasting error on
all DNN architectures that we tried, by extracting new
highly contributing signals on the fly.

• Minimal manual preprocessing is required with DR.
Instead of discarding the extremes (residuals/noise),
external disturbances are fed to the models, along
with statistically-robust signals. In addition, statistical
tests employ majority voting for the fitting of the DR
layer parameters. Finally, DNN with their high learning
capacity, are able to learn complex nonlinear patterns.

• SHAP aids interpretability, by indicating which endoge-
nous (i.e., power load) or exogenous (e.g., weather data,
calendar information, . . . ) inputs contribute the most to
specific hour-ahead forecasts.

• DR-DNN can adapt to the COVID-19 era of electricity
forecasting better than the single DNN models (using 6
months of out-of-sample test data, from September 2020
to February 2021).

This document is divided into 4 sections. Section II pro-
vides a top-level view, a step-by-step flowchart for model
training, as well as a detailed formalism of the DR-DNN
model prototype. It also describes the concepts of mov-
ing filters, seasonal-trend decomposition, neural networks
and feature importance. Section III shows and discusses
the performance of DR-DNN against single DNN models.
Section IV, contains insights and conclusions. Appendix IV
provides details on the development environment, source
code and data repositories.
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FIGURE 2. Decomposition-residuals deep neural networks (DR-DNN) is a two-layer hybrid architecture with:
(1) a decomposition and (2) a nonlinear layer of a deep neural network (DNN). Robust signal decomposition
on electrical load extracts: residuals, seasonal and trend signals. The trend is fed to moving filters M .
Statistical tests v vote to decide the parameters λ of the extracted signals: lagged L , differenced I and the
cyclical sinusoidal date-time T . All the extracted signals along with the exogenous (weather variables) are
fed to a DNN model (right layer) to learn unknown nonlinearities. Time series analysis and SHapley Additive
exPlanations (SHAP) [21] provide model explainability with ranked feature importance.

II. DR-DNN MODEL
A. DR-DNN TOP LEVEL VIEW
Fig. 2 shows the DR-DNN architecture. Decomposition
extracts highly contributing signals given endogenous (power
load) and exogenous (weather data) time series. DR applies
moving filters, differencing and lag shifting on the endoge-
nous signal (electrical load). Locally Weighted Scatter-
plot Smoothing (LOWESS) [23] is a local regression
smoother, that is robust to outliers and missing values.
Robust Seasonal-Trend decomposition based on LOWESS
(STL) [13], [23] decomposes time series into: (1) trend,
(2) seasonal and (3) residuals signals. To utilize tempo-
ral information (in other words, for the models to learn
patterns in conjunction with the natural passage of time
cycles: exact season, day of week, time of day, . . . ), sinu-
soidal calendar signals are extracted (i.e., sin/cosines of
day of week/month/year, weekend/weekday, day/night cycles
etc.). The nonlinear layer is a black-box model that learns
unknown nonlinearities. Ranking the importance of input
features with SHAP [21], assists in model interpretability,
by indicating which inputs contribute the most to specific
hour-ahead forecasts. Extracting too many signals slows
model training [2] and DR avoids it by properly select-
ing signal extraction parameters via statistical tests. Models
use rolling windows of 48 hours: 24 hours input and 24
hours-ahead model output as forecast. Fig. 3 illustrates three
random 24 hour ahead forecasts of a DR-DNN during model
training.

FIGURE 3. Illustration of three random 24-hour ahead forecasts
of city-wide load during model training (x-axis: time in hours,
y-axis: power in kW [normalized]). Model:
Decomposition-Residuals (DR) Long Short-Term Memory
(LSTM) [24]. Input is 24 hours of past data (decomposed signals
from power/weather/calendar features: 38 variables from hour 0
up to hour 23). Output is a single-shot 24 hours-ahead forecast
of electrical load (from hour 24 up to hour 47). DR-DNN models
can also provide intra-day forecasts (24-hour ahead predictions
at any time of a day).

B. DR-DNN FORMALISM
Fig. 4 presents a step-by-step flowchart for the DR-DNN
model training. DR-DNN is a hybrid two-layered model
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FIGURE 4. Flow chart for the training of a DR-DNN model.
We have two main phases: the DR layer and the nonlinear layer
fitting. For the DR phase we use the train data while we hold-out
our validation and test data from the start. First we apply linear
interpolation to fill in missing values. After fitting an STL model
on the electricity load data, we decompose this endogenous
variable into seasonal, trend and residual signals. Then we
employ statistical tests to find the p,d,q parameters that define
with majority voting: the amount of lags p, degree of
differencing d. q defines the window of the moving filters:
Simple Moving Average (SMA), Exponential Moving Average
(EMA), Moving Variance (MV) and Moving Sum (MS). The
sinusoidal calendar signals extracted depend on the time-step
of the dataset. For the nonlinear phase: using the newly
extracted signals and a set of hyperparameters, we apply
Bayesian optimization to train a specific DNN model type
(minimizing the validation data error). The final model
evaluation is performed on the held-out test data.

architecture, defined as the tuple:

DR-DNN =< DR,DNN,wi,wo, σ > (1)

where DR is the Decomposition-Residuals layer that extracts
signals given time series, wi is the input rolling window
length (24 hours in our case), wo is the output rolling window
length (24 hours) and σ is the window stride (how much
we shift the rolling window: 1 hour in our case). To our

knowledge, traditional 24-hour ahead models in the field
electricity forecasting usually employ strides of 24 hours,
which may not be able to forecast unexpected demand events.
For example, unusually high or low intra-day wind and solar
power generation moments, may lead to unusual intra-day
demand events [10] that may not be forecasted by models
that provide predictions only once per day. DNN can be a
single or multiple input/output Deep Neural Network, acting
as a nonlinear component with large learning capacity that is
able to learn patterns in time from multiple endogenous and
exogenous signals.

1) DECOMPOSITION RESIDUALS LAYER
Nowadays, there exist software packages like tsfresh [25]
that can extract thousands of signals from time series. How-
ever one should be eclectic in formulating new hybrid and
combination methods [2]. Signal extraction should be sparse
and selective. In our experiments, we realized that blindly
decomposing all possible signal combinations is not ideal: too
many signals result to very slow model training and accuracy
improvements will not be significant after a point.

To set up a DR layer, a parameter set λ is needed:

λ = {p, d, q} (2)

where p is the time series shift amount (number of lags),
d is the degree of differencing (how many times past
data have been subtracted) and q is the span of moving
filters. v are statistical tests that decide the p, d , q param-
eters via majority voting. For the majority voting, we use
the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) [26], the
Augmented Dickey–Fuller (ADF) [27] tests, AutoCorrela-
tion Function (ACF) and Partial AutoCorrelation Function
(PACF). KPSS and ADF use null hypothesis testing to deter-
mine the degree of differencing d . For the ADF we use all the
available lag length calculation methods: t-statistic, Akaike
Information Criterion (AIC) and Bayesian Information Cri-
terion (BIC). The amount of lags that has the largest ACF is
set as p and the lag with the largest PACF value is set as q.
DR is a tuple (see Fig. 2):

DR =< STL, v, λ,L ,M ,I ,T > (3)

where STL is the Seasonal-Trend decomposition using
LOWESS, v are the statistical tests that decide the λ parameter
set of the DR layer, L are the time series of maximum lag p,
I is the differenced series of order d , M are the moving
filters of span q, T are the sinusoidal calendar features
(sin/cosines of day of week/month/year, weekend/weekday,
day/night cycles etc.). Due to STL constraints, for train-
ing, the DR layer requires input signals of at least 100
steps. However, it requires only a single pass to compute
the extracted signals (it took 13.2 seconds for our training
data of 24052 hours). The signals that DR extracts (from
7 endogenous/exogenous inputs to 38 output signals in our
case) are then fed toMultiple-InputMultiple-Output (MIMO)
DNN models for gradient descent-based training.
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The STL tuple consists of the robustly decomposed signals,
extracted from the endogenous time series (electrical load):

STL =< Trend, Seasonal,Residuals > (4)

Seasonal-Trend decomposition based on LOWESS
(STL) [23] is a filtering technique for decomposing
time series into (1) trend, (2) seasonal and (3) residuals
components:

Yt = Tt + St + Rt (5)

where t is the time-step ∈ {1, . . . , s} of span k , Yt is the
original time series, Tt is the trend component (low-frequency
variations along with long-term level changes), St is the
seasonal component (data variations at seasonal frequency),
andRt is the residuals component (remaining data variations).
STL uses two recursive loops, an inner and outer one. Given
an input time series and a seasonal period, the inner loop
updates the seasonal and trend components with a series of:
detrending, low-pass filtering, deseasonalizing and smooth-
ing operations. Each outer loop pass computes robustness
weights that improve the subsequent inner loop passes. STL
can decompose time series with missing values. We applied
robust STL [13] (that uses LOWESS) on the endogenous
variable (electrical load).

We use the tuple of moving filters M of span q:

M =< SMA,MS,MV ,EMA > (6)

where SMA is the SimpleMoving Average,MS is theMoving
Sum,MV is theMovingVariance andEMA is the Exponential
Moving Average.

To detect local variations in time series, we utilize the
Moving Sum (MS). Given a time series xt = {x0, x1, x2, . . .},
MS provides sequences of partial sums of the last k steps:

MSs = xs−k+1 + xs−k+2 + . . .+ xs =
s∑

i=s−k+1

xi (7)

where MSs is the moving sum at time s of the partial
time-series {xs−k+1, xs−k+2, . . . , xs} of k elements, with
k ≥ 1. Moving Average (MA) [28] is a Finite Impulse
Response (FIR) filter, which can smooth out short-term
fluctuations in time series datasets. Simple Moving Aver-
age (SMA) at time-step s is expressed formally as:

SMAs =
xs−k+1 + xs−k+2 + . . .+ xs

k
=

1
k

s∑
i=s−k+1

xi (8)

EMA or Exponential Weighted Moving Average (EWMA)
[29] imposes higher emphasis on most recent samples of a
partial time series {x0, . . . , xs} of span k:

EWMAs

=
xs + (1− α)xs−1 + (1− α)2xs−2 + . . .+ (1− α)sx0

1+ (1− α)+ (1− α)2 + . . .+ (1− α)s

=

∑s
i=0 (1− α)

ixs−i∑s
i=0 (1− α)i

,

α =
2

(k + 1)
, k ≥ 1 (9)

where EWMAs is the exponentially weighted moving average
at time-step s, α is the smoothing factor ∈ (0, 1] and (1− α)i

for i = 0, 1, . . . , s are the exponential weights.
Tomeasure how far electricity readings are spread out from

the moving average of a span k at time s, we use the unbiased
sample Moving Variance (MV):

MVs =

∑s
i=0 (xi − SMAs)

2

k − 1
(10)

where SMAs is the simple moving average at time s of the
partial times-series {x0, . . . , xs}.

2) DEEP NEURAL NETWORK LAYER
Artificial Neural Networks (ANN) are models that mimic
biological neuron activity via mathematical abstractions. The
most common ANN is the multilayer perceptron [30]:

y =Wσ (Vx+ b) (11)

where x ∈ Rm is the vector of m input signals, y ∈ Rl is
the output vector of l outputs, nh is the number of hidden
neurons (units), σ a sigmoid function, b ∈ Rnh is the bias
vector of the hidden neurons andW ∈ Rl×nh , V ∈ Rnh×m are
the interconnection weight matrices. Convolutional Neural
Networks (CNN) [24] are ANN that mask neuron inputs
and outputs via convolution kernels. In other words, CNN
apply the convolution operation instead of general matrix
multiplication in their layers. Recurrent Neural Networks
(RNN) [31] are commonly used as sequence and time series
models. RNN retain sequential patterns as stable entities in
their neurons. Long Short-Term Memory (LSTM) [32] cells
can store temporal information of longer time spans than
RNN. Gated Recurrent Units (GRU) [33] have less trainable
parameters than the LSTM, because they omit output gates.
The LSTM [32] cell equations for feed-forward passes are
defined as:

it = σg(Wixt + Uiht−1 + bi)

ft = σg(Wfxt + Ufht−1 + bf)

ot = σg(Woxt + Uoht−1 + bo)

ht = ot ◦ σh(ct )

ct = ft ◦ ct−1 + it ◦ σc(Wcxt + Ucht−1 + bc) (12)

where d is the number of input features, h is the number of
hidden units, ◦ the Hadamard product. xt ∈ Rd is the input
vector to the LSTM unit at time t , it ∈ Rh is the input gate
activation vector, ft ∈ Rh is the forget gate’s activation vector,
ot ∈ Rh is the output gate activation vector, ht ∈ Rh is the
hidden state vector and ct ∈ Rh is the cell state vector. The
W ∈ Rh×d , U ∈ Rh×h weight matrices and the bias vectors
b ∈ Rh, are learned during training. σg is a sigmoid function
and σc, σh are hyperbolic tangent functions.
Attention-based [14] models, take inputs from hidden

states of LSTM and selectively focus (via weight scoring)
on specific time segments. Using the Luong’s additive style
of scoring (with score(ht , h̄s) = h>t Wh̄s), the forecast yt is
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produced by the attention vector αt :

αts =
exp(score(ht , h̄s))∑S
s′=1 exp(score(ht , h̄s′ ))

ct =
∑
s

atsh̄s

αt = f (ct ,ht ) = tanh(Wc[ct ;ht ]) (13)

where h̄s is the source hidden state of total states S, ht is the
target hidden state,W are the trainable attention coefficients,
αts are the attention weights, ct is the context vector and Wc
are the context weights.
Temporal Convolutional Networks (TCN) [34] are exten-

sions of the CNN. By stacking several convolutional layers,
residual blocks and using the concept of receptive fields, TCN
can exhibit even longer memory than recurrent architectures
of similar unit sizes. Formally the TCN receptive field Rfield
(the amount of steps that can be remembered) is defined as:

Rfield = 1+ 2× (Ksize − 1)× Nstack ×
∑
i

di (14)

where Nstack is the number of stacks, di is the dilated con-
volution factor of a residual block of stack i, and Ksize is
the kernel size (length of the convolution filter in steps).
We used TCN with causal convolutions, which is a variant
more suitable for sequence modelling [34] (like with our
time-series forecasting case).

3) FEATURE IMPORTANCE
SHapley Additive exPlanations (SHAP) values [21] is a
game theoretic, model agnostic representation of feature
importance, that provides interpretability to complex models.
In other words, this representation provides a ranking of the
most important inputs in a model, as well as the scale of their
positive or negative impact to the model outputs. Given a
model prediction f (x), the impact of feature i is the weighted
sum:

φi(f , x)

=

∑
S⊆Sall/{i}

1
(M choose |S|)(M − |S|)

[fx(S ∪ {i})− fx(S)]

(15)

where f is a DR-DNN model, x is the input vector
(electricity/weather values), i is a feature, M is the number
of interpretable inputs, S is the feature subset (coalition),
|S| is the feature cardinality, ‘‘M choose |S|’’ is the number
of subsets S that we can sample from M without order and
without replacement and fx(S) is the model prediction given
S. φi (with

∑M
i=0 φi = 1) is a single SHAP numerical value,

impact of feature i of model f , given input x and output f (x).
In practice, there are too many summation terms and models
may not support missing values, so the sum and fx(S) are
approximated using k-medians and random sampling.

III. RESULTS AND DISCUSSION
A. DESCRIPTION OF THE DATA AND THE EXPERIMENTS
The goal of the experiments is to assess if DR-DNN are
more accurate than typical DNN in 24-hours ahead electric-
ity forecasting during the COVID-19 era. In this paper we
refer to hourly electricity load as measured in kW, while
technically it should be understood as kWh/h. We used five
years of real-world data from the IEEE DataPort contest
‘‘Day-Ahead Electricity Demand Forecasting: Post-COVID
Paradigm’’ [22]. This dataset contains seven hourly time
series, from unknown city/country, spanning from 18 March
2017 to 16 February 2021 (34360 timesteps): city-wide
power demand (kW), air pressure (kPa), cloud coverage (%),
humidity (%), temperature (◦C), wind direction (degrees)
and wind speed (km/h). To avoid overfitting, data were split
into three distinct subsets: train (70%: from March 2017
to December 2019), validation (20%: from December 2019
to September 2020), test (10%: COVID-19 timespan from
September 2020 to February 2021). To avoid post-sample
data leakage, data normalization and DR-layers were fitted
on each subset separately. In terms of data preprocessing,
we converted the wind direction/velocity into x and y vector
components because: (1) vectors use polar coordinates that
smooth wind angle transitions from 360◦ to 0◦ and (2) with
weakwinds, wind direction becomes insignificant (most sam-
ples had very low-speed winds). To solve data scaling issues,
we applied Z -score normalization (e.g., cloud cover ranges ∈
[1%, 100%] whereas electrical load (kW) ∈ [0.9, 1.7]×106):

z =
(x − µ)
σ

(16)

where x is a random variable, µ is the sample mean, σ is
the standard deviation. We used nine naive model baselines:
(1) ‘‘repeat24h’’ repeats all the 24 hour values from the
previous day, (2) ‘‘repeat6d24h’’, (3) ‘‘repeat7d24h’’ and
(4) ‘‘repeat8d24h’’ repeat all the 24 hour values from 6, 7
and 8 days ago. (5) ‘‘SMA2h’’ and (6) ‘‘EMA2h’’ are the
simple and the exponential moving average from 2 hours
ago. Finally, (7) ‘‘ARIMA24h’’, (8) ‘‘ARIMA30d’’ and (9)
‘‘ARIMA90d’’ are 24 hour-ahead ARIMA forecasts from
models trained with the last 24 hours, 30 days or 90 days
of rolling data (3437 models for 1 hour stride on the test
data, with manually tuned parameters: p = 2, d = 0,
q = 2). We also compare against seven fixed Artificial
Neural Networks (ANN) [24] model baselines: linear (single-
layered), dense (two-layered ANN of 512 units and the
relu (rectified linear unit) activation function), 1-dimensional
Convolutional Neural Network (CNN) (256 units, relu acti-
vation function and kernel size of 6 steps), Gated Recurrent
Unit (GRU) (64 units, 0.2 dropout rate), Long Short-Term
Memory (LSTM) (64 units, 0.2 dropout rate), Long Short-
Term Memory (LSTM) with Attention (LSTM: 32 units,
Attention: 32 units, 0.2 dropout rate) and Temporal Convo-
lutional Networks (TCN) (64 units, 0.2 dropout rate, kernel
size of 6 steps). By number of units, we mean the number of
hidden neurons of each DNN and by dropout, we mean the
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TABLE 1. Hyperparameter bounds used in the Bayesian
optimization experiments.

fraction of units to randomly ignore during model training
(helps prevent neuron overfitting). We chose these ARIMA
and ANN parameters via manual tuning, fitted only on the
plainmodel versions (without using anyDR extracted signals,
only using the original 7 features). For a fair comparison, all
fixed models (in both the DR and No DR case) use the same
default Keras framework [35] settings and training setup:
150 max epochs, the adam algorithm [36] and the Mean
Squared Error (MSE) loss function. For overfitting avoidance
we used learning rate reduction after 5 iterations (with 0.2
reduction factor) and early stopping after 8 iterations. For
the optimized models, we used 20 iteration Bayesian opti-
mization [37], with 300 maximum epochs of model training.
Table 1 presents the hyperparameter bounds used in themodel
search.

B. SIGNAL ANALYSIS
Due to COVID-19, electricity consumption patterns have
changed. The magnitude scalogram on Fig. 5, shows a con-
sumption alteration band of electrical load after the 3rd year
(fromMarch 5 toMay 14 of 2020). Load (kW) exhibits hourly
autocorrelation cyclical patterns (Fig. 6). Lag correlations
are at their highest every 24 hours. The first 2-hour lags
are also highly significant (|PACF | > 0.85). According to
the Pearson Correlation Coefficient (PCC), the six weather
variables are strongly correlated between them, with cloud
coverage against humidity being the highest (PCC=0.79).
Out of all the exogenous variables, electrical load had the
highest correlation with temperature (PCC=0.31) and with
wind direction (PCC=0.17). It is worth noting that, on the DR
layer it is possible to set up more than one variable as endoge-
nous, along with the electrical load. In our experiments,
we tried to combine temperature (the exogenous variable
with the highest correlation) along with load as endoge-
nous variables, but we decided to avoid this combination:
we did not empirically notice any forecasting accu-
racy improvements, while the total signal count increased
significantly.

FIGURE 5. Time-frequency analysis with a magnitude scalogram
(of the continuous 1 dimensional Morse wavelet transform). The
x-axis indicates time in hours (spanning from March 2017 to
February 2021), the y-axis indicates the frequency, and the
colour indicates the magnitude intensity. There exists a
frequency alteration band from March to May 2020, indicating
the impact of COVID-19 on city-wide electrical load (kW).

FIGURE 6. Partial autocorrelation function (PACF) weekly plot
(x-axis: lag in hours, y-axis: partial autocorrelation): city-wide
electrical load (kW) exhibits hourly cyclical patterns. Lag
correlations are at their highest every 24 hours. The first 2-hour
lags are also highly significant (|PACF| > 0.85).

C. DECOMPOSITION-RESIDUALS
MODEL PERFORMANCE
FORECASTING ACCURACY METRICS
To compare the performance of DNN against DR-DNN on
a 24-hour forecasting horizon, with a forecasting window
stride σ of 1-hour, we used the Mean Absolute Error (MAE),
the Mean Absolute Percentage Error (MAPE), the symmet-
ric MAPE (sMAPE) and the Mean Absolute Scaled Error
(MASE) (that we adapted from the formulation in [5]) on the
T = 34360 hourly load values:

MAE =
1
N

N∑
n=1

1
h

n+h∑
t=n+1

|y(t)− ŷn(t)| (17)

MAPE =
1
N

N∑
n=1

1
h

n+h∑
t=n+1

|y(t)− ŷn(t)|
y(t)

∗ 100% (18)

sMAPE =
1
N

N∑
n=1

2
h

n+h∑
t=n+1

|y(t)− ŷn(t)|
|y(t)| + |ŷn(t)|

∗ 100% (19)
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TABLE 2. Ablation study: 24hour-ahead forecasting test error (kW MAE, fixed models, 100 runs, min and mean ± one standard
deviation).

MASE =
1
N

N∑
n=1

1
h

∑n+h
t=n+1 |y(t)− ŷn(t)|∑n+h

t=n+1 |y(t)− y(t − m)|
(20)

where n is the forecasting window index of the total N fore-
casting windows (with a rolling window stride σ = 1 hour),
h is the forecasting horizon (h = 24 hours in our case), y(t)
is the electrical load measurement at time t ∈ T , y(t − m)
is the naive-m seasonal forecast at time t (with season m =
24 hours: the last known observation from 24 hours ago) and
ŷn(t) is the estimated forecast of the window n at time t .

ABLATION STUDY
To examine the performance of individual components of
DR-DNN, we performed an ablation study (Table 2). In other
words, we examine how model performance is affected by
selectively removing components from the full DR-DNN for-
mulation. We examined the following fixed model versions:
• ‘‘No DR’’: Plain models in their original form.
• ‘‘DR: Temporal’’: DR models including only a moving
average filter (applied on the raw load data) and the
cyclical temporal signals (time of day, day of week, . . . ).

• ‘‘DR: STL’’: DR models including only the seasonal-
trend decomposition with STL and a moving average
filter (applied on the trend load data).

• ‘‘DR: STL+ Temporal’’: ‘‘DR: STL’’ models including
the cyclical temporal signals.

• ‘‘DR: STL + Temporal + Extra filters’’: ‘‘DR: STL +
Temporal’’ models, including all the filter types (expo-
nential moving average, moving variance and moving
sum) applied on the trend load data.

We can see that most of the performance improvements come
from the STL decomposition (Table 2). On average, the
DR-LSTMusing the STL decomposition had the lowest error.
Some model types benefit the most from the full DR-DNN
formulation (CNN and Linear models), others by omitting
the extra filters (TCN, Dense) or by omitting the temporal
signals too (GRU, LSTM, LSTM Attention). We can see
that the temporal signals are detrimental for DNN model
accuracy (first versus second row for: TCN, GRU, LSTM

TABLE 3. Overall results: 24hour-ahead forecasting test error
(kW MAE, mean ± one standard deviation).

with Attention and CNN) if they are not accompanied by
STL decomposition (first versus fourth row). The best model
overall was a DR-TCN (17352 kW MAE), followed by a
DR-LSTM with Attention (17372 kWMAE) and a DR-GRU
(18016 kWMAE). For our further experiments, we decided to
omit the extra filters and to focus the Bayesian Optimization
experiments on the TCN, LSTM with Attention and GRU
models.

MODELLING RESULTS
For all the data subsets (train, validation and test), the statisti-
cal tests voted that the DR layer should have one lag (p = 1),
no differencing (d = 0) and the moving filters should have a
span of two time steps (q = 2).
In regards to the fixed models we tested (experiments

repeated 100 times), DR-DNN consistently outperform the

248 VOLUME 9, 2022



Theodorakos et al.: DR Neural Networks: Hybrid System Identification Applied to Electricity Demand Forecasting

TABLE 4. All metrics on fixed models (100 runs each, mean ± one standard deviation). The Welch’s t-test of unequal variances
statistic [43] is positive if the ‘‘DR’’ models have lower error than the ‘‘No DR’’ (statistical significance: *** for p-value < .001, ** for
p-value < .01 and * for p-value < .05).

FIGURE 7. Day-ahead forecasting test error of the fixed size
models (x-axis: model, y-axis: load error in kW). All initial
models (left boxplot: No DR), did improve using the
decomposition residuals (DR) layer (right boxplot: DR-DNN).
With the DR layer, model error is reduced by ≈ 30.99%. Data:
70% train (from March 2017 to December 2019), 20% validation
(from December 2019 to September 2020), 10% test (COVID-19
timespan from September 2020 to February 2021).

plain DNN (Fig. 7 and Table 3) on the load (kW) Mean
Absolute Error (MAE). The DR layer reduces the average

error on all model types by ≈ 30.99%, as well as the
variance: all the models without DR layers had an average
MAE of 45288 kW ± 1482 kW, whereas all the DR-DNN
had average MAE 27074 kW ± 994 kW. DR-TCN had the
smallest forecasting error (20749 kW ± 1684 kW). Only the
DR-LSTM with Attention, DR-GRU and DR-TCN consis-
tently surpass the ‘‘Repeat7d24h’’ baseline on average. The
best fixed model overall was a DR-TCN with 17352 kW
MAE. Models perform similarly on all the additional metrics
that we used (MAPE, sMAPE, MASE) (see Table 4). Since
the DR layer introduces several new signals (≈ 5x times
more, from 7 features to 38), the model training times are
significantly increased (for LSTM, LSTM Attention, GRU
and TCN). Especially for the case of the TCN, they become
the slowest to train (from 129 seconds up to 766 seconds per
model). For the Linear, Dense and CNN however, the training
times decrease because these models can converge to a good
global minima faster with the addition of the DR signals.
Finally, the Welch’s t-test of unequal variances [43] shows
that on average, ‘‘No DR’’ models have consistently higher
error against the ‘‘DR’’ variants (high statistical significance
with p-value less than 0.001).

For the optimized models (experiments repeated 10 times),
we focused on TCN, LSTM with Attention and GRU mod-
els, with Bayesian optimization (BO) of 20 iterations [37]
(Table 3). Table 1 contains the hyperparameters that we used.
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FIGURE 8. Ranked feature importance using SHapley Additive
exPlanations (SHAP) values [21] from a trained DR-TCN model
(y-axis: extracted signal at input timestep t ∈ [0h,23h], x-axis:
absolute feature impact to hour-ahead outputs, color: specific
hour-ahead output contribution). This figure shows the average
absolute contribution of each input feature of a specific hour,
against a specific hour-ahead forecast, as well as the total
contribution on all 24 hours ahead. The extracted signals from
DR (within top 10: residual, lagged and seasonal load, sine of
the hour of day and whether it is daytime or nighttime) have
higher contribution (≈ 0.2− 0.55), than the original raw electric
power load variable (4th feature: ‘‘Load (kW)-7h’’ at ≈ 0.22).
‘‘Load (kW)-23h’’ contributes significantly on 1, 2, 3, 4, 7
hours-ahead but only slightly on 9-15 hours-ahead forecasts.
For forecasts 9-15 hours ahead, the extracted ‘‘Load
(kW)-residual’’ signals (first and second), have the highest
contribution. ‘‘Temperature(C)’’ is the most important
exogenous variable (ranked 18th and 33rd).

The greatest improvement can be seen on the DR-LSTM
with Attention: mean MAE reduction was 40.78% and the
variance was decreased from 26090 kW down to 2946 kW.
Even though LSTM with Attention and GRU belong to the
same model family, Attention-based models had very high
model error and variance without DR on BO. With DR it

FIGURE 9. Ranked feature importance for one hour-ahead
forecasts, from a trained DR-TCN model (y-axis: extracted
signal at input timestep t ∈ [0h,23h], x-axis: feature impact to
the 24th hour-ahead forecast, color: denotes feature value
against the full feature range). This figure shows the positive or
negative contribution of each data sample of the top 20
features, specifically for the 1st hour-ahead forecast. Positive
SHAP values increase the value of the forecast output whereas
negative ones decrease it. Residual values (remainder of the
signal that can not be explained by seasonal or trend) become
the most important factor in the forecasts.

is greatly reduced, but they still fall behind DR-GRU and
DR-TCN. A possible reason is that the LSTM with Attention
models have half of their neurons allocated to the LSTM
model part and the other half on their Attention model part.
In contrast, GRU (and simple LSTM) of similar total neuron
count do not have to split up their neurons, so they allocate
all the trainable parameters within their hidden state part. The
best models on all experiments were the DR-TCN, with an
average MAE of 19248 kW ± 1762 kW. The best single
model was a DR-TCN with a MAE of 16232 kW and the
following hyperparameters: 48 units, 0.1 learning rate, 0.25
dropout rate, kernel size of 6 steps (hours) and the adadelta
optimizer. Worth noting is that, both the fixed and the opti-
mized DR-TCN had similarly good performance, whereas
on average, the plain TCN could barely surpass the baseline
models. One of the disadvantages of TCN is that they required
the longest training times with the addition of the DR layer
(Table 4). As also noted in the literature [34], depending on
the problem domain, TCN may need tuning of their receptive
field. TCN models with the default kernel size of 2 (hours)
performed poorly, that is whywe increased it to 6 steps for the
fixed models, and added the kernel size as a hyperparameter
in the Bayesian optimized TCN models.

Fig. 8 shows the ranked input feature importance using
SHAP values [21]. The DR-layer, using the original 7 signals
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FIGURE 10. Ranked feature importance for 24 hours-ahead
forecasts, from a trained DR-TCN model (y-axis: extracted
signal at input timestep t ∈ [0h,23h], x-axis: feature impact to
the 24th hour-ahead forecast, color: denotes feature value
against the full feature range). The seasonal signal is the most
important factor in the forecasts, with temperature moving to
the fourth position.

and statistical tests, extracted 38 signals in total for 24 input
steps. Newly extracted signals from the DR layer (e.g., elec-
tric power load: residual, lagged and seasonal, sine of the
hour of day and whether it is daytime or nighttime) have
higher contribution (≈ from 0.2 to 0.55) than the original raw
electric power load variable (4th feature: ‘‘Load (kW)-7h’’ at
≈ 0.22). Fig. 9 examines the feature impact on the 1st hour
that we try to forecast: the residuals and raw load values are
very important for predictions in the first few hours. When
the residuals values are high (1st row, red dots), they increase
the forecast output (positive output impact, with SHAP value
≈ [0.03, 0.12]). The most important calendar features were:
whether it is a day or night (5th feature: ‘‘nighttime’’), the
hour of the day (6th: ‘‘cos_hour’’) andwhether it is a weekend
or weekday (8th: ‘‘weekday’’). Now for forecasts at the 24th
hour-ahead (Fig. 10): the seasonal signal becomes the most
important. Worth noting is that temperature from the 9th
position in the 1st hour-ahead, moves to the 4th position
for the 24th hour-ahead. Day/night cycles, have the oppo-
site effect: when it is night (fifth row, ‘nighttime-23h’’, red
dots), the forecast output decreases (negative SHAP values≈
[−0.05, 0.0]). No exogenous variable other than temperature
reached the top 20 features.

IV. CONCLUSION
In this paper we have applied DR-DNN to the problem
of short-term load forecasting. Our findings indicate that
DR-DNN outperformed baselines and typical DNN types
on 24 hour-ahead electricity forecasts during the COVID-19

era (test data: last 143 days, from September 2020 to February
2021). By decomposing electrical load and using calendar
information, new, highly contributing signals are extracted
on the fly. DNN on the nonlinear layer utilize unknown
disturbances, outliers, noise and cyclical pattern signals. Per-
formance increased because instead of discarding extremes,
unknown nonlinearities can be learned. SHAP increases
model explainability by providing a ranking of themost influ-
ential input signals at specific hour-ahead forecasts, while
showcasing the significance of the extracted signal contri-
bution. The DR-TCN were the most accurate, but also the
slowest to train.

Residual signals are very important on the first hours
of predictions, whereas seasonal patterns help the most
on the last forecasting hours. Some calendar features also
ranked high in importance: whether it is day or night,
weekend or weekday and the hour of the day. However,
temporal signals can be detrimental for DNN model accu-
racy if they are not accompanied by STL decomposi-
tion. Temperature ranked as the most important exogenous
factor.

For future work, we would like to assess if there is a
suggested cut-off SHAP value, below which a feature can
be omitted during the training of a model. We would like
to also examine the performance of DR-DNN in similar
domains like wind/solar energy forecasting, or in vastly dif-
ferent domains like air-quality and atmospheric pollutant
forecasting. Finally, we plan to release an open public code
repository with DR-DNN as an Application Programmable
Interface (API), for the research community to experiment
with.

APPENDIX A
DEVELOPMENT AND REPOSITORIES
Hardware:

• CPU: Intel i9 10850K @ 3.6-5.2GHz with 10 cores.
• System memory: 64GB DDR4 3600MHz.
• Storage: Samsung 980 Pro 1TB M.2 drive.
• GPU: Gigabyte RTX 3090 24GB (Ampere architecture).
• GPU driver: version 497.29.
• Operating system: Windows 11 version 21H2 (build
22000.376).

Software:

• Languages: Python 3.8.8, Matlab 2020b.
• Libraries and frameworks:

– Pandas 1.3.2 [44], SciPy 1.7.1, Numpy 1.19.5.
– TensorFlow 2.6.0.
– Cuda: 11.2 v11.2.152, cuDNN library: v6.5.0.

Source code:

• Base source code adapted from the TensorFlow tutorial
‘‘Time series forecasting’’ [45].

• DR-DNN source code Github repository (work in
progress): https://github.com/temp3rr0r/
DR-DNN/.
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Dataset:
• Hourly time series of electrical load and weather
variables were accessed from the IEEE DataPort
contest ‘‘Day-Ahead Electricity Demand Forecasting:
Post-COVID Paradigm’’ [22].
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