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ABSTRACT Integration of renewable energy is increasingly prevalent, yet its stochasticitymay compromise
the stability of the power system. In this paper, a high-voltage dc (HVDC) link model based on the modular
multilevel converter with embedded energy storage (MMC-EES) is presented and, utilizing the massively
parallel computing feature of the graphics processing unit (GPU), its efficacy in compensating a varying
wind energy generation is studied. Constant power is oriented in the inverter control by incorporating a DC-
DC converter with EES into its submodules. High-fidelity electromagnetic transient modeling is conducted
for insights into converter control and energy management. A fully iterative solution is carried out for the
nonlinear model for high accuracy. Since the sequential data processing manner of the central processing
unit (CPU) is prone to an extremely long simulation following an increase of component quantity with even
one order of magnitude, the massively concurrent threading of the GPU is exploited. The computational
challenges posed by the complexity of the MMC circuit are effectively tackled by circuit partitioning which
separates nonlinearities. In the meantime, components of an identical attribute are designed as one kernel
despite inhomogeneity. The proposed modeling and computing method is applied to a multi-terminal DC
systemwith wind farms, and significant speedups over CPU-based simulation are achieved, with the accuracy
validated by the offline simulation tool PSCAD.

INDEX TERMS Energy storage system, graphics processors, high voltage direct current, modular multilevel
converter, nonlinear systems, parallel processing, power system stability, supercapacitor, wind farm.

LIST OF ABBREVIATIONS
CCM Continuous Conduction Mode.
CPU Central Processing Unit.
DCM Discontinuous Conduction Mode.
EMT Electromagnetic Transients.
GPU Graphic Processing Unit.
HBSM Half-Bridge Submodule.
HVDC High-Voltage Direct Current.
IGBT Insulated Gate Bipolar Transistor.
MMC Modular Multi-Level Converter.
MMC-EES MMC with Embedded Energy Storage.
PCC Point of Common Coupling.
SIMT Single Instruction Multiple-Thread.

SM Submodule.
SM-ES Submodule with Energy Storage.
SoC State of Charge.

I. INTRODUCTION

W IND has become a major resource for renewable
energy generation because of ecological and environ-

mental benefits. As the technology is mature, a wind farm
can be constructed within a short cycle at a comparatively
low cost [1]. However, wind power is unstable because the
strength and direction of the natural wind are stochastic,
bringing dramatic challenges to the stability of the power
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grid [2] when there is large-scale wind energy penetration.
In such cases, power electronics-based energy storage
systems as a solution can quickly provide a continuous and
stable backup power supply to avoid economic losses [3].

Energy storage systems can be deployed in a centralized
or distributed form. The high modularity and flexibility of
the latter type make it more competitive than its centralized
counterpart [4], and thus increasingly utilized [5], [6]. As an
alternative to lithium batteries, energy storage based on
supercapacitors has drawn attention in power apparatus, such
as the wind turbine [7], and the shipboard power system [8]
for advantages such as faster and safer charging, more eco-
friendly raw materials, and longer lifetime. Supercapacitors
can also be adopted as split energy storage elements to AC-
DC converters as fault-resilient schemes [9]. In a simulated
onboard network, they are also chosen to serve as storage
systems due to their fast dynamics and decent efficiency [10].

The modular multilevel converter (MMC) has grown
rapidly in recent years and is widely adopted in high-
voltage direct current (HVDC) for offshore wind farm
integration [11], [12]. An MMC with embedded energy
storage (MMC-EES) would facilitate the distribution of
numerous batteries or supercapacitors among its submodules
and therefore enables more effective energy management.
Electromagnetic transient (EMT) simulation plays an impor-
tant role in the study of such kinds of power electronics
apparatuses applied in power systems prior to in-situ
commissioning. To expedite the simulation, the average-
value models [13] and equivalent models [14] are adopted for
MMC-EES. As a consequence, the simulation omits transient
electromagnetic details of individual components which are
crucial for a design evaluation.

The detailed model, on the other hand, can demonstrate
the dynamics of each submodule (SM) accurately. For
example, the detailed model of MMC [15] yields results that
agree with the experiments. For the simulation of massive
MMC-EES systems, practical challenges include a large
time-varying admittance matrix brought by the converter,
a small step size owing to the high switching frequency
required by the submodule with energy storage (SM-ES),
and Newton-Raphson iterations demanded by the nonlinear
component insulated gate bipolar transistor (IGBT). The
central processing unit (CPU) will be easily overwhelmed
by these factors if sequential processing is carried out.
Therefore, the extremely slow simulation speed prompts
the exploration of hardware parallelism, in which case the
application of hardware computational acceleration such as
Field Programmable Gate Array (FPGA) [16] has a distinct
effect. However, for multi-terminal complicated systems,
FPGA is deficient in terms of digital hardware resources to
accommodate practical large-scale circuits and systems.

Attributing to its massive number of cores which enables
a concurrent and efficient execution of a substantial number
of threads, the graphics process unit (GPU) is promising
in the high-performance computing of various electrical
energy systems with explicit homogeneity [17]. It has been

employed for EMT simulation acceleration of large-scale AC
and DC grids [18], [19], [20] where dozens to hundreds of
speedups over single-core and multi-core CPUs were gained.
The single-instruction multiple-thread (SIMT) feature of
GPU is also suitable for transient stability analysis of
homogeneous power systems [21]. Furthermore, leveraging
the computational resources by C++ and CUDA C++

programming, the GPU starts to be utilized for dealing with
homogeneity in conjunction with inhomogeneity by the CPU
in hybrid EMT and dynamic simulations [22], [23]. Hitherto,
the GPU has been primarily used to process identical units
such as the MMC [24], [25], and there has been a notable
scarcity of efforts dedicated to the parallel simulation of
inhomogeneity in power systems and circuits such as a
combination of both MMC and MMC-EES, despite the fact
that it remains a significant challenge.

In this work, a detailed EMT model of MMC-EES is
proposed and high-performance electromagnetic transient
simulation using a fully iterative solution scheme is con-
ducted on the GPU, thereby contributing to the field of GPU-
accelerated power system simulation. The operation modes
are analyzed and the performance of the controller is demon-
strated by MMCs with a proper voltage level. The pursuit
of high-fidelity simulation, particularly for applications such
as energy management in energy storage units, necessitates
the detailed modeling of numerous submodules and the
analysis of individual capacitor states. This requirement
vastly exceeds the computational capacity of conventional
CPUs. Consequently, our investigation delves into the parallel
processing capabilities of GPUs to embark on a substantial
simulation endeavor. Moreover, the nonlinearity caused by
power semiconductor switches is excluded from the MMC
main circuit so that both can be processed more efficiently.
Recognizing that inhomogeneity poses a significant chal-
lenge for parallel processing on GPU, this work is strategi-
cally oriented toward developing methodologies that enhance
homogeneity, leading to an additional acceleration factor,
even though it is absent in the MMC-EES as a single circuit.

This paper is organized as follows. Section II introduces
the topology and control strategy of theMMCwith embedded
energy storage. In Section III, the EMT model of the MMC-
EES is presented. The design of the GPU parallelism is
provided in Section IV. Section V gives the implementation
results and the validation, and conclusions are drawn in
Section VI.

II. MODELING AND CONTROL OF MMC-EES
A. TOPOLOGY OF MMC-EES
The configuration of a 3-phase MMC is shown in Fig. 1,
where each phase consists of two bridge arms, both of which
are composed of cascaded submodules in series with an
inductor denoted as Lu or Ld .

Fig. 2(a) shows the submodule structure of an MMC
with embedded energy storage, which is a combination of
the conventional half-bridge submodule (HBSM) and a DC-
DC converter with an array of supercapacitors on the low
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FIGURE 1. Topology of a three-phase modular multilevel
converter.

voltage side. The HBSM consists of two complementary
power switches S1 and S2 and a capacitor Csm. The amount
of energy that can be stored in Csm is relatively small and
insufficient to serve as a grid energy supply.

FIGURE 2. (a) SM-ES topology; (b) supercapacitor equivalent
circuit.

In contrast, the SM-ES has a number of energy storage
units and a DC-DC converter connected in parallel with
the capacitor Csm. The bi-directional DC converter allows
the charge and discharge of supercapacitors. To be specific,
the converter operates as a buck converter when the
supercapacitors are storing energy, while it turns into a
boost circuit to provide energy to the external system. Since
all the energy storage units can be equally distributed, the
power rating of each SM-ES is significantly lower compared
with the entire MMC. This implies that a high switching
frequency can be attained more easily to enhance power
density and to reduce the volume of inductor Lsm, a high
switching frequency is particularly chosen for the two IGBTs
S3 and S4.

The total amount of energy that three-phase MMC stores
could be expressed as

W =
1
2
CESV 2

ES × 6N , (1)

whereCES andVES are the equivalent capacitance and voltage
of the whole supercapacitor array, respectively, and N is the

number of SMs per arm. With a rated power Pr , the inertia of
the MMC [26] can be described as

H =
CESV 2

ES × 6N

2Pr
. (2)

To facilitate an energy management study in the high-
fidelity EMT simulation, each supercapacitor is modeled.
The Thévenin equivalent circuit for an individual supercapac-
itor is shown in Fig. 2(b), and the overall voltage of the array
could be calculated as

VES =

Nsc∑
i=1

Vsci , (3)

where Nsc is the number of supercapacitors in series, and Vsc
is the supercapacitor terminal voltage [27]:

Vsc =
r
ε

+
2RT
F

sinh−1
(

QT
√
8RT εc

)
− Rscisc, (4)

Rsc is the equivalent resistance, isc is the supercapacitor
current, R is the ideal gas constant, T is the operating
temperature, F is the Faraday constant, r is the molecular
radius, c is theMolar concentration, ε is the permittivity of the
material, andQT is the electric charge which is determined by
the supercapacitor current

QT =

∫ t

0
iscdt. (5)

The state of charge (SoC) of a supercapacitor is defined
as the ratio between the remaining capacity and the rated
capacity. A zero SoC means the supercapacitor is completely
discharged while it is 100% for a fully charged supercapaci-
tor. It is formulated as follows

SoC = (SoCinit −
QT
Q

) × 100%, (6)

where SoCinit is the initial SoC, andQ is the rated capacity of
the supercapacitor.

Regardless of the energy flow direction, the continuous
conduction mode (CCM) is always desired for energy storage
units such as batteries and supercapacitors. Otherwise, they
will be subject to frequent charge and discharge if under
the discontinuous conduction mode (DCM), which not only
affects the efficiency but also the lifetime of the energy
storage devices. To maintain the CCM, the critical value
of the inductor needs to be determined. When the DC-DC
converter operates under the boost mode, the current ripple
of the inductor 1iL could be expressed as

1iL =
VES
LsmfES

D (7)

where D is the duty cycle, and fES is the switching frequency
of S3 and S4. Substituting D with variables that can be
monitored leads to

1iL =
VES (VCsm − VES )
LsmfESVCsm

(8)

where VCsm is the instantaneous voltage of Csm.
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In the meantime, the DC component of the inductor IL
can be determined from measurable quantities including the
power provided or consumed by the submodule Psm, i.e.,

IL =
Psm
VES

(9)

To maintain CCM, the peak-to-peak current ripple should
be smaller than 2 times of IL , which consequently yields the
critical inductance

Lcrit =
V 2
ES (VCsm − VES )

2PsmfESVCsm
. (10)

Similarly, analysis of the ripple current under the buck
mode yields the same critical inductance. Then, the final
value of Lcrit is chosen based on a number of factors,
including the operational voltage range of the supercapacitor
array, the maximum allowed charging or discharging power,
as well as the submodule voltage scale. When Lsm>Lcrit , the
supercapacitors will be charged or discharged continuously;
otherwise, they will encounter frequent interruptions that
affect their capacity and lifetime.

B. CONSTANT POWER CONTROL
Fig. 3 shows the integration of two wind farms into a
distribution network via the multi-terminal DC grid. The
MMC-EES is located at the grid side as an inverter, and
the conventional HBSM-based MMC operates as a grid-
forming rectifier which provides a stable voltage at the point
of common coupling (PCC) for offshore wind farms. The
wind farm side and the grid side converters are linked by the
transmission lines TL1 and TL2, and TL3 connects the two
grid-side MMCs to form a multi-terminal DC system.

FIGURE 3. Multi-terminal DC grid with MMC-EES for wind farm
integration.

For a lumped wind farm model that has Nwf wind turbines,
its total output power Pwf can be calculated as

Pwf =
1
2
Av3Cpρη × Nwf . (11)

where A is the wind sweep area, v is the wind speed, Cp is the
wind energy conversion rate value, ρ is the air density, and η

is the coefficient. As the power delivered from the rectifier
is not constant, the inverter MMC needs to supplement or
absorb extra energy to keep the desired import power into the
distribution grid, i.e., the balance between the power feeding

into the grid and the power in the DC yard is maintained by
the power of the MMC-EES.

The two control methods of MMC-EES as an inverter and
the grid-forming MMC as a rectifier are shown in Fig. 4(a).
The rectifier is expected to provide a stable voltage for wind
turbines. The PCC voltages after abc-dq transformation are
compared with their references v∗gd and v∗gq and then the
errors are regulated by subsequent PI controllers to yield
the current references i∗d and i∗q. On the other hand, the
inverters are in charge of establishing the DC voltage, the d-
axis reference current i∗d comes from regulation of the DC
voltage vdc, and the q-axis reference current i∗q is related to
reactive power or bus voltage control. The inner-loop current
control remains identical regardless of converter types. The
modulation signals m for 3 phases are generated after the
dq-abc transformation. The angle reference θ is predefined
without the usage of a phase-locked loop for the grid-forming
MMC, whereas it is calculated based on the 3-phase grid
voltage for an inverter.

FIGURE 4. MMC control scheme: (a) Outer loop control;
(b) coordinated submodule dc voltage and power control.

Fig. 4(b) demonstrates the submodule internal controller,
which includes regulations of capacitor voltage and super-
capacitor power, respectively. The control of capacitor Csm
voltage in an MMC SM is shown in the upper part of
Fig. 4(b), which is divided into average control and balance
control [28]. The actual capacitor voltage vc is compared with
its reference v∗c in the balance control, and the result is added
up with that of average control denoted by vau, as well as the
phase reference signal which links the internal controller to

VOLUME 11, 2024 199



its outer-loop counterpart and takes the form of

urefp =
Vdc
2N

− m, (12)

where Vdc is the converter DC voltage. As can be seen, the
first two switches denoted as S1 and S2 are the objectives of
the control scheme.

The second controller in Fig. 4(b) is designed for the
DC-DC circuit with embedded energy storage for power
compensation at the converter level. Since it independently
controls the turn-on and turn-off of the remaining two
switches S3 and S4, the switching frequency, denoted as fES ,
can be much higher than that of the carrier in the first PWM
scheme. In the meantime, the switch ON and OFF commands
for upper and lower IGBTs are opposite to that of the MMC
submodule. The set power reference of the entire MMC P∗

is distributed equally among the SMs with energy storage so
that P∗

sm, the reference power for each SM, can be derived as

P∗
sm =

P∗
− (VdcIdc)
6N

, (13)

where Idc is the converter-side current.
When there is a power shortage or surplus due to

disturbance in the wind farm, the MMC-EES is able to
provide stable power as a backup plant in this control strategy
so long as the complement is within its capacity.

III. MMC EMT MODEL OPTIMIZATION
The detailed electromagnetic transient modeling of the
MMC-EES is essential for a comprehensive design evaluation
since it provides insight into the converter operation status.
Tremendous computational resources are generally required
when the simulation of a grid-connected high-level MMC
modeled in its full scale is carried out. The consequent heavy
computational burden is first tackled by circuit size reduction
which results in the separation of submodules from the MMC
main circuit, as depicted on the left side of Fig. 5.

Since the frequency of the arm current is much lower than
the EMT simulation frequency, it can be considered as a
constant for two adjacent time steps, and therefore the SM
can be separated from the arm and forms a single subsystem
by inserting one step latency between the voltage and current
sources. TheMMCmain circuit becomes linear since after the
exclusion of all SMs, the arm is comprised of voltage sources
vpn, where n is from 1 to N , in addition to an inductor. On the
nonlinear SM side, the current injected into it is equal to the
arm current in the previous time step.

A. NONLINEAR SUBMODULE SPLITTING
The Norton equivalent circuit of the submodule with energy
storage is shown in Fig. 5, where each nonlinear power
switch is discretized and represented by a current source
fi (i = 1 - 4) in parallel with conductance Gi.
To reflect an accurate performance of the IGBT, the

free-wheeling diode is normally taken into consideration,
which indicates the power semiconductor switch model is

a combination of both. The gate signal g determines the
switching state of this combination.When the switch is turned
on, the conductance is 1/ron and the voltage drop von which
can be reliant on the collector current. When the diode is
under conduction, i.e., the ideal diode D0 is on, the total
voltage drop is induced by the p-n junction voltage Vj and
the resistor ron. The internal voltage drop of the IGBTs and
diode device results in the companion currents, i.e., f1, f2, f3,
and f4.

Circuit partitioning of the MMC significantly reduces the
number of nodes on both sides, as the submodule only has
5 nodes. The node voltage vector vSM in SM-ES could be
obtained by

vSM = G−1
SM · JSM. (14)

Since each submodule constitutes an independent circuit,
an extra node can be omitted. By taking Node 0 as a virtual
ground, the original 5th-order matrix is reduced to 4th-order.
Then, the 4× 4 admittance matrix GSM can be organized as:

GC + G1 + G3 − G1 − G3 0
−G1 G1 + G2 0 0
−G3 0 GL + G3 + G4 − GL
0 0 − GL GL + Ges


(15)

and the companion current vector is

JSM =


ICeq + f1 + f3
Js − f1 + f2
ILeq − f3 + f4
−ILeq + Ies

 (16)

In the matrices GSM and JSM, the transmission line
model (TLM) technique [29] is deployed to model reactive
components, i.e., capacitors and inductors, as transmission
line stubs, where the characteristic impedance are ZC =

dt/(2C) and ZL = (2L)/dt , respectively, and equivalent
current injection value in the SM-ES are

ICeq =
2viC
ZC

, ILeq =
2viL
ZL

, (17)

and Js is the arm current.
In order to improve the efficiency of circuit simulation,

the supercapacitor units are placed in a separate function
to calculate the equivalent conductance Ges and equivalent
current source Ies before using them as elements of the matrix
for the next step, where

Ges =
1∑Nsc

i=1 Rsc
, (18)

and

Ies = Ges
Nsc∑
i=1

(
r
ε

+
2RT
F

sinh−1
(

QT
√
8RT εc

))
. (19)

The GSM and JSM, along with the input current source Js,
are involved in the circuit solution. The solution of (14) is
iterative because of the diode nonlinearity, with the history
terms not updated until the solution converges.
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FIGURE 5. MMC partitioning by V -I couplings and SM with
embedded energy storage equivalent model.

B. MMC CONSTANT ADMITTANCE CIRCUIT
Following the splitting of submodules, each arm in the MMC
main circuit only consists of cascaded voltage sources vpi (i
= 1 to N ) along with an inductor, which takes the form of a
Thévenin equivalent circuit and therefore, can be transformed
into its Norton counterpart.

The arm voltage could be derived as

varm(t) =

(
N∑
i=1

vpi(t − 1t) + 2viLu/d (t)

)
+ (ZLu/d + Rarm)iarm(t), (20)

where viLu/d and ZLu/d are the incident pulse and impedance
of the inductor on the bridge arm as the TLM stub model,
respectively, and Rarm is the parasitic resistance of the
inductor.

The equivalent conductance and companion current of an
arm can be expressed as follows,

Geq =
1

ZLu/d + Rarm
, (21)

and

Ieq = (
N∑
i=1

vpi + 2viLu/d )Geq. (22)

Depending on the role of the MMC, its AC side is
connected to either a distribution grid that has a stiff voltage
or a wind farm that is modeled as a current source. The AC
side always accounts for 3 nodes irrespective of the converter
function. Then, with the transmission line on its DC side,
one converter station can be separated from another and a
constant admittance matrix with a minimum dimension of
5 is formed. The arm current Iarm, i.e., the terminal current of
a submodule Js, is obtained after solving the corresponding
matrix equation of the MMC main circuit and is used for
calculating the SM voltages at the next time step.

IV. GPU PARALLEL DESIGN AND IMPLEMENTATION
In this work, the Nvidia® Tesla V100 GPUwith 5120 CUDA
cores and 16GB HBM2 memory [30] and 20-core Intel®

Xeon E5-2698 v4 CPU are adopted for the high-performance
computing of the DC grid integrated with wind farms, with
a simulation time-step of 2 µs, since the high switching
frequency of the DC-DC converter.

A general CUDA program architecture that contains
several stages is shown in Fig. 6.

1) Perform data initialization on the CPU termed as
the host where global variables are first defined and
initialized.

2) Allocate memory for the GPU device to which data
from the host are copied via PCI-Express (PCIe).

3) Invoke kernels to perform operations on the device
where the time-domain simulation is conducted.

4) Copy the results to be analyzed from the device to the
host.

5) Free the allocated memory.

FIGURE 6. GPU simulation process flow chart.

Specifically, in the SM-ES kernel, the IGBT model is
programmed as a device function that is called four times,
and its outputs are involved in forming (14), which is solved
after Newton-Raphson iterations to determine whether vsm
converges. If the result converges, the simulation proceeds to
the next time step. Otherwise, the iterations will be repeated.

When a GPU kernel is invoked, it automatically launches a
few blocks, with each having an identical number of threads
that are specified in the CUDAC++ command. For example,
as depicted in Fig. 6, the SC kernel invokes a total number of
x × y threads, each corresponding to a physical component,
i.e., a supercapacitor. The block number x and the thread
quantity per block y are determined based on the actual
number of components in the entire DC system.

Fig. 7 shows massively parallel implementation of various
kernels that compose the 4-terminal DC grid integrated with
wind farms. All the variables exchanged between kernels are
defined and stored in the global memory of the GPU device.
Therefore, a global variable is accessible by an arbitrary
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thread and can also be exported conveniently to the host for
further analysis and data processing.

The supercapacitor kernel SC is responsible for calculating
the impedance and output voltage of all supercapacitors.
Then, the equivalent conductance and companion current
composing the Norton circuit of a supercapacitor array in an
SM are derived by another kernel SCsum. It is noticed that the
former kernel has more threads than the latter and their exact
numbers could be respectively expressed as

NT
SC =

Nstn
2

× 6N × Nsc, (23)

NT
SCsum =

Nstn
2

× 6N , (24)

where Nstn denotes the station number, which is 4 in this
work. Once the SC kernel completes the computation, its
outputs Rsc and Vsc, both of which are NT

SC dimensional, are
assigned to NT

SCsum groups, in each of which Nsc elements are
summed up.

Although the multi-terminal DC grid shown in Fig. 3
comprises two types of MMC submodule structures, i.e., the
HBSM and the SM-ES, they are written as one SM kernel
to improve the parallelism since under this circumstance,
all submodules can be implemented concurrently despite the
inhomogeneity. The two main differences are: the admittance
matrix size of the HBSM is 2 × 2 while the SM-ES is 4 × 4,
which can be solved by invoking the corresponding device
function, and the power control strategy for the energy storage
module is distinguished by the specific thread ID. Since not
every SM kernel in the GPU implementation needs the output
from the SC kernel, memory needs to be allocated reasonably
during the GPU kernel programming. As shown at the bottom
of Fig. 7, in the 4-terminal system, MMCs numbered 2 and
4 have embedded energy storage. Therefore, in the SM kernel,
the SC memory address needs to be biased accordingly by
the thread ID. The number of threads NT

SM is the same
as in (24).
In the meantime, the application of circuit partitioning

results in identical MMCmain circuits regardless of the roles
these converters play in the DC grid because both the three-
phase voltage and current sources can be represented by
Norton equivalent circuits and all the legs are structurally
identical. The AC side can be appropriately differentiated
between wind farms and grids by their types, and the
computation can be implemented in a SIMT manner by the
same kernelMMC which has Nstn threads.

Since a unified controller is available, the control process
of the rectifier and inverter MMCs can also be programmed
into the same kernels. The inner loop phase-shift control
kernel PSC , which is in charge of SM capacitor voltages
and does not need to branch off the scheme internally,
has a thread quantity NT

PSC equal to 3Nstn. In the outer-
loop control kernel PQ_Ctrl, the MMC-EES is distinguished
from a conventional MMC by its type to maximize the
efficiency of GPU implementation with a thread number
of Nstn.

FIGURE 7. Overall GPU program architecture for the transient
simulation of the MMC-EES based multi-terminal DC grid.

V. RESULTS AND VALIDATION
The voltage level of a grid-connected MMC should be
sufficiently high and therefore, various levels are simulated
and the results of a 51-level MMC are provided. The
simulation results are compared with the PSCADTM results
in a number of cases to verify the accuracy. Moreover,
a thorough investigation explores the comparative simulation
speed involving GPU-based simulation, single-core CPU
simulation, and multi-core CPU simulation enhanced by the
application of OpenMP pragmas.

The GPU implementation results with the energy storage
units being discharged are shown in Fig. 8 and Fig. 9. Fig. 8(a)
shows the power of the wind farm, MMC-EES, grid, and
transmission line, respectively. When t is 1.0 s, the output
power of the wind farm gradually decreases from 160 MW
to approximately 100 MW to simulate the situation where
the wind speed slows down. In this case, the power on the
DC transmission line TL1 changes in the same trend as the
wind farm, and the power provided by MMC-EES increases
from 140MW to 200MW so that the power on the grid side is
able to remain stable at 300MW. Even during the 0.4 s period
when the wind speed is quickly reducing, the distribution grid
is still provided a nearly constant 300 MW power attributing
to a fast converter response.

The DC voltages of both the inverter and rectifier are
presented in Fig. 8(b), where Vdc1 is the rectifier side voltage
while Vdc2 is from the inverter side. Vdc1 drops from about
206 kV to 204 kV between 1.0 s and 1.4 s, while the grid side
MMC DC voltage Vdc2 maintains at 200 kV because of its
designed function. The voltage difference 1V between the
two sides is reduced from about 6 kV to 4 kV due to the
power reduction of the wind farm. In Fig. 8(c), the 3-phase
PCC voltage of the offshore wind farm is depicted, and the
maximum value of the voltage is maintained exactly at the
expected 110 kV.

202 VOLUME 11, 2024



Shang et al.: Detailed Nonlinear Modeling and High-Fidelity Parallel Simulation

FIGURE 8. PSCADTM and GPU simulation results of discharging
mode: (a) Power of wind farm, MMC-EES, grid and transmission
line; (b) DC voltages; (c) wind farm PCC voltage.

FIGURE 9. PSCADTM and GPU simulation results of discharging
mode: (a) Voltages of capacitor and supercapacitor in SM-ES;
(b) DC-DC converter inductor current; (c) SoC of the
supercapacitors.

Fig. 9(a) depicts the voltage of the capacitor VCsm and the
voltage of the supercapacitor array VES in one of the SM-

ES for 3 different arms. VCsm increases temporarily from
around 3.9 kV to 4.0 kV during the dynamic period, while
the voltage of the energy storage module VES gradually
decreases from about 3.18 kV to 3.16 kV as a result of the
discharge. As shown in Fig. 9(b), the current of the inductor
in an arbitrary SM-ES maintains CCM. As the MMC-EES
provides more energy to the distribution grid, the current
IL increases from 0.148 kA to 0.218 kA between 1.0 s and
1.4 s, and the ripple current 1IL is about 0.007 kA. Fig. 9(c)
illustrates the SoC of five supercapacitors with different
initial voltages in an SM-ES. The high-fidelity modeling of
each individual supercapacitor can providemore details of the
behavior of all the supercapacitor components in the system,
enabling improved monitoring and energy management.
As can be observed, the supercapacitors discharge faster after
t = 1.0 s, so the slope becomes steeper and the overall SoC
decreases from 99% to 98.4%.

To demonstrate the accuracy of the GPU-based simulation
methodology, a detailed numerical comparison plot has been
provided. Taking the wind farm power Pwf 1 as an example,
the absolute error is calculated as:

Error =
|PPSCADwf 1 − PGPUwf 1 |

PPSCADwf 1

× 100%, (25)

where PPSCADwf 1 represents the PSCADTM simulation result
and PGPUwf 1 is obtained from GPU simulation. Fig. 10 (a)
depicts the error in the wind farm power Pwf 1 during the
simulation process, demonstrating an error not exceeding
0.014%. Fig. 10 (b) shows the overall error of capacitor
voltage VCsm at approximately 6% because of a shift of a
virtually identical waveform in the time axis. The DC voltage
Vdc1 error is exhibited in Fig. 10 (c), with a maximum value
not surpassing 0.004%.Additionally, Fig. 10 (d) characterizes
the error of inductor current IL , showcasing a gradual
reduction from an initial 1.6% to 0.4% at t=1.0 s.

FIGURE 10. Absolute error between GPU and PSCADTM

simulation results: (a) wind farm power Pwf1 error; (b) capacitor
voltage VCsm error; (c) DC voltage Vdc1 error; (d) inductor
current IL error.
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As a common operation scenario of the system, Fig. 11
and Fig. 12 demonstrate the transition between the two states
of charging and discharging. In Fig. 11(a), the initial power
of the wind farm is still 160 MW, and at 0.4 s, Pwf 1 starts
to progressively increase, reaching around 250 MW at 1.4 s.
Since the grid-side reference power is set to 200 MW, it can
be seen that the output power of MMC-EES1 PMMC−EES1
decreased from its initial value of 40 MW to −50 MW at
t = 1.4 s due to the energy storage system transitioning
from discharge mode to charge mode to store the additional
amount of energy. Throughout the process, Pgrid1 maintains
a stable power level, proving the satisfactory performance
of the system in both dynamic and steady-state conditions.
It can be seen from Fig. 11(b) that Vdc1 keeps increasing
from 206 kV at 0.4 s to about 209 kV at 1.4 s. The inverter
side DC voltage Vdc2 stabilizes at 200 kV as a result of
the DC voltage control of MMC-ES. The DC voltage on
the rectifier side becomes larger at 1.4 seconds, i.e., 1V2 is
almost 4 kV greater than 1V1. The wind farm PCC voltages
are provided in Fig. 11(c) with the peak value remaining at
110 kV throughout.

FIGURE 11. GPU and PSCADTM simulation results of mode
transition: (a) Power of wind farm, MMC-EES and grid; (b) DC
voltages; (c) PCC voltage of wind farm.

The VCsm and VES in three different SM-ESs are presented
in Fig. 12(a). VCsm drops slightly until 1.4 s and then rises
afterward, and its value keeps around 4.0 kV. VES decreases
briefly until 0.4 s and gradually increases between 0.4 and
1.4 s, with a slower rate of increase after 1.4 s. In Fig. 12(b),
the variation of IL is shown. Before t = 0.4 s, it is greater

FIGURE 12. GPU and PSCADTM simulation results of mode
transition: (a) Voltages of capacitor and supercapacitor in
SM-ES; (b) DC-DC converter inductor current; (c) SoC of the
supercapacitors.

than 0, at approximately 0.04 kA, because the supercapacitors
are being discharged at this time. Later on, IL goes from
positive to negative and remains at −0.04 kA at 1.4 s,
indicating that the supercapacitor is under the charging state.
The current ripple 1IL is about merely 0.004 kA which
guarantees the CCM. Fig. 12(c) shows the trend of the SoC
of supercapacitors with several various initial conditions. The
SoC decreases steadily from the beginning to about 1.0 s
and then starts to rise, indicating the transition of the energy
storage system from a discharging state to a charging state.

The role of the MMC-EES in maintaining power system
stability is illustrated in Fig. 13 where system-level results are
compared with the scenario without EES. The entire system
shown in Fig. 3 operates under steady-state until t = 1.0 sec
when both wind farms are suddenly disconnected. As a result,
MMC1 and MMC2 do not receive any active power at their
AC sides, but MMC-EES1 and MMC-ESS2 can still deliver
the same amount of power to the IEEE 39-bus-test power
system after a slight momentary perturbation. Due to their
quick response, the AC grid maintains frequency stability,
since all 10 generator buses have a frequency close to 60Hz.
Meanwhile, the AC bus voltages are also not subjected to
obvious changes. In contrast, the output power of the two
grid-side MMCs would plunge to zero if they do not have any
energy storage units installed, and subsequently, the generator
bus frequencies and voltages drop quickly.

The GPU-based simulation shows a tremendous advantage
over PSCADTM in terms of speed. It takes 890 seconds
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TABLE 1. Four-terminal DC system simulation speed comparison.

FIGURE 13. System-level simulation result comparison with
MMC-EES and MMC without ESS in IEEE 39-bus system:
(a) MMC output power; (b) Frequency response of generators;
(c) voltages of generator buses.

for PSCADTM to run a 2-second simulation with merely
1 supercapacitor in each submodule of a 5-level MMC-based
HVDC, while GPU only needs around 40 seconds. Therefore,
in Table 1, the execution times of GPU (tGPU ) are compared
with the partitioning algorithm on single-core CPU (tCPU1)
and multi-core CPU (tCPU2) for different levels of MMC
systems Speedups SP1 and SP2 are calculated as the ratios
of single-core CPU simulation time to the multi-core CPU
and GPU simulation times, respectively. Additionally, the
speedup results are analyzed for two different amounts of
supercapacitors. For 2 supercapacitors in each SM-ES of
a 401-level MMC, SP1 is 2.2 and SP2 is 10.6, while for
20 supercapacitors in the same case, SP2 exceeds 20 and
SP1 is 4.3. Due to the partitioning optimization algorithm and
more available hardware resources, speedups are obtained by
both multi-core CPU and GPU. It can be seen that the GPU as
an acceleration platform achieves an overall faster simulation
speed than the CPU, and a higher speedup is gained
with either a higher MMC level or more supercapacitor

components in an array. The inherently parallel architecture
of GPU fundamentally aligns with the parallelizable nature
of MMC system simulations, thus resulting in outstanding
acceleration.

VI. CONCLUSION
This paper proposes the detailed nonlinear modeling of
MMC with embedded energy storage system for efficient
high-fidelity parallel transient simulation of wind energy
grid integration. By absorbing or releasing an appropriate
amount of power, the MMC which has embedded energy
storage in its sub-modules reduces the risk of grid stability
arising from stochastic wind power generation. Detailed
modeling and control strategy design of the MMC-EES is
carried out and applied to a four-terminal HVDC system. The
modeling approach as detailed as individual supercapacitors
allows their behavior to be monitored, thus providing more
accurate information from system simulation for evaluation
and energy management. As the high fidelity induced a
remarkable computational burden to sequential processing
on the CPU, the massively parallel computing advantage of
GPU is exploited. Structures with homogeneity are designed
and programmed into a single kernel, and manipulation of
inhomogeneity is investigated to obtain a more significant
acceleration. Different operation scenarios were performed
to demonstrate the promising characteristics of the MMC-
EES-based HVDC system from both dynamic and static
perspectives. Significant speedups over CPU simulation have
been achieved and the accuracy of the implementation as well
as the computational advantages are verified by comparing
the results with off-line simulations on the CPU.

APPENDIX
The MMC-EES submodule parameters: Nsc = 2-20,
Rsc = 2.1 mΩ , Csm = 10mF, Lsm = 0.03 H, Vdcref = 200 kV,
fsm = 1 kHz, fES = 5 kHz.
The parameters of the 51 to 401-level MMC:

Lu,d = 50 mH, Ldc = 200 mH.
DC transmission line parameters: length 20km,

r0 = 0.05 �/km, l0 = 0.25 mH/km, C0 = 0.75 µH/km.
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