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ABSTRACT This study introduces a vision system that can acquire images at high speeds and high
resolutions. Image sensors are used not only in digital still cameras but also in various applications that
require capturing wide luminance differences beyond human perception. For example, fast, high-resolution
object recognition, and motion tracking in automatic driving systems are essential, particularly in dark
tunnels or the mid-summer sunshine. However, the resolution, frame rate, pixel size, and dynamic range
should be traded off to achieve a high performance in capturing moving objects with a high contrast. We
have developed a high-speed vision system with a readout operation of 1000 fps, resolution of 4K × 4K,
dynamic range of 110 dB, and fine pixels of 2.7 μm. These characteristics were achieved using several
technologies such as 1) coded exposure (CE), which divides the image plane into smaller blocks and
controls the exposure time of each block individually, 2) arrangement of analog-to-digital converters in
parallel for each block, and 3) three-dimensional wafer stacking, which enables high-density integration of
circuits and pixels. The proposed system can be applied in CE-based computational imaging in addition
to high-dynamic-range applications for handling both the dark and bright areas in a scene.

INDEX TERMS Block parallel, coded exposure (CE), high dynamic range (HDR), high-speed imaging,
stacked CMOS image sensor (CIS), vision system.

I. INTRODUCTION

IMAGE sensors are not only used for taking photos but are
also increasingly expected to serve as intelligent systems

with surrounding configurations. Coded exposure (CE) [1],
[2] is a method applied in intelligent system approaches;
thus, various functions can be realized by selecting an
integration variable in the plenoptic function [3]. A high
dynamic range (HDR) can be realized when the integra-
tion variable is time. Various methods have been proposed
for achieving HDR. The lateral overflow integration capac-
itor (LOFIC) method was introduced that could provide
a plurality of detection capacitors [4]. Another method was
presented to prevent photo diode (PD) saturation by adding
low-sensitivity pixels [5]. However, the proposed methods

required an enlarged pixel size. Alternatively, a high-speed
readout, such as an array-parallel analog-to-digital con-
verter (ADC) structure [6], is useful for integrating multiple
frames [7] to realize HDR. However, this increases the
noise level and requires a faster readout to reduce motion
artifacts. To mitigate these adverse effects, a method was
proposed in which a pixel array was divided into multiple
blocks, and the signal integration time of each block
was individually controlled [8]. In another method, CE
was demonstrated using the pixel-level control of exposure
time [9], [10], [11], [12], [13], [14], [15], [16] in addition
to the HDR application. In these methods, the readout path
and control circuitry should be arranged within the same
plane because of unstacked sensors used; thus, the pixel
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FIGURE 1. Device structure.

size is relatively large, and a high resolution is difficult
to realize. Furthermore, a digital pixel sensor that used
the stacked technology to expand DR was proposed [17].
Indeed, it measured the time until PD saturated for each
pixel.
We have reported on a sensor architecture and system con-

figuration that can achieve 4K × 4K resolution and 1000fps
high-speed readout at the same time [18], [19]. In this paper,
we describe the details of the vision system: key technolo-
gies for 1000 fps operation, signal processing and control
algorithms, and experimental result of CE applications. We
demonstrated the ability of CE by individually controlling
the exposure time for each block of pixels using a stacked
structure.
The remainder of this paper is organized as follows.

In Section II, the architecture of the proposed image sen-
sor is described. Section III presents the configuration of
the experimental system using the image sensor and field-
programmable gate arrays (FPGA). The implementation
and performance results of the prototype image sensor are
presented in Section IV. Section V discusses the experimen-
tal results for HDR imaging and other applications. Finally,
Section VI draws the conclusions.

II. SENSOR ARCHITECTURE
A. BLOCK DIAGRAM
Fig. 1 shows a conceptual diagram of the proposed image
sensor. This 1-inch image sensor has two layers: the top
chip comprises back side illumination (BSI) pixels, and the
bottom chip is used for signal processing; the layers are
bonded to each other. The area with the highest density
consists of two contacts per pixel. The top chip has a pixel
array, which is divided into H264 × V264 exposure control
blocks with a basic unit of H16 × V16 pixels. Smaller
block size is better, but area is limited. The optimal solution
for pixel size, circuit area, process, connection electrode
density between 2 layers, and ease of signal processing is
16x16. The bottom chip has ADC circuits, logic circuits,
high-speed interfaces (HS-IF), and H264 × V132 readout
circuits (readout units), which are arranged directly below the
pixels. Each readout unit corresponds to H16 × V32 pixels
as the basic unit.

FIGURE 2. Exposure block and readout unit.

B. BLOCK ARRAY STRUCTURE
Fig. 2 shows a schematic of the readout unit and two expo-
sure blocks. Each pixel comprised a PD and five transistors.
The reset transistor (RST) and select transistor (SEL) were
controlled by a global pixel driver placed in the periphery
of the bottom chip. Both the photoelectron transfer transis-
tor (TX1) and PD reset transistor (TX2) were controlled for
each block by a local pixel driver in the readout unit. The
readout unit is composed of 16 column ADCs, a data trans-
fer circuit, an integration time controller, and a local pixel
driver. Moreover, ADC is a single-slope type, and the ramp
signal and counter are supplied by the peripheral circuitry
of the bottom chip. Each ADC is connected to its corre-
sponding pixels (1-32) via a vertical signal line and source
followers (SFs).

C. KEY TECHNOLOGIES FOR 1000 FPS OPERATION
Fig. 3 shows a signal readout block diagram from the pixel
to the HS-IF and a timing chart for one row period. Pixel
signals were converted into digital data using ADC. Binary
conversion and correlated double-sampling (CDS) operations
were performed using the readout logic. Subsequently, sig-
nals were output through the HS-IF. Frame rate of this block
parallel architecture can be defined as follows:

fps = 1

Trow
× Nvunit

Nvpix
Trow = (

Tpix + Tvline+Tadc
) + Ttransfer + TIF (1)

where Trow, Nvpix , Nvunit , Tpix, Tvline, Tadc, Ttransfer and TIF
are readout time per row, total vertical pixels, vertical num-
ber of readout unit, pixel reset and transfer time, settling
time of vertical signal line (VLN), conversion time of ADC,
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FIGURE 3. Signal readout flow.

FIGURE 4. Block exposure control diagram.

data transfer time from ADC to peripheral readout logic
and the time of stream out. This image sensor has three
key technologies and methods for high-speed operation. The
first is to reduce the settling time by dividing the VLN
for each readout unit. The second is arranging ADC for
each block to improve the parallel processing. The third is
the pipeline operation of ADC, data transfer and HS-IF. In
the current configuration, frame rate is limited by HS-IF to
1000fps.

D. BLOCK EXPOSURE CONTROL STRUCTURE
Operational modes of the exposure control include the “No
Skip Mode” for short exposure times less than one frame,
and “Skip Mode” for long exposure times more than one
frame. Fig. 4 shows a simplified block diagram and timing
chart of the exposure control. The integration time controller
comprises a row counter, an address decoder, and four flip-
flops that hold an exposure time register setting. The register
has four bits per block, of which three are used to encode
eight exposure times within one frame. The remaining bit
is a mode-select signal, which is used as a mask signal that
skips the reading of photoelectrons. The register is updated
for each frame. The local pixel driver, composed of a level

TABLE 1. TV for exposure times.

shift circuit and driver circuit, scans pixels in a predeter-
mined row based on the decode signal of the integration
time controller and SEL signal. Each readout unit is associ-
ated with 32 rows of pixels, corresponding to two exposure
blocks per frame. In the “No Skip Mode,” TX1 is sequen-
tially controlled to cross two exposure blocks, and TX2 is
independently controlled for each block according to the inte-
gration time. Short exposure times of one horizontal period
or less can be achieved because the controls for TX1 and
TX2 are independent. Moreover, “Skip Mode” can be real-
ized by skipping the TX1 and TX2 operations using the mask
signal. With the above configuration, the exposure time of
each block was individually set by the integration time con-
troller, and a rolling shutter reading of 16 × 32 pixels in
each unit was performed simultaneously. Each block has an
integration time controller that includes the selection of two
modes. The two-dimensional matrix of the exposure time
for each block (exposure-time table) was changed for each
frame. Thus, with H264 × V264 resolution and 3-bit grada-
tion, various exposure patterns can be created for each frame,
resulting in HDR imaging. In addition, controlling exposure
time over multiple frames makes the bit depth extend. Image
acquisition can be performed by changing the exposure time
for each block based on the exposure-time table, indicat-
ing the by time value (TV), which logarithmically defines
the exposure time. The acquired image signals were multi-
plied and added according to TV. Consequently, images with
a total of 11 exposure stops could be acquired at a high
speed by setting the exposure time for seven exposure stops
within one frame and four exposure stops for over a period
of 16 frames.
Table 1 lists TVs for exposure times, which differ from

the TV setting of a typical camera. In the case of one to
seven exposure stops, which have an exposure time of TV0–
TV7, the “No Skip Mode” is used. That is, the TX1 and
TX2 operations never become skipped for every frame to
control the exposure time within a frame. In the case of
11 exposure stops, the “No Skip Mode” is used for TV0–
TV7, whereas the “Skip Mode” is used for TV8–TV11. In
this mode, the TX1 and TX2 operations are skipped during
the long exposure, crossing several frames.
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FIGURE 5. Timing chart of pixel read out.

E. TIMING CHART OF PIXEL READOUT
Fig. 5 shows timing charts of the pixel readout. The stacked
sensor operates in a rolling shutter (RS) mode, which reads
out 32 rows of pixel signals for each block sequentially
row by row, or a global shutter (GS) mode, which uses the
floating diffusion (FD) memory.
In the RS mode, the operation is the same as that of

conventional sensors. As shown in Fig. 5(a), the reset level
of the FD potential is first read out as a reference signal,
followed by the readout of the PD signal level. Subsequently,
the CDS operation is performed by subtracting the reset level
from the signal level.
In contrast, the GS mode, the signal level is read first, then

the reset level, as opposed to RS. The read noise is larger
than that of the RS mode because CDS does not function
effectively, that is, the threshold voltage (Vth) variation of
the SF for each pixel can be canceled, but the kT/C noise of
the RST cannot be removed. However, this configuration can
reduce the pixel size without additional in-pixel memories.
The GS operation includes the global reset (GR), global

transfer (GT), and sequential readout (SR) phases. In the
GS mode, the read noise is increased because CDS does
not function effectively. In the GR phase, RST is enabled
in all pixels to reset FD. In the GT phase, TX1 is enabled
in all pixels to transfer PD signals to FD. Subsequently, in
the SR phase, after activating SEL for the first row and
reading out the signal level to ADC, RST is enabled again
to read out the reset level. This SR operation is repeated for
32 rows sequentially, and a digital CDS is performed in the
peripheral circuitry. A dark current difference of FD occurs
at the boundary between the 1st and 32nd rows, but it is small
compared to the read noise and is at an insignificant level.

FIGURE 6. Camera system configuration.

In addition, the proposed CMOS image sensor (CIS)
allows for frame skipping in both the RS and GS modes,
which is effective for each exposure block, and allows for
arbitrary exposure control in the readout operations, where
the frame rate is not fixed.

III. CONFIGURATION OF THE EXPERIMENTAL SYSTEM
A. CAMERA SYSTEM
Fig. 6 shows the configuration of the system. This system
comprises a camera head, camera control unit, and host per-
sonal computer (PC). The camera head has a lens unit and
image sensor board. The camera control unit is composed
of two FPGAs and a power supply board, and functions to
control the image sensor, supply power, and receive image
data. Moreover, PC controls the entire system and processes,
and saves the images.
The image data from the sensor are input to each

FPGA in the camera control unit via 24 channels at a time.
FPGA adjusts the data rate and width, and transfers data to
PC through an optical fiber. To calculate the exposure time
of each block, we prototyped two systems based on the
application. The first system calculates the exposure time in
FPGAs of the camera control unit, assuming that the sub-
ject moves at a high speed. The exposure time is calculated
based only on the light intensity of the acquired image. The
calculation takes less than 1ms by using a pipeline operation
without any frame memory, and the exposure time can be
set differently for each frame, but since but the exposure
time for 8 frames is transferred once every 8 frames, the
update latency is 8 frames.
The second system calculates the exposure time in

PC. More advanced and precise exposure control is pos-
sible considering the surrounding blocks or multiple frames.
In addition, PC has another FPGA system inside, which
enables the calculation and processing of both the software
and FPGA (hardware) bases.
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FIGURE 7. Diagram of the AE process.

B. IMAGE PROCESSING
1) AUTO EXPOSURE (AE) CONTROL

In order to obtain the optimum HDR image, it is necessary
to perform AE to set the exposure time of each block before
shooting. To capture the best HDR image, the exposure time
of each block should be controlled to obtain the highest
signal-to-noise ratio (SNR) in the block, without saturated
conditions.
For further exploration of the starting point, the proper

exposure-time table are explained using the photographs in
Fig. 7. First, the exposure-time of all blocks is set to the
same and pictures are captured by changing the exposure
time from TV0-TV7. Next, the camera system determines
on a block-by-block exposure time that is not saturated and
maximizes the block’s SNR. Finally, the exposure time of
each block are recorded in the exposure-time table. If in
an environment where the exposure state of the subject
changes, many schemes can be used to efficiently obtain
the optimum HDR image, such as by sequentially updat-
ing the exposure-time table during live view execution and
a method to control exposure based on motion information
in addition light intensities [6].

2) IMAGE PROCESSING FLOW

Fig. 8 shows the image signal processing (ISP) flowchart.
The ISP flow contains the IF, DRAM control, ISP con-
trol, and several processing modules. These elements are
controlled using a PC through the PCI buses.
First, the input signals are provided from the CIS out-

put of HS-IF. These signals are rearranged in the raster
format (H4224 × V4224, Bayer order), and stored in
DRAM. Subsequently, several preconditioned corrections,
such as DC offset and defect corrections, are applied to
the image data.
Second, the flow is separated in the directions of HDR

and block exposure control.
In the HDR flow, the frame addition is applied when frame

rates are lower than 1000 fps. Moreover, CIS runs at 1000 fps
and post-processing operates at 16-frames (62.5 fps) interval,
as discussed in Section II-C. Subsequently, white-balancing
and tone-mapping are applied. In the block exposure control

flowchart, AE is applied and exposure-time table is provided
to CIS through the exposure IF.
The input signal has a depth of 12 bits, HDR signal with

single-frame CE has a depth of 19 bits, and HDR signal
with a 16-frame CE has a depth of 23 bits. The final output
signal after tone-mapping has a depth of 14 bits.
Consequently, all image data are processed in the raw

data format (RAW); thus, no Bayer interpolation is applied
until the final output. Furthermore, the colorized processes
for input, intermediate, and output steps are performed in PC.

3) TONE CURVE

1) Photographic tone-reproduction operator: Based on the
illumination or tonal range values, so-called the key values,
of the scene, the logarithmic mean luminance is an approx-
imation of the key values of the scene. Moreover, Lω is
calculated as follows:

Lω = 1

N
exp

⎛

⎝
∑

x,y

log(δ + Lω(x, y))

⎞

⎠ (2)

where Lω(x, y) is the global luminance of pixel (x, y), N is
the total number of pixels in the image, and δ is a small value
used to avoid singularities that occur when black pixels in
the image exist. When the scene has a normal key, the key
is the mid-gray of the displayed image, or 0.18 on a scale
of 0 to 1 [20]. In addition, it yields

L(x, y) = aLω(x, y)/Lω (3)

where L(x, y) is the scaled luminance and a is the is a key
value that is chosen appropriate to the key of the scene.
2) Local sigmoidal tone-reproduction operator: In the case
of digital images, applying the sigmoid operator with key
values is possible for every pixel. The combination of simple
tone-mapping and local sigmoidal operator yields the simple
tone-mapping operation as simple tone mapping operation

Ld(x, y) = L(x, y)/{1 + L(x, y)} (4)

and the Reinhard local operation as

Ld(x, y) = L(x, y)/{1 + V(x, y)} (5)

where Ld(x, y) is a display luminance and V(x, y) is the aver-
age luminance of a local neighborhood of a certain size [20].
In the proposed system, operators for every block are applied
as tone-mapping to the final RAW image data.

IV. SENSOR IMPLEMENTATION AND PERFORMANCE
A. IMPLEMENTATION
Fig. 9 shows a micrograph of the prototype image sensor.
Top and Bottom chips were fabricated using a 65-nm process
and stacked with each other. The die size is 18.87 mm(H) ×
14.28 mm(V).
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FIGURE 8. Image signal processing flow.

FIGURE 9. The die photographs.

FIGURE 10. SNR in RS and GS.

B. SENSOR PERFORMANCE
1) SNR OF RS AND GS MODES

The measured SNR in the RS and GS modes are shown
in Fig. 10. The exposure time was 1 ms for all blocks.
The right end of the theoretical curve shows the full well
capacity (FWC). The theoretical curve for SNR is expressed
as follows:

SNR = 20 log

(
Qt/

√
N2
shot + N2

dark + N2
r

)

∵ Ndark � Nr

∼= 20 log

(
Qt/

√
N2
shot + N2

r

)
(6)

FIGURE 11. SNR with CE, single frame capture.

where Qt, Nshot, Ndark and Nr are the number of signal
electrons, the shot noise expressed as

√
Qt, the dark current

noise, and read noise. For an exposure time of 1 ms, Ndark
is negligible because it is sufficiently smaller than Nr. The
measured Nr in the RS and GS modes is 2.9 e−rms and 18.4
e−rms, respectively. The number of signal electrons under the
same illumination has the same number of electrons in both
modes. In sufficiently bright conditions, Nshot is the dominant
factor in the total noise; therefore, SNRs in the RS and
GS modes are approximately identical. Moreover, in dark
conditions, Nr is the dominant factor in the total noise; thus,
SNR in the RS mode is higher than that of the GS mode.

2) SNR WITH SINGLE-FRAME CE

Fig. 11 shows SNR with block-wise CE which demonstrates
the calculation results for seven exposure stops at 1000 fps
in the “No Skip Mode” based on the measured SNR in the
RS mode, as shown in Fig. 10. To obtain a high SNR, it
is desirable to use the longest exposure time. However, if
the signal saturates, the correct output cannot be obtained.
Signal saturation occurs in PDs, signal detectors, and ADCs,
all of which can be prevented by reducing the exposure time.
Having seven exposure stops with single frame expands the
saturation signal level 27 times equivalently. Therefore, an
HDR photography is possible by an appropriate adjustment
of the exposure time. SNR with single-frame CE (SNRCE)
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FIGURE 12. SNR with CE, 16 frames capture.

can be calculated as follows:

SNRCE ∼= 20 log

(
αQt/

√
(αNshot)2 + (αNr)2

)

α = 2(7−N)

= 20 log

(
Qt/

√
N2
shot + N2

r

)
(7)

where α is the multiplication of the exposure time normal-
ized by 1 ms to a power of 2 and N is the TV number.
The acquired image is reconstructed by multiplying the gain
according to the TV number, but since both the signal and
noise are multiplied by the gain, the SNR can be expressed
in the same as in (6). The graph of “Best SNR” shows the
best case using the highest SNR condition. Because FWC
does not increase, SNR becomes a jagged graph, as shown
in Fig. 11.

3) SNR WITH A 16-FRAME CE

Fig. 12 shows SNR for a case with 11 exposure stops.
Exposure time is in the range of TV0–TV11. The image
signal is captured at a readout operation of 1000 fps and
obtained using 16 frames in a combination of the “Skip
Mode” and “No Skip Mode.” For seven exposure stops from
TV0 to TV7, the image signals are obtained in every frame
of 1000 fps using the “No Skip mode.” In the TV8 con-
dition, signal electrons are integrated during two frames in
the “Skip Mode.” This implies that the exposure time was
2 ms, skipping a single frame. At TV9, signal electrons
are integrated during four frames, which have an exposure
time of 4 ms, skipping three frames. Similarly, by increasing
the number of skipping frames to TV11 (15 frames), signal
electrons are integrated, and finally all image signals are
obtained at the end of the 16th frame. In the TV11 condi-
tion, the total number of signal electrons increases by a factor
of 16, and the noise component increases by a factor of 4
(=√

16) for the same illuminance. Therefore, SNR expands
by approximately 12 dB compared to the single-frame CE
Additionally, when the exposure time is shorter than

16 ms, the signals can be read multiple times, and each

readout signal can be integrated. Therefore, the total expo-
sure time for TV7–TV11 is 16 ms. TV11 uses the frame
skipping to store 16-ms worth of charge in PD and reads
it out only once. In contrast, TV7 reads out 16 times every
1 ms and accumulates them. Moreover, performance trade-
offs between a longer integration time of more than 1 ms
(a single-frame capture) and a higher number of accumula-
tions (multi-frame captures) at the same exposure time exist.
Because the exposure time at TV11 is 16 times longer than
TV7 (1 ms), TV11 has the same number of signal electrons
with 1/16 of the illumination as TV7, yielding the same
SNR. Therefore, it is more resistant to darkness.
However, the signal saturation is traded off because

TV11 accumulates the signal for 16 ms and reads
out only once; thus, the signal saturates when exceeds
FWC. Therefore, TV11 can be used only under low-
illumination conditions, where it does not saturate. In the
case of adding 16 frames at TV7, the readout and accumu-
lation are performed 16 times for 1 ms each; thus, the signal
can be read out up to 16 times higher illuminance than that
of TV11 without saturation. The maximum total number of
signal electrons is 16 × FWC. However, because 16 read-
outs are performed, the readout noise increases by a factor
of 4 (= √

16). Therefore, SNR in dark areas is worse than
that in TV11.
The characteristics of TV8–TV10 is between those of

TV7 and TV11. The SNR with a 16-frame CE (SNR16−CE)
equation can be expressed as follows:

SNR16−CE = 20 log

(
Qt16/

√
Qt16 + N2

dark16 + nN2
r

)

∼= 20 log

(
Qt16/

√
Qt16 + nN2

r

)
(8)

where Qt16 is the number of signal electrons accumulated
during the 16-frame period, Ndark16 is the number of dark-
noise electrons during the 16-frame period, and n is the
number of readouts during the 16-frame period, that is,
16 readouts without frame skips, and 1, 2, 4, or 8 read-
outs with frame skips. For an exposure time of 16ms, the
dark current noise is less than 1/5 of the readout noise and
is a small value, so it can be ignored. The “best SNR” graph
shows the best case using the highest SNR condition from
TV6 to TV0.

4) BLOCK TO BLOCK NOISE DIFFERENCE

Fig. 13 shows the block steps at the adjacent block boundary
when in a dark scene a point light source exists. To avoid
the saturation of blocks with the point light source, they
should be shot with a short exposure (e.g., 1/128 ms; TV0).
However, its neighbor block, has no high-intensity objects.
To maximize the SNR of the neighbor block, it should
be captured with a long exposure (e.g., 1 ms; TV7). The
boundary area between light source blocks and the neigh-
bor blocks is continuous illuminance. However, as is clear
from comparing the graphs of TV0 and TV7 in Fig. 10,
a significant change of TV causes a large SNR step at the
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FIGURE 13. Steps at the adjacent block boundary.

TABLE 2. Summary of sensor characteristics.

block boundaries. Therefore, it is preferable to control the
TV settings appropriately in adjacent blocks. In the proto-
type camera system, the exposure time in adjacent blocks
is controlled in one or three steps. The number of steps
required to limit the exposure time in adjacent blocks can
be changed by parameter setting. The image quality near
point sources gives priority to preventing block steps rather
than improving SNR.
Table 2 summarizes the performance of the prototype

image sensor. The DR without CE was 68 dB, which can
be expanded by 110 dB (27 times or 42 dB) with a single-
frame CE of 1000 fps, and by 132 dB (211 times or 66 dB)
with 16-frames CE. The supply voltages are 3.3V for ana-
log domain and 1.8V and 1.25V for digital domain and the
power consumption at 1000 fps is 7.4 W.

V. EXPERIMENTAL RESULTS FOR HDR IMAGING
A. BLOCK EXPOSURE
Fig. 15 shows the experimental results of CE. To generate
an exposure-time table, the original image was first divided
into 264 × 264 blocks, and the average value of each block
was converted into 3-bit gradation data. Subsequently, the
exposure time was set from 1/128 to 1 ms, correspond-
ing to the 3-bit data. A photography was performed on

FIGURE 14. Experimental results of CE.

a light box without patterns under uniform illumination
using an exposure-time table. The block-exposure can pro-
duce a coded image in a single shot. Furthermore, setting
the exposure time frame by frame or across frames yields
various coded patterns.

B. HDR IMAGING
1) HDR IMAGE SYNTHESIZING BY EXPOSURE
BRACKETING

Fig. 14(a) presents images obtained by changing the expo-
sure time without CE. This approach is known as exposure
bracketing or multiple exposures, which is used for the syn-
thesis of HDR images [21]. Several images with different
exposure times were prepared. Moreover, DR of each image
is relatively small (68 dB in the developed sensor); there-
fore, blackouts and whiteouts occur. Therefore, many images
are required; thus, a long time to capture images is needed.
Subsequently, we scanned all image data at each exposure
and found and recorded signals of the highest SNR regions,
excluding the saturated regions. When saturated regions were
obtained, the data were left as is and recorded even though
the minimum exposure time was applied in the camera set-
ting. Finally, HDR was generated while collecting the regions
with the highest SNR and synthesizing them into one image.

2) HDR IMAGE BY SINGLE FRAME CE

By comparison, as shown in Fig. 14(b), an HDR image is
acquired and calculated with CE using the proposed sensor
and post-processing system. In the single frame mode, the
reconstruction is shown in the following equation,

E′(i, j) = E(i, j) × α

α = 2(7−N) (9)
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FIGURE 15. Experimental results of HDR with single frames using CE in RS mode.

where E(i, j) is a data matrix for each block of captured
image, i and j are array numbers of exposure blocks, E′(i, j)
is a data matrix of reconstructed image and N is the TV
number of each block. The calculation is applying the gain
table to the captured image data yields a high DR image. The
gain table is simply the inverse number of exposure times
(TV number). By using block-wise CE, a 110 dB image can
be acquired in one shot (1 ms).

3) HDR IMAGE BY 16-FRAME CE

In the 16-frame mode, as shown in Fig. 16, the sensor
was driven at 1000 fps, and the post-processing system
operation interval was 16 frames, including the skipping
frames. Image acquisition was performed by changing the
exposure time for each block based on the exposure-time
table, denoted as TV, which logarithmically defines the
exposure time. The reconstruction performs the following
equation,

E′(i, j)(TV0−6) =
16∑

frame=1

E(i, j) × α

E′(i, j)(TV7−11) =
M∑

frame=1

E(i, j)

M = 211−N (10)

As shown in (10), multiplication and addition processing of
the acquired image according to the TV. The frame skipping
scheme is achieved using the mask bit, as discussed in

Section II-C. For example, region A in the image data is
exposed in t = 16 ms by skipping 15 frames, and region
B is exposed in t = 8 ms and added to a single frame by
skipping seven frames twice. Similarly, decreasing the expo-
sure time and adding several frames into a single frame is
performed until an exposure time of 1 ms. When the expo-
sure time is shorter than 1 ms, the frames are simply applied
gains and added 16 times. Therefore, images with a total of
11 exposure stops can be acquired at 62.5 fps by setting the
exposure time for seven exposure stops within one frame
and four exposure stops over a period of 16 frames.

C. ADAPTIVITY FOR MOVING OBJECT
Fig. 17 shows the responsiveness of the exposure control
to a moving object in RS mode. The sensor was operated
at 1000 fps, while the object was horizontally moving on
the screen. Without exposure control shown in Fig. 17(a),
the body text becomes oversaturated when the object dashes
from dark to light areas at frame #345 relative to the initial
state at frame #1. With the dynamic exposure control in every
eight frames shown in the Fig. 17(b), updating the exposure-
time table every eight frames suppresses the oversaturation
of characters on the body and realizes an HDR image.
On the other hand, artifacts due to the latency of exposure

update can be confirmed at boundaries of movement such
as near the front wheel. The major factor of the latency is
SPI communication between FPGA and the image sensor.
So, speeding up the SPI or updating the exposure table only
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FIGURE 16. Experimental results of HDR with 16 frames using CE in RS mode.

FIGURE 17. Experimental results for moving objects.

in motion areas reduces the artifacts, and prediction using
motion vectors is also useful.
Fig. 18 shows the experimental results of shooting moving

objects in RS and GS modes. In RS mode, high-speed shoot-
ing at 1000 fps suppresses the shutter distortion across the
whole image that occurs with conventional sensors. However,
the partial shutter distortion occurs every 32 rows due to
the block-based readout operation. In GS mode, the above
distortion is eliminated.

FIGURE 18. Comparison of RS and GS.

D. PERFORMANCE COMPARISON WITH EXISTING
SENSORS
Table 3 presents a comparison of the performance of the
proposed sensor and that of other sensors presented in the
existing studies. First, our developed sensor achieved a high-
speed readout with a resolution of 17 Mpixels. Energy
efficiency is superior in terms of figure of merit (FoM1).
In addition, this study demonstrated an HDR with a small
pixel of 2.7-µm pitch.
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TABLE 3. Comparison with existing sensors.

FIGURE 19. (a) Experimental results of the overlay information on the real image
and (b) an application example of CE.

E. MORE APPLICATIONS USING CODED EXPOSURE
Fig. 19 shows an application that overlays the information
on a real image. Encoding the exposure time for each region
implies that an arbitrary virtual pattern can be generated in
an image. The experimental results are shown in Fig. 19(a).
The photograph on the upper left shows the actual subject.
The lower-left figure presents an image of the exposure map,
where a pseudo image is formed by expressing eight different
exposure settings as gradations. The dark and bright areas
indicate a short and long exposure, respectively. The results
obtained using this exposure map are shown on the right

FIGURE 20. Application example for security.

side. It can be observed that a virtual image was embedded
in the subject in the real space. In addition, this exposure-
time table was created based on an actual subject; thus, it
can be used as an image-recording function.
Fig. 19(b) shows an application where it is possible to

embed a tag information or head-mounted display for vir-
tual or augmented reality [22], [23]. Overlaying them on the
image sensor reduces the processing power of the subsequent
system and improves the latency.
Fig. 20 shows another application example for security

or privacy protection. The exposure-time table is used as
a decryption key to reconstruct the image correctly. Left
images were captured by using CE which the exposure-
time are mapped in random manner spatially varied from
TV0 to TV7. These images are very noisy and too difficult
to recognize the details of the characters or of the sunflowers.
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This is caused by the exposure time difference in every block.
So, improving the random noise by a simple global control
of gain or tone is difficult.
Right images are reconstructed by using the exposure-time

table. Apparently, the image is cleaned, and the characters are
easily to recognize. This is done by adjusting the exposure
gain each block to remove the exposure time difference.
This example is just showing a spatially random pattern, but
in more advanced, the combination of the spatial and the
temporal patterns is possible and can be more reliable in the
decryption key.

VI. CONCLUSION
In this study, we developed a CMOS image sensor with
a stacked structure that operated at 1000 fps, while yielding
a high resolution of 17 Mpixel and a small pixel of 2.7-µm
pitch. Using the block-wise CE function, 110 dB DR were
achieved at 1000 fps in a single frame CE. Moreover, a DR
can be expanded to134 dB with16-frame CE. This vision
system can be applied to various computational imaging
techniques using the CE function in addition to high-
dynamic-range imaging in scenes where dark and bright
areas of the subject are mixed in the frame.
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