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ABSTRACT Real-time semantic segmentation on embedded devices has recently enjoyed significant gain
in popularity, due to the increasing interest in smart vehicles and smart robots. In particular, with the
emergence of autonomous driving, low latency and computation-intensive operations lead to new challenges
for vehicles and robots, such as excessive computing power and energy consumption. The aim of this paper
is to address semantic segmentation, one of the most critical tasks for the perception of the environment,
and its implementation in a low power core, by preserving the required performance of accuracy and low
complexity. To reach this goal a low-rank convolutional neural network (CNN) architecture for real-time
semantic segmentation is proposed. The main contributions of this paper are: i) a tensor decomposition
technique has been applied to the kernel of a generic convolutional layer, ii) three versions of an optimized
architecture, that combines UNet and ResNet models, have been derived to explore the trade-off between
model complexity and accuracy, iii) the low-rank CNN architectures have been implemented in a Raspberry
Pi 4 and NVIDIA Jetson Nano 2 GB embedded platforms, as severe benchmarks to meet the low-power,
low-cost requirements, and in the high-cost GPU NVIDIA Tesla P100 PCIe 16 GB to meet the best
performance.

INDEX TERMS Embedded systems, semantic segmentation, smart robots, smart vehicles, tensor
decomposition.

I. INTRODUCTION

SEMANTIC image segmentation (SIS) is an important
task in computer vision that separates an image into

several semantically meaningful parts and classifies them
into one of the pre-established objects [1]. Given an image,
a semantic segmentation algorithm is expected to predict
dense labels for all pixels in the image by assigning each
image pixel to a category label corresponding to an object.
In the past there has been an active interest for seman-

tic segmentation in several applications including augmented
reality [2], image editing [3], medical imaging [4] and sig-
nificant progress has been made to solve this problem in
these fields.

Recently, regarding semantic segmentation as an important
task that can help deep understanding of scene, objects and
human, a great attention has been devoted to such a task in
autonomous driving for smart vehicles and smart robots.
In this context Simultaneous Localization and Mapping

(SLAM) [5], [6] is essential for both vehicles and robots to
achieve environment detection and autonomous navigation.
The core issue of SLAM is to build-up or updating a map
in an unknown environment while simultaneously estimate
the agent’s location within it.
Two different approaches are generally used for SLAM,

namely visual SLAM [7] and laser SLAM [8] accord-
ing to the sensors used to acquire information about the
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environment. Visual SLAM utilizes the images captured by
a camera, while laser SLAM uses a LIDAR laser scan. Laser
SLAM is preferred owing to its higher environmental recog-
nition accuracy, however the intensive computation required,
especially for resource-constrained robots, represents a key
obstacle for the widespread deployment of such an approach.
To make autonomous driving universally adopted, the

major challenge is to simultaneously enable such computa-
tion intensive task on a low-power computing system at an
affordable price [9], thus visual SLAM is the most suitable
solution for this purpose.
Semantic segmentation, that aims at labeling categories at

the pixel level of an image, is an established task to under-
stand as much as possible the surrounding scene, and is
a fundamental task in visual SLAM since enables to esti-
mate semantic 3D map. However SIS is one of the most
critical activities in SLAM, that demands intensive com-
puting operations, thus mainly affecting the low latency
requirement in autonomous driving systems. Besides, even
though speed of SLAM is a fundamental aspect in car
navigation systems (CNS) [10]–[19], cost and low-power
restrictions are significant constraints in robot navigation
systems (RNS) [10], [20]–[30]. In order to meet those non
overlapping performance, different hardware setups are in
general adopted for SLAM implementation: GPU (possi-
ble low-power) is the right choice for CNS [15], while
low-power embedded CPU is the most appropriate solution
for RNS [23], [25], [28], [30].
Following the above motivations, this paper focuses on

real-time semantic segmentation in visual SLAM and its
implementation in low power cores, CPU for RNS and GPU
for CNS, by preserving the required performance of accuracy
and low-complexity.
A critical aspect of semantic segmentation is that it

requires combining dense pixel-level accuracy with multi-
scale contextual information. Indeed, at a local level (a few
pixels wide), two small image patches belonging to different
classes can be misclassified with the same label.
Before the unchallengeable success of convolutional

networks (CNNs), most of the semantic segmentation tech-
niques developed in the previous decade, were based
on hand-crafted features. Typically, a classifier such as
Boosting [31], [32], Random Forest [33] or Support Vector
Machines [34], was used to predict the class probabil-
ity of the center pixel in a patch. Subsequently, a richer
information from context was incorporated using many dif-
ferent techniques, e.g., second-order pooling [35], fully
connected conditional random fields (CRFs) [36], multi scale
CRFs [37], associate hierarchical CRFs [38].
Convolutional Neural Networks (CNNs), initially designed

for classification tasks, were subsequently adopted to seg-
mentation [39] by replacing fully connected layers with fully
convolutional layers, thus resulting in an encoder-decoder
architecture named fully convolutional network (FCN). After
this seminal approach, a large number of methods based on
the FCN architecture have been proposed [40]–[55].

A fully convolutional network is able to recover the spatial
information that is lost in typical classification networks due
to the fixed dimension of fully connected layers at the end
of these networks. FCN architecture is composed by two
sections: the encoder network and the decoder network. The
encoder network produces a low resolution representation of
the input image using a down-sampling technique. In general
this section is built by adapting the convolutional layers of
a typical classification network (e.g., AlexNet, VGG-16).
The decoder network may have different architectures and
is used for up-sampling the coarse feature map produced
by the last layer of the encoder. FCN architecture requires a
large number of trainable parameters in the encoder network
and a small decoder network. Thus, the overall large size of
this network makes it hard to achieve an optimal trade-off
between accuracy and computational resources in real-time
semantic segmentation.
Since the emergence of FCNs a large varieties of archi-

tectures have been proposed and the main approaches
that represent the state-of-the-art in semantic segmentation
are: U-Net [56], DeepLab [57], SegNet [41], ENet [58],
ICNet [59], ERFNet [60], BiSeNet [61], Fast-SCNN [62],
SwiftNetRN [63], FCHarDNet [64]. Some of these networks
aim at addressing the accuracy problem while others improve
the performance in terms of storage cost, computational time
and power consumption. Unfortunately none of the afore-
mentioned architectures is able to take into account the
key requirements of storage cost, accuracy, inference time
and low power for real-time semantic segmentation in a
vehicle.
The aim of this paper is to propose a low-rank CNN

architecture for real-time semantic segmentation, suitable to
be implemented in a visual SLAM framework that is able:
i) to address all those issues (storage cost, accuracy, inference
time, low power) and ii) to outperform in terms of these key
aspects all of the state-of-the-arts architectures.
The main contributions of the paper are summarized as

follows.
• A CNN compression technique based on
CANDECOMP/PARAFAC (CP) tensor decompo-
sition, has been analysed and adopted to reduce the
complexity of a convolutional layer.

• An optimized architecture which combines U-Net and
ResNet models has been proposed.

• The network has been compressed with the CP decom-
position technique to reduce the computational com-
plexity.

• The low-rank CNN architecture so derived, has been
implemented in two embedded platforms: a Raspberry
Pi 4 (CPU) and an NVIDIA Jetson Nano 2 GB (GPU).
These two platforms have been chosen in order to meet
the different performance required by autonomous robot
navigation and car navigation systems. Indeed, in the
former cost and low power are the main performance
required, while in the latter speed of SLAM algorithm
is a fundamental aspect. Additionally, to meet the best
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performance the network has been implemented in the
high-cost GPU NVIDIA Tesla P100 PCIe 16 GB.

The rest of the paper is organized as follows. Section II
summarizes the related work and Section III describes the
proposed work. Section IV analyses and applies the CP
decomposition to a convolutional layer. Section V derives
a new low-rank CNN architecture called UNet-ResNet.
Section VI is devoted to experiments conducted in three
different platforms: Raspberry Pi 4, GPU NVIDIA Jetson
Nano 2 GB and GPU NVIDIA Tesla P100 PCIe 16 GB,
to compare the performance of LR-UNet-ResNet with the
state-of-the-art.

II. RELATED WORK
A. LITERATURE REVIEW
Semantic image segmentation is an active research
field [65]–[69] in which a large amount of methods have
been proposed over the last years to improve the performance
of this image technique in view of the extensive application
prospects. Before the advent of deep neural networks several
methods based on classifying pixel independently have been
used. In [70], semantic texton forests have been introduced
that are randomized decision forests which use only simple
pixel comparisons on local image patches, then performing
both an implicit hierarchical clustering into semantic textons
and an explicit local classification of the patch category.
An approach that integrates motion and appearance-based
features for object recognition and segmentation of road
scenes has been proposed in [71]. The motion-based features
and appearance-based features (textons, colour, location and
HOG descriptors) are combined within a boosting framework
that automatically selects the most discriminative features
for each object. The work [72] can be viewed as an inte-
gration of object class segmentation methods and object
detection approaches. The model used is a conditional ran-
dom field defined on pixels, segments and objects, then a
global energy function which combines results from sliding
window detectors, low-level pixel-based unary and pairwise
relations, has been adopted. Successively, other approaches
have been addressed to produce high quality unaries by try-
ing to predict the labels for all the pixels in a patch instead
of only in central pixel. Inspired by this idea [73] provided a
novel way to incorporate joint statistics about the local label
neighborhood in the random forest framework. The approach
adopted in [74] differs from other previous existing solutions
for the use of dense depth maps recovered via multi-view
stereo matching techniques as cues to achieve accurate scene
parsing. A combination of popular hand designed features
and spatio-temporal super-pixelization is used in [75] to
obtain higher accuracy in labelling image regions. The avail-
ability of RGB-D sensors (color + depth) and the release
of several Kinect datasets [76] showed the usefulness of the
depth channel to improve segmentation. Improvements were
made in [77] by extracting RGB-D rich features at low-level
and by combining, for contextual modeling, two strategies,

one using segmentation trees, and the other using superpixel
Markov random fields.
More recently the success of deep convolutional neural

networks has prompted many researchers to exploit their
feature learning capabilities for classifying images at pixel
level. In [78] a feed-forward neural network approach which
can take into account long range label dependencies in
the scenes while controlling the capacity of scene, was
suggested. A new form of convolutional neural network
that combines the strengths of CNNs and conditional ran-
dom fields (CRFs)-based probabilistic graphical modeling,
has been introduced in [43]. Contrary to previous existing
approach posing semantic segmentation as a single task of
region-based classification, the architecture in [79] decouples
classification and segmentation: labels associated with an
image are identified by a classification network, and binary
segmentation is subsequently performed by segmentation
network.
Recent approaches to semantic segmentation are based

on convolutional encoder-decoder architectures where the
encoder generates low-resolution image features and the
decoder upsamples features to segmentation maps with
per-pixel class scores. The pioneer method used to perform
end-to-end segmentation is the fully convolutional network
(FCN) [39], in which the last fully connected layer of tra-
ditional architectures, such as VGG [80] and AlexNet [81],
is converted into a fully convolutional layer. The interesting
idea of this approach is that a simple interpolation filter
is employed for deconvolution and only the CNN part of
the network is fine-tuned to learn deconvolution indirectly.
To overcome the absence of real deconvolution in FCN,
a different strategy is used in [82] in which a multi-layer
deconvolution layer, composed of deconvolution, unpooling,
and rectified linear unit (ReLU) layers, is learned. A large
number of methods choose the architecture of FCN as their
baseline and the predictive performance of FCN has been
improved further by adopting a large variety of different
solutions.

B. STATE-OF-THE-ART TECHNIQUES
Convolutional neural networks (CNNs) are powerful visual
methods that have proven to be particularly suitable for solv-
ing whole-image classification tasks. Nevertheless, in recent
years it has been shown that CNNs can also be adopted to
perform dense predictions for per-pixel tasks such as seman-
tic segmentation. Here we summarize the main techniques
that represent the state-of-the-art in semantic segmentation
and that will be used for a comparison with the architecture
proposed in this paper.

1) FCN

Fully convolutional networks (FCNs) [39], are built by trans-
forming fully connected layers of a CNN into convolutional
layers. The network so obtained is called convolutionalized
network. In this way typical classification networks (i.e.,
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AlexNet, VGG-16) are first converted into fully convolu-
tional networks and then a transposed convolution layer (also
called up-sampling layer) is appended to the end of the
convolutional networks. The transposed convolution layer is
used for up-sampling the output feature map obtained by
the last layer of the initial CNN architecture, to produce a
dense prediction of the input image.

2) U-NET

U-Net architecture firstly proposed in [56] for biomedical
image segmentation, modifies and extends FCN architecture
such that it works with very few training images and yields
more precise segmentations. It consists of a contracting path
and an expansive path. The former (contracting path) has
the typical architecture of a convolutional network: repeated
application of convolutions, each followed by a rectified lin-
ear unit (ReLU) and a pooling operation for downsampling.
The latter (expansive path) consists of the repeated applica-
tion of an upsampling applied to the feature map, followed
by a convolution (“up convolution”), that halves the numbers
of feature channels.

3) DEEPLAB

DeepLab model [46] was proposed to overcome some limi-
tations in the application of CNNs to semantic segmentation:
reduced feature resolution, existence of objects at multiple
scales, and reduced localization accuracy due to CNN invari-
ance. To address the first issue, convolution with upsampled
filters, or ‘atrous convolution’, is derived as a powerful tool
in dense prediction tasks. More specifically, the downsam-
pling operator from the last few max pooling layers of
CNNs are removed and instead the filters in subsequent con-
volutional layers are upsampled, resulting in feature maps
computed to a higher sampling rate. Secondly the atrous
spatial pyramid pooling (ASPP) technique, a computation-
ally efficient scheme of resampling a given feature layer at
multiple rates prior to convolution, is adopted to robustly
segment objects at multiple scales. Finally to remove the
invariance to spatial transformations, inherently limiting the
spatial accuracy of a CNN, a fully connected Conditional
Random Field (CRF) is applied to capture fine details.
In order to capture the contextual information at multiple
scales, DeepLabv3 [83] applies several parallel atrous con-
volutions with different rates and DeepLabv3+ [57] extends
DeepLabv3 by adding a simple effective decoder module to
refine the segmentation.

4) SEGNET

SegNet [41] is a deep convolutional encoder-decoder
architecture that consists of an encoder network, and a
corresponding decoder network followed by a pixel-wise
classification layer. The encoder is topologically identical
to the convolution layers in VGG-16, except for the fully
connected layers that are removed. The novelty of SegNet
is the decoder network which is formed by a hierarchy of
decoders one corresponding to the other. A decoder uses

the max-pooling indices received from the corresponding
encoder to perform upsampling of their input feature maps.
It then performs convolution with a trainable filter bank to
densify the feature map.

5) ENET

The architecture named ENet (Efficient Neural
Network) [58] was created specifically for tasks requiring
a low latency operation. The architecture is based on the
concept of ‘deep residual learning’, that was introduced
in [84] to solve the degradation problem of deeper networks:
with the network depth increasing, accuracy is saturated
and degrades rapidly. The architecture is formed by
stacked layers, named bottleneck modules, each of which
asymptotically approximates a residual function instead of
a generic mapping. Each conv layer is either a regular,
dilated for full convolution (also known as deconvolution),
and the activations are zero padded to match the number of
feature maps.

6) ICNET

Image Cascade Network (ICNet) [59] is mainly focused on
the challenging task of real-time semantic segmentation, to
make semantic segmentation fast while not sacrificing too
much quality. To this end the image at the input of the ICNet
is downsampled by factors of 2 and 4, forming a cascade
input to medium-and-high-resolution branches. To get high
quality segmentation, medium and high resolution branches
help recover and refine the coarse prediction. To limit the
number of parameters, light weighted convolution layers are
adopted in higher resolution branches, while output feature
maps from low and medium resolution are fused in the
high-resolution branch by a cascade-feature-fusion unit.

7) ERFNET

ERFNet (Efficient Residual Factorized Network) architec-
ture [60] is based on the concept of residual layer [84] which
has the property of allowing convolutional layers to approxi-
mate residual functions. This technique significantly reduces
the degradation problem present in architectures that stack
a large amount of layers. Two different versions are com-
monly used to implement a residual layer: the non-bottleneck
design with two 3×3 convolutions and the bottleneck design
with two 1 × 1 convolutions at the input and output ends,
and a 3 × 3 convolution in the middle. As these two layers
compete each other in terms of computational resources and
accuracy, in the ERFNet the non-bottleneck residual mod-
ule is redesigned in a more optimal way by entirely using
convolutions with 1D filters.

8) BISENET

Bilateral Segmentation Network (BiSeNet) [61] has been
proposed to achieve real-time inference speed while
preserving segmentation performance. This architecture is
composed of two parts: Spatial path (SP) and Context path
(CP). SP is used to preserve the spatial size of the original
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TABLE 1. Summary of advantages and disadvantages of the different architecture described in Section II-B.

input image and encode its spatial information. This path
contains three layers and extracts 1/8 of the original image,
thus encoding rich spatial information. The CP downsamples
the input feature map quickly to obtain a large receptive field,
thus encoding high level semantic information. Finally a
Feature Fusion Module (FFM) and an Attention Refinement
Module (ARM) are used for the function of the two paths
and refinement of final prediction.

9) FAST-SCNN

Fast Segmentation Convolutional Neural Network (Fast-
SCNN) [62], is inspired by existing two-branch methods for
fast segmentation of high resolution images, and is partic-
ularly suited to efficient computation on embedded devices
with low memory. Fast-SCNN uses three modules: a learning
to downsample module, a coarse global feature model and
a feature fusion module. A learning to downsample module
computes low-level features for multiple resolution branches
simultaneously. The global feature extractor module is aimed
at capturing the global context. The feature fusion model is
used for the fusion of the two branches.

10) RECENT EFFICIENT MODELS

Several efficient models for dense prediction have recently
been proposed for real-time prediction on mobile platforms
such as cars, drones, and various kind of robots.

Instead of using custom lightweight architectures to
decrease computational complexity, in [63] an alternative
approach which achieves a significantly better performance,
has been proposed. The method has been conceived around
three basic building blocks. i) Recognition encoder. A
pre-trained lightweight architecture (ResNet-18 [84] or
MobileNet V2 [85]) has been used as the main segmentation
encoder. ii) Upsampling decoder. To leverage lightweight
upsampling, lateral connections as the most cost-effective
solution to restore prediction resolution, is used. iii) Module
for increasing the receptive field. A spatial pyramid pooling
(SPP) block has been adopted to enlarge the receptive field
by fusing shared features at multiple resolution.
The Harmonic Densely Connected Network to achieve

high efficiency in terms of both low MACs and memory
traffic, has been recently proposed [64]. This new network
architecture is based on a Densely Connected Network and
uses an efficient sparsification scheme that reduces the con-
catenation cost significantly better than that achieved by
logDenseNet. The proposed connection pattern forms a group
of layers called a Harmonic Dense Block (HDB), which is
followed by a Conv 1 × 1 layer as a transition. DenseNet
employees a bottleneck layer before every Conv 3 × 3 layer
to enhance the parameter efficiency.
For easy reference Table 1 summarizes the most relevant

aspects, as well as advantages and disadvantages of archi-
tectures previously discussed.

VOLUME 3, 2022 119



FALASCHETTI et al.: LOW-RANK CNN ARCHITECTURE FOR REAL-TIME SEMANTIC SEGMENTATION

III. PROPOSED METHOD
Although all the networks previously discussed are able to
obtain a good accuracy, the performance achieved both in
terms of storage cost and computational complexity do not
suffice for embedded MCUs.
The main goal of the proposed work is to prove that a

novel CNN architecture can be derived, to achieve an optimal
trade-off between accuracy and computational resources. To
reach this goal we proceed as follows:

• The CANDECOMP/PARAFAC (CP) decomposition
technique has been applied to the kernel of a generic
convolutional layer. In this way the layer is decomposed
as two 1 × 1 convolutions at the input and output ends,
and a D × D convolution in the middle. As a result a
reduction of both the parameter number and operation
number is obtained.

• An optimized architecture which combines U-Net struc-
ture and ResNet residual blocks, has been defined. Three
versions, i.e., V1, V2 and V3, have been derived to
explore the trade-off between model complexity and
segmentation accuracy.

• All those models were initially trained to get the desired
accuracy and were compressed using the CP decompo-
sition technique. To this end an iterative compression
fine-tuning algorithm was used to compensate for the
loss of accuracy due to compression.

• The three models were implemented on Google
Colaboratory using TensorFlow v. 2.4.1 and TensorFlow
Keras v. 2.4.0 as a backend in Python v. 3.7.10. The
networks were trained for 100 epochs on the CamVid
dataset by using an Adam optimizer with categorical
cross entropy as loss function.

• The low-rank CNN architectures so derived, have been
implemented in two embedded platforms: a Raspberry
Pi 4 (CPU) and an NVIDIA Jetson Nano 2 GB (GPU).

IV. TENSOR DECOMPOSITION FOR CNN COMPRESSION
CNN accuracy is achieved at the expense of high com-
putational complexity, thus adopting CNN compression
techniques to reduce the inference time in real-time SIS is
essential. Among them, pruning, quantization and low-rank
tensor decomposition are the most common.
Pruning starts by learning the weights via normal train-

ing, then proceeds by removing the small-weight connec-
tions [86]–[88].
Quantization reduces the number of bits used to represent

data [89], [90].
Tensor decomposition is a multilinear approximation that

reduces a full-rank tensor to a low-rank tensor, i.e., that
requires a reduced number of data and operations to be
represented by preserving accuracy [91]–[93].
Since CNN models involve convolutional operations on

banks of filters represented by tensors, the size of which can
be very large, thus tensor decomposition is a useful technique
to reduce complexity of CNN implementation [89], [94],

and it will be applied in the following to derive a high
performance CNN architecture.
Although pruning and quantization are valuable techniques

for CNN comparison, they don’t affect the network archi-
tecture, thus they are irrelevant in defining a new optimized
CNN model.
It is well known that the numbers of an N-th order

(I × I × . . . I) tensor, IN , scales exponentially with the
tensor order N. Among different techniques available to
reduce computational cost and storage cost of tensor
models for an N-th order tensor for which the storage
requirement of raw data is O(IN), the most effective are
CANDECOMP/PARAFAC (CP) decomposition and Tucker
decomposition (TKD) [92]. The number of parameters in a
CP decomposition reduces to NIR while TKD reduces the
size of a given data tensor to (NIR+RN), where R represents
the number of terms in the decomposition. Thus in order to
minimize CNN complexity, CP decomposition will be used
since it is able to outperform TKD in terms of compression
rate.
This method has shown to be very effective to reduce

redundancy of the neural network parameters, however it
suffers for a degeneracy phenomena when applied to approx-
imate a tensor of relatively high rank. The degeneracy of CP
has been extensively studied in the past [95], [96] and is a
common phenomena in tensors which have non unique CP
and determines stability problems during the training stage
of a CNN. Recently the Error Preserving Correction method
(EPC) [97] and a variant of EPC [98] that introduce a cor-
rection to the decomposition have been proposed to get a
more stable decomposition. To avoid this degeneracy effect
we will apply the CP method to tensors of not too high rank.

A. CP DECOMPOSITION
The CANDECOMP/PARAFAC (CP) decomposition [92] is
a multilinear transformation [93] that approximates a ten-
sor A ∈ R

n1×n2×...×nn with a tensor Â that is a linear
combination of R rank-1 tensor in the form

Â =
R∑

r=1

λr a
(1)
r ◦ a(2)

r ◦ . . . ◦ a(n)
r (1)

where the symbol “◦” represents the outer product [91],
a(1)
r , a(2)

r , . . . are the column vectors of the matrices A1 =
[a(1)

1 , . . . , a(1)
R ] ∈ R

n1×R, A2 = [a(2)
1 , . . . , a(2)

R ] ∈ R
n2×R, . . .

respectively and λr are coefficients to be determined. The
matrices A1,A2, . . . and � = diag(λ1, . . . , λR) are derived
by solving for a given value of R the optimization problem

min
Â

=
∥∥∥A − Â

∥∥∥
F

(2)

where ‖·‖F denotes the Frobenius norm. Denoting with
A(1),A(2), . . . and Â(1), Â(2), . . . the modal unfoldings (or
matricizations) of tensors A and Â respectively, it can be
proven that the error in (2) can be rewritten as

∥∥∥A − Â
∥∥∥
F

=
∥∥∥A(1) − Â(1)

∥∥∥
F

=
∥∥∥A(2) − Â(2)

∥∥∥
F

= . . . . (3)
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Taking into account these constraints, the minimization
problem stated by (2) is equivalent to a multilinear
least-square problem, which can be solved by minimiz-
ing iteratively any one of the errors between the matrices
in (3) until the convergence is reached, using the so-called
multilinear least-square (MLS) technique.

B. CNN COMPRESSION
In this section we want to show that the CP decomposition
technique previously described, can be profitably used to
compress a CNN network in order to reduce both the storage
cost and the computational cost.
To this end let us refer to a generic convolutional layer

Y h′,w′,t =
S∑

s=1

∑

i,j

X hi,wj,sK i,j,s,t (4)

where X ∈ R
Ix×Iy×S is the input tensor, Y ∈ R

Ox×Oy×T the
output tensor and K ∈ R

D×D×S×T the kernel of the filter.
Denoting with s the stride of the layer, then Ox,y = Ix,y/s and
the number of operations, both additions and multiplications,
are given by

Nops = OxOyD
2ST = IxIy

s2
D2ST = IxIy

s2
Nparams (5)

where Nparams is the number of parameters in the weight
tensor.
Using the CP decomposition the kernel K can be

approximated by the 1-rank tensor

K̂ i,j,s,t =
R∑

r=1

ai,r ◦ bj,r ◦ cs,r ◦ dt,r (6)

so that (6) becomes

Y h′,w′,t ∼=
R∑

r=1

S∑

s=1

∑

i,j

X hi,wj,s Qi,j,r cs,r dt,r (7)

where Qi,j,r = ai,r bj,r is the generic term of tensor Q ∈
R
D×D×R.
Defining the tensors W and Z , then (7) can be interpreted

as a sequence of three convolutions

W hi,wj,r =
S∑

s=1

X hi,wj,s cs,r (8)

Z h′,w′,r =
∑

i,j

W hi,wj,s ai,j,r (9)

Y h′,w′,t =
R∑

r=1

Z h′,w′,r dt,r, (10)

two 1 × 1 convolutions (8), (9) at the input and output ends
respectively, and a D× D convolution in the middle.
Comparing (4) and (7) it results that the tensor Ki,j,s,t ∈

R
D×D×S×T in (4) is decomposed in (7) as the combination

of tensors cs,r ∈ R
S×R, dr,t ∈ R

R×T , Qi,j,r ∈ R
D×D×R and

this correspondence is schematically depicted in Fig. 1.

FIGURE 1. The effect of CP decomposition on Conv2D Layer.

Denoting by cparams and cops the reduction factors of the
parameters number and Floating Point Operations number,
it is easy to show that:

cparams = R
(
D2 + S+ T

)

D2ST
(11)

cops = s2RS+ RT + RD2

D2ST
. (12)

V. LOW-RANK CNN ARCHITECTURE
The design flow to derive the low-rank CNN architecture
based on CP decomposition comprises two main stages.

• First, an optimized architecture called UNet-ResNet,
or full rank (FR) UNet-ResNet, which combines
U-Net [56] structure with ResNet [99] residual-blocks
technique was proposed.
Three different versions V1, V2 and V3 of the model
have been proposed in order to better explore the
tradeoff between model complexity and segmentation
accuracy.
These models were initially trained to get the desired
accuracy.

• Next, these trained networks were decomposed with
the CP decomposition technique to reduce the com-
putational complexity and to achieve acceptable val-
ues for inference times. An iterative compression
fine-tuning technique was used to compensate for
the loss of accuracy due to network decomposi-
tion. The networks so obtained were called low rank
UNet-ResNet (LR-UNet-ResNet) V1, V2 and V3.

A. UNET-RESNET ARCHITECTURE
The design of the UNet-ResNet was based on the U-Net
architecture [56], truncated to three stages as depicted in
Fig. 2.
In using this architecture however, a large number of

encoder/decoder layers and block channels would be required
to achieve a satisfactory learning accuracy, that corresponds
to a high-complex model unsuitable to be implemented in an
embedded processor. To overcome this issue, the residual-
blocks of ResNet architecture [99] have been adopted to
implement the encoder/decoder layers, instead of simple con-
volutional layers. These blocks, which are depicted in Fig. 3,
are formed by two convolutional blocks in the main path, the
first of which may include a downsampling of the features.
In this case a convolutional layer is added to the residual path
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FIGURE 2. U-Net architecture truncated to three stages.

FIGURE 3. Residual blocks of ResNet architecture with (a) and without
(b) downsampling.

in order to adjust features dimension for the final addition,
otherwise residual-path is simply an identity.
A similar approach, based on the combination of UNet

and ResNet architectures, has been used in [100] to solve
a binary sea-land semantic segmentation task. However,
instead of using simple convolutions in the upsampling
process the proposed model uses residual blocks for both
encoding/decoding stages since an accurate design of the
decoder architecture process has shown to be crucial for
segmentation accuracy [82].
Instead of starting with totally random initialized weights,

a pretrained set of weights on Imagenet dataset [101] were
used to achieve better segmentation performance.

TABLE 2. Summary of UNet-ResNet V1 architecture. Here c is the number of output
channels, s is the stride of the block.

UNet-ResNet V1 architecture is reported in Fig. 4 and
described in Table 2. A first reduction of the features
dimension is obtained with a convolutional layer and a max-
pooling, followed by two stages which are formed by two
residual-blocks each, the first of whom is responsible for the
downsampling.
The decoder stages are made by the residual-blocks of

the encoder without downsampling, the first of whom is
followed by a bilinear interpolation upsampling. A factor
4 of upsampling is recovered at the output of the network.
With the aim of achieving better results in terms of com-

putational efficiency without a high loss of accuracy, the
stride of the initial maxpooling was set to s = 4 and a
third stage with 2 residual-blocks was added to the encoder
and decoder. With these modifications the UNet-ResNet V2
architecture described in Table 3 was obtained.
An intermediate version V3 might be derived choosing

s = 2 for the second residual-block, instead of using a
downsampling factor of 4 for the maxpooling. In this manner
the features learnt by the first residual-block are of the same
dimension as in V1, that corresponds to a more accurate
segmentation than V2 since less information is lost. On the
other hand complexity is higher than V2 but lower than V1.
The architecture of the network UNet-ResNet V3 so derived
can be found in Table 4.
In order to better understand the properties of the networks

previously discussed it is worth to explore the similarity
between low-rank UNet-ResNet architecture and Depthwise
Separable models [102], [103]. The basic idea in these
latter models is to replace a convolutional layer with a
factorized version that splits convolution into two sepa-
rate layers. The first layer, called depthwise convolution,
performs lightweight filtering by applying a simple convo-
lutional filter per input channel. The second layer, called
pointwise convolution, performs a 1 × 1 convolution. A
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FIGURE 4. UNet-ResNet V1 architecture.

TABLE 3. Summary of UNet-ResNet V2 architecture.

modified version of this model, used in the MobileNet V2
architecture [85], is based on the so called ‘residual bottle-
neck layer’ (rbl), that comprises two 1×1 convolutions at the
input and output ends, and a 3×3 convolution in the middle.
Although rbl resembles the layer achieved by CP decompo-
sition described in Section IV, the resulting networks, LR
UNet-ResNet and MobileNet V2, can be quite different. In
fact, the LR UNet-ResNet is obtained starting from the FR
UNet-ResNet that was initially trained to get the desired
accuracy and then, once decomposed with the CP technique,
is retrained to restore the accuracy. Differently MobileNet
is trained without benefit of a pre-training/finetuning
scheme applied to a full-rank/low-rank dimensional-
ity reduction technique as was done in the proposed
approach.

TABLE 4. Summary of UNet-ResNet V3 architecture.

VI. EXPERIMENTAL RESULTS
A. DATASET
We evaluated the performance of UNet-ResNet (V1, V2,
and V3) on the Cambridge-driving Labeled Video Database
(CamVid) dataset [104]–[106]. This dataset is often used
in (real-time) semantic segmentation research, particularly
for road scene segmentation and autonomous driving appli-
cations. The CamVid dataset is a publicly available cloud
segmentation dataset that contains a collection of videos with
object class semantic labels, completed with metadata. The
database provides ground truth labels that associate each
pixel with one of 32 semantic classes that are relevant in
a driving environment: animal, archway, bicyclist, bridge,
building, car (sedan/wagon), cart/luggage/pram, child, col-
umn/pole, fence, lane markings drivable, lane markings
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TABLE 5. Comparison of the full-rank UNet-ResNet V1, V2 and V3.

non-drivable, misc text, motorcycle/scooter, other moving,
parking block, pedestrian, road (drivable surface), road shoul-
der, sidewalk, sign / symbol, sky, SUV / pickup truck, traffic
cone, traffic light, train, tree, truck / bus, tunnel, vegetation
misc, void, wall. The “void” label indicates an area which is
ambiguous or irrelevant in this context. The dataset is split
up as follows: 369 training, 100 validation and 232 testing
pair images (original RBG images and segmentation masks).
The original frame resolution for this dataset is 960 × 720.

In this experimentation, 11 foreground classes are selected:
bicyclist, building, car, fence, pedestrian, pole, road, side-
walk, sign, sky, tree. This approach is commonly used in
literature [41], [58], [59], [63] as it better reflects the sta-
tistically significant classes of the dataset [106]. To reduce
32 classes into 11, multiple classes from the original dataset
are grouped together, e.g., “car” is a combination of “car”,
“SUV / pickup truck”, “truck / bus”, “train”, and “other
moving”. By adding the void class, which is treated as
background, we have 12 classes in total. The original frame
resolution has been downsampled to 480 × 360.

Fig. 6 shows some examples of this dataset. The first row
is for the raw input image, and the second row is for the
ground truth.

B. TRAINING OF UNET-RESNET ARCHITECTURE
The proposed models were trained on the dataset described
in the previous subsection by minimizing a categorical-
crossentropy loss with the Adam optimizer, by using a
learning rate of 0.001 by applying an exponential decay
with a rate of 0.985 for 100 epochs and a batch size of 3.
Model performances were evaluated using stan-

dard segmentation metrics, i.e., accuracy and mean
Intersection-Over-Union (mIoU) also known as Jaccard
Index.
On the other hand models’ suitability in a low-cost,

low-power embedded system was measured with stor-
age cost (MB), parameters number (complexity), and
number of FLOPs (Floating Point Operations). The stor-
age cost has been computed using the Python API
os.path.getsize(), which returns the file size in bytes,
where, in this case, the file corresponds to the CNN model
in h5 format.
Table 5 provides the results of full-rank UNet-ResNet V1,

V2, V3 for the specified metrics.
All the models achieve good segmentation accuracy

and mIoU. UNet-ResNet V1 has the highest accuracy but

FIGURE 5. Design flow to derive final network LR-UNet-ResNet.

its complexity is considerably higher than V2 and V3.
UNet-ResNet V2 has the minimum complexity but the worst
segmentation performance. This loss is caused by the details
missed by increasing the initial downsampling factor. The
gap is partially recovered by UNet-ResNet V3.
It can be noticed from Table 5 that a high number of

FLOPs and storage cost are required, resulting for an unprac-
tical model to be implemented on an embedded device for
the discussed application.
For this purpose hence it is essential to dramatically reduce

model complexity without losing too much segmentation
accuracy contemporarily.
Thus the trained models were compressed with

CP-decomposition applied to all but the 1 × 1 convolu-
tional layers (which cannot be further decomposed properly)
according to (8), (9) and (10).
Particularly, an iterative compression & fine-tuning tech-

nique was used to derive the final LR-UNet-ResNet, which
is synthesized by Fig. 5. At each iteration all 3 × 3 layers
of a stage in the encoder and the corresponding ones in the
decoder are decomposed, then the network is re-trained to
recover the loss of accuracy.
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FIGURE 6. Qualitative assessment of segmentation on the CamVid test set (color code: maroon - building, citrus - tree, gray - sky , indigo - car , oriental pink - sign, cannon
pink - road , olive - pedestrian, purple - fence, pine glade - pole, blue - sidewalk , deep sky blue - bicyclist , and black - void ).

This method is much more stable than a simple
full-compression & re-training, since at each step accuracy
degradation is much lower and easy to be compensated.

At the final iteration the initial 7×7 layer is decomposed
separately since it extracts the main features of the network,
hence it is highly responsible for the segmentation quality.
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TABLE 6. Compression parameters for UNet-ResNet V1.

TABLE 7. Compression parameters UNet-ResNet V2.

TABLE 8. Compression parameters for UNet-ResNet V3.

The parameters used in the described method such as
the layers compression factor, learning rate and number of
epochs used for the fine-tuning can be found in Table 6, 7, 8
for the three models respectively.
The compression factors were chosen accurately low so

that we could obtain sufficiently low inference times when
implementing models on an embedded device. Particularly
we had to select lower compression factors for UNet-ResNet
V1 than for V2 and V3 since V1 has a much higher
complexity.
Table 9 provides the outcomes for the low-rank models

resulting from the proposed compression technique.
All the models lose no more than 1.1% of accuracy with

respect to their full-rank counterparts, moreover a consider-
ably high gain in number of parameters, storage cost and
computational cost is achieved. LR-UNet-ResNet V1 has no
longer the best segmentation performances, this is obviously
due to the higher compression applied. LR-UNet-ResNet
V3 achieves the best accuracy and mIoU, but with a much
lower gain in computational cost with respect to V1 and V2.
LR-UNet-ResNet V2 has still the lowest complexity and
worst segmentation accuracy.

C. TESTING ON EMBEDDED PLATFORMS
In order to validate the suitability of the low-rank CNN
architecture previously discussed for the real-time semantic
segmentation, some experiments on the low-cost, low-power
embedded platforms Raspberry Pi 4 and NVIDIA Jetson
Nano 2 GB, have been conducted. Besides, to meet the best
performance the CNN architecture has been implemented in
the high-cost GPU NVIDIA Tesla P100 PCIe 16 GB.
The former two platforms have been chosen to distin-

guish between the performance required by autonomous

robot navigation and car navigation systems. In autonomous
robot navigation systems cost and low power are the main
performance required, since typically a robot proceeds at
a moderate speed. Thus in this case the Raspberry Pi 4
represents a low-cost, low-power hardware solution suitable
for this purpose [10], [20]–[30]. The Raspberry Pi 4 model
B is based on a quad-core Cortex-A72 (ARM v8) 64-bit
SoC clocked at 1.5 GHz and 4 GB of LPDDR4 SDRAM.
As this board consumes 3 W when idle and 6 W under
load on average,1 it is representative of typical low-power
systems. Conversely for car navigation systems low latency
of SLAM algorithm is the primary performance required,
due to the higher speed of a car. The NVIDIA Jetson Nano
2 GB is a compromise choice to meet the requirements of
speed and low cost in this case. The NVIDIA Jetson Nano
2 GB is based on a quad-core ARM A57 at 1.43 GHz, a
NVIDIA Maxwell GPU with 128 core and 2 GB of LPDDR4
SDRAM.
The experiments aim to compare the performance of LR-

UNet-ResNet (V1, V2, and V3) with those achieved by the
state-of-the-art networks. In particular, the following seman-
tic segmentation architectures have been considered: UNet-
MobileNetV2, U-Net [56], DeepLabv3+ [57], SegNet [41],
ENet [58], ICNet [59], ERFNet [60], BiSeNet [61], Fast-
SCNN [62], SwiftNetRN-18 [63], FCHarDNet-68 [64].
For the experiments on the three platforms the same met-

rics defined in Section VI-B together with the inference time
and the number of recognized frames per second (FPS) were
used as performance of the network.
All models were implemented on Google Colaboratory

(GPU runtime) using TensorFlow v. 2.4.1 and TensorFlow
Keras v. 2.4.0 as a backend in Python v. 3.7.10. The networks
were trained for 100 epochs on the CamVid dataset parti-
tioned as reported in previous section, by using an Adam
optimizer with categorical cross entropy as loss function, a
learning rate of 0.02 and a batch size of 4. All models were
saved in Hierarchical Data Format version 5 (HDF5) binary
data format (.h5). HDF5 is a grid file format to store struc-
tured data, that is ideal for storing multi-dimensional arrays
of numbers. Keras saves models in this format, so that the
weights and model configuration can be easily stored in a
single file.
To run the evaluation code on Raspberry Pi 4, we

used TensorFlow/Keras v. 2.4.0 with Python v. 3.7.3 on
Raspbian 10 (Buster) operating system. The results for all
tensors were obtained with 32-bit floating point precision
(h5 model).
To perform inference on Jetson Nano 2 GB the

NVIDIA TensorRT,2 an SDK for high-performance deep
learning inference on NVIDIA hardware, is used and
the Keras h5 models were then converted in Open
Neural Network Exchange (ONNX) format. To compute

1. https://www.raspberrypi.org/documentation/hardware/raspberrypi/
power/README.md https://www.pidramble.com/wiki/benchmarks/power-
consumption

2. https://developer.nvidia.com/tensorrt
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TABLE 9. Comparison of the LR-UNet-ResNet V1, V2 and V3.

TABLE 10. Comparison of proposed network with the state-of-the-art methods on the CamVid 11 road class segmentation problem in terms of storage cost, accuracy and
inference time - performance on the embedded platform Raspberry Pi 4 - Keras h5 model.

inference, ONNX models with FP32 precision and
opset 13 have been generated and the Jetson module
was run with maximum performance, which is 10W for
Jetson Nano. Particularly, NVIDIA JetPack v. 4.6 that
includes TensorRT v. 8.0.1 and CUDA v. 10.2 has been
used.
To evaluate the performance on Raspberry Pi 4 plat-

form, Table 10 reports the results achieved for storage cost,
compression, parameter numbers (complexity), FLOPs, accu-
racy, inference time, and FPS, while Table 11 reports both
the IoU for each class and the mIoU. The performance
obtained on NVIDIA Jetson Nano 2 GB are shown in
Table 12 and Table 13.
As can be seen all the LR-UNet-ResNet networks

proposed in this paper outperform the other networks in
terms of FLOPs, inference time and FPS. Besides, the
LR-UNet-ResNet V1 has the best performance also in terms
of storage cost and parameter numbers.
Comparing the performance obtained with the three ver-

sions of the LR-UNet-ResNet, the following considerations
can be made.

• If the shortest inference time is the main requirement,
without worrying about learning accuracy, thus the
architecture V2 is the better choice.

• The solution V1 ensures the best performance in terms
of storage cost.

• The architecture V3 gives a trade-off between inference
time and accuracy.

About the accuracy and mIOU, the values achieved
with LR-UNet-ResNet are just a few percentage below
the best performances obtained with other networks, but
this does not constitute a real issue for the goal, since
this lack of accuracy is compensated by the greater num-
ber of frame per second the LR-UNet-ResNets are able to
perform.
To a complete treatment, a comparison with other com-

pression techniques like pruning methods was conducted.
The pruning methods can be grouped into two main cate-
gories: weight pruning (WP) [107], [108] and filter (channel)
pruning (FP) [109]. WP is a pruning method that discards the
individual weights with low values by using a fine-grained
approach, resulting in a sparse network without affecting
prediction performance. However, sparse networks require
to be implemented in a specialized hardware in order to
obtain an actual reduction of computation cost and inference
time. FP-based methods prune filters or channels within the
convolution layers that give a low contribute to the total
energy of the weights tensor. By removing whole filters in
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TABLE 11. Comparison of proposed network with the state-of-the-art methods on the CamVid 11 road class segmentation problem in terms of IoU for each class - performance
on the embedded platform Raspberry Pi 4 - Keras h5 model.

TABLE 12. Comparison of proposed network with the state-of-the-art methods on the CamVid 11 road class segmentation problem in terms of storage cost, accuracy and
inference time - performance on the embedded platform NVIDIA Jetson Nano 2 GB (GPU) - ONNX model.

the network together with their connecting feature maps, the
computation costs are reduced significantly without sparse
connectivity patterns.
Table 14 shows the results achieved by applying WP

and FP compression methods to the UNet-ResNet (V1,
V2, and V3). In the first two rows of each model we
reported the full rank and low rank versions of the proposed
networks for convenience. The compression factor is almost

the same for all the compressed networks. As you can
see the CP method outperforms both weight and filters
pruning in terms of accuracy. As far as the inference
time is concerned filters method is able to obtain the
best performance. However, it is worth to notice that
while a wide range of optimization techniques have been
proposed to perform standard convolutions, such as fast
fourier transform (FFT) [110], winograd (Winograd) [111]
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TABLE 13. Comparison of proposed network with the state-of-the-art methods on the CamVid 11 road class segmentation problem in terms of IoU for each class - performance
on the embedded platform NVIDIA Jetson Nano 2 GB (GPU) - ONNX model.

TABLE 14. Comparison of the UNet-ResNet V1, V2, V3 models with the state-of-the-art compression methods - performance on the embedded platforms: Raspberry Pi 4 (CPU)
and NVIDIA Jetson Nano 2 GB (GPU) - Keras h5 model for Raspberry Pi 4 and ONNX model for NVIDIA Jetson Nano 2 GB.

and general matrix multiplication (GEMM) [112], these
solutions offer little benefit for depthwise convolutions. This
is because such techniques are designed to optimize arith-
metic computation, but not memory access latency, which
often dominates the execution time of depthwise convo-
lution [113], [114] due to its lower arithmetic operations
compared to a standard convolution. Thus, these optimizated
techniques used to implement efficiently filters pruning
method are the major reason for the best performance
obtained in terms of inference time. Nevertheless, the accu-
racy achieved with this method is very low in comparison
to the other techniques. Therefore, the proposed networks
ensure the best compromise between accuracy and infer-
ence time, thus showing suitable performance for semantic
segmentation task both in autonomous driving vehicles and
robots.

Fig. 6 shows the qualitative comparisons of the
LR-UNet-ResNet (V1, V2, and V3) predictions with the
state-of-the-art networks. For this comparison, the archi-
tectures U-Net and DeepLabv3+ have been chosen, since,
according to Table 10, they outperform the selected
state-of-the-art networks in terms of storage cost and
accuracy, respectively.
Besides, in order to show the capability of the proposed

CNN architecture to reach low/ultra-low latency with suitable
hardware, Table 15 and Table 16 report the performance
achieved on desktop (Intel Core i7-6800K CPU with
3.40 GHz and 32 GB of RAM and GPU NVIDIA
Tesla P100 PCIe 16 GB). As expected storage cost,
compression, complexity and accuracy keep unchanged,
while inference time is scaled by about an order of
magnitude.
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TABLE 15. Comparison of proposed network with the state-of-the-art methods on the CamVid 11 road class segmentation problem in terms of storage cost, accuracy and
inference time - performance on desktop - Keras h5 model for CPU using TensorFlow and ONNX model for GPU using NVIDIA TensorRT.

TABLE 16. Comparison of proposed network with the state-of-the-art methods on the CamVid 11 road class segmentation problem in terms of IoU for each class - performance
on desktop - Keras h5 model.

VII. CONCLUSION
One of the main challenges in autonomous driving for smart
vehicles and smart robots, is to implement the real-time
functional modules, such as location, perception and so on,
on a low-power embedded platform at an affordable price.
Semantic segmentation is one of the most critical tasks of
autonomous driving, since it requires massive computation
and storage resources as well as fast real-time performance.
This paper shows that adopting a CNN compression tech-
nique based on tensor decomposition, and an architecture
that combines the U-Net structure and the ResNet residual
blocks, a new architecture named UNet-ResNet that is suit-
able for real-time semantic segmentation, can be derived. The
networks proposed in this paper outperform state-of-the-art
networks both in terms of complexity, and accuracy, as well
as inference time and storage cost. To demonstrate the supe-
riority of the proposed approach a large experimentation on
the low-cost, low-power Raspberry Pi 4 and on two GPUs
platforms have been conducted.
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