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ABSTRACT This paper proposes a novel design for Maximum Likelihood Sequence Estimation (MLSE)
used in ultra-high-speed wireline communication. We take advantage of the propagated errors caused by
Decision-Feedback Equalizer (DFE) to activate and guide the MLSE, thereby reducing its complexity.
The design is customized for a 4-PAM, 1 + D signaling system, and synthesized in 16nm FinFET TSMC
Technology. For comparison purposes, a conventional MLSE is also synthesized in the same technology.
The synthesis report confirms that the proposed design consumes 1/10 of the power and occupies 1/15
of the area required by the conventional MLSE while having a comparable bit error rate.

INDEX TERMS DFE burst error, MLSE, MLSE on demand, partial equalization, SERDES, wireline.

I. INTRODUCTION

WITH the steady growth of data rate in wireline com-
munication, the design of transceivers to effectively

compensate for high-frequency channel losses has become
extremely challenging. The receivers supporting more than
56Gb/s often utilize an analog-to-digital converter (ADC)
after the analog front-end (AFE) to provide better equaliza-
tion in the digital domain [1]–[3]. This makes transmission
of data over long-reach channels with more than 40dB
loss at the Nyquist frequency feasible at the expense of
more power consumption [4]–[9]. The recent state-of-the-art
designs confirm that 30 − 50% of the total power is con-
sumed in the digital section [2], [7], [9], [10]. Therefore, any
attempt at reducing the complexity of the digital equalizers
would have a great impact on the total power consump-
tion. Feed-forward equalizers (FFEs) and Decision-feedback
equalizers (DFEs) are the most common equalizers for can-
celling inter-symbol interference (ISI). Even though FFEs
degrade the SNR, a large tap-count FFE followed by a

1- or 2-tap DFE is a common approach for equalization in
the receiver [4]–[10]. For instance, LaCroix et al. [6] use
25-tap FFE and 2-tap DFE at the receiver to implement a
112Gb/s 4-PAM transceiver, achieving an energy efficiency
of 5.9pJ/bit for transmission of data over a channel having
45dB loss. Having limited number of taps for DFE is mainly
due to the feedback loop around a regular DFE. Therefore,
in order to alleviate the stringent timing constraint, several
techniques such as unrolling and unfolding have been uti-
lized in the implementation of a DFE [1], [2], [11]–[15].
These techniques cause the complexity of a DFE to grow
exponentially with the number of taps, discouraging the use
of large tap-counts DFEs in the receiver. In [2], Kiran et al.
reduce the complexity of the DFE by partially unrolling it.
With this approach, they could implement a 2-tap DFE for
4-PAM modulation consuming half of the power of a conven-
tional DFE at 52Gb/s. A more recent work [16] introduces
sliding block DFE (SB-DFE) where the DFE feedback loop
is broken, relying on the observation that the DFE output
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ultimately converges to the correct output even if the ini-
tial symbols are wrong. Therefore, having no feedback loop
allows them to implement a 9-tap DFE preceded by a 5-tap
FFE for equalizing 4-PAM data at the speed of 112Gb/s.
Energy efficiency of 1.5pJ/bit for only the digital part is
reported in this architecture.
Despite the innovations listed above, the error propagation

of the DFE continues to degrade the performance of the
system especially when it is used in conjunction with forward
error correction (FEC). The probability of generating error
bursts by propagation of errors in the DFE loop is related
to the number of taps and their values [17]–[19].
The optimal equalizer which can be used in the receiver

side is known as the maximum likelihood sequence estima-
tion (MLSE) [20]. MLSE finds the most likely transmitted
sequence rather than making symbol-by-symbol decisions.
Since it takes the ISI-induced correlations between the sym-
bols into account, it has superior performance over other
types of equalizers such as FFE and DFE. Nevertheless,
it has not been widely used in high-speed wireline appli-
cations due to its complexity and power consumption,
even when its efficient implementation method, the Viterbi
algorithm, is employed. One of the common approaches
for realizing Viterbi algorithm is known as sliding block
architecture [21], [22]. This approach enables the use of
pipelining by breaking the feedback loop, but at the cost of
requiring pre-training that in turn increases area and power.
There also exists a more efficient architecture for Viterbi
algorithm which is based on look-ahead technique [23], [24].
Even though the look ahead method leads to a more
efficient architecture [24], its area and power consump-
tion may still be deemed unacceptable, especially when
the number of states in Viterbi algorithm is increased for
more complex signaling. Reduced-state sequence estima-
tion is another technique for lowering the complexity of
MLSE by reducing the number of states of the Viterbi
algorithm [25], [26].
In this paper, we propose implementing MLSE in con-

junction with DFE, where we use the DFE output unless we
detect an error, in which case we invoke the MLSE [19].
In this method, the MLSE is used on demand to avoid its
power consumption compared to a conventional MLSE. We
also use DFE information to reduce the complexity of the
MLSE. This results in a significant reduction in both area and
power consumption while maintaining the BER performance
comparable to the conventional MLSE.
The rest of the paper is organized as follows. In Section II,

we briefly analyse the error propagation property of DFE and
how we can utilize it to invoke the MLSE. The design and
implementation of a conventional MLSE are also explained
in this section. The proposed method for reducing the
complexity of the MLSE is discussed in Section III. The
proposed implementation of the reduced MLSE-on-demand
is explained in Section IV. The realized algorithms are
compared together in Section V, and finally the paper is
concluded.

FIGURE 1. 1-tap DFE block diagram.

FIGURE 2. DFE error propagation.

II. BACKGROUND
In this section, we explain the error propagation mecha-
nism of a 1-tap DFE, and investigate methods to cancel
these errors. We also review the Viterbi algorithm and its
implementation in the hardware for 4-PAM, 1+D signaling.

A. ERROR PROPAGATION MECHANISM
Fig. 1 shows a block diagram of a 1-tap DFE equalizing
1 +αD channel, where xk is the received signal at instant k.

xk = sk + αsk−1 + nk (1)

where sk and sk−1 are the current and previous transmit-
ted symbols, respectively, α is a positive coefficient and is
equal to the strength of the post-cursor and nk is the noise
amplitude at the current instant.
The slicer input, yk, is equal to:

yk = sk + α
(
sk−1 − ŷk−1

) + nk (2)

In an ideal world, ŷk−1 = sk−1 and nk = 0. Hence, ŷk
would be equal to sk. However, due to non-zero noise these
two values might be different. Let the difference (ŷk − sk)
be denoted by ek. Hence:

yk = sk − αek−1 + nk (3)

Eq. (3) implies that if there is an error in the detection
of the previous symbol, i.e., ek−1 = ±1 (The error between
the non-adjacent levels is neglected), the current level at the
slicer input will move in a direction opposite to that of the
previous error. As α increases, the effect of the previous error
is more pronounced at the current slicer input. The tendency
toward the opposite direction leads to a zigzag pattern for
the error propagation as shown in Fig. 2.
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FIGURE 3. 4-PAM levels and the thresholds of the slicer’s comparators.

To see how this burst of errors eventually terminates, we
refer to Eq. (3) and Fig. 3 drawn for 4-PAM modulation.
Based on Eq. (3), the signal level at the slicer input is
displaced by α times the previous error. Since we assumed
that the absolute value of the error is 1, the amount of shift
is determined by α. if noise is neglected and α < 0.5, the
displacement is not enough to change the decision of the
slicer. Therefore, error is not be propagated. On the other
hand, if α > 0.5, the displacement makes the slicer mistake
the signal for either one level higher or one level lower than
the actual value depending on the polarity of the previous
error. However, based on Fig. 3, if the signal (sk) is already
at its maximum level (which is 3 for 4-PAM case), one level
higher than this value does not change the slicer decision.
Similarly, if the signal is at its minimum level, one level
lower than this level does not make a difference. Therefore,
the burst of errors is terminated in these particular cases
where the slicer input goes out-of-range. These out-of-range
signals can be an excellent indicator for the end of burst
detection. We should note that in real applications, noise
slightly changes the probability of error propagation and
termination. Nevertheless, both exact analysis and simulation
results confirm that its impact is insignificant, especially if
α is not close to 0.5.

B. PRECODING
In the previous section, we explained that the burst of the
errors in the DFE output alternates between −1 and +1.
Therefore, by adding the current DFE output to the previous
one, the net error would become zero, except for the first and
the last error in the burst. However, taking the result of the
addition as the output requires performing the inverse func-
tion at the transmitter (Fig. 4). This technique for removing
the intermediate errors in the burst is called precoding [18].

C. END OF BURST OF ERRORS CORRECTION
As discussed earlier, the burst of errors is terminated when
the signal at the slicer input goes out-of-range. The out-of-
range signals can be detected by two additional comparators.
Hence, by detection of the end of burst, we can also correct
the last error in the burst simply by adding or subtract-
ing one level depending on the polarity of the out-of-range
signal (Fig. 5). As shown on Fig. 3, the threshold levels
of these two additional comparators are set to be βd apart

FIGURE 4. (a) Precoding technique for elimination of the burst error (b) Value of the
errors at the DFE and the decoder output.

FIGURE 5. Mode-0 of the error correction.

from the maximum and minimum levels, where d is the dis-
tance between two adjacent levels and β is a constant to
be determined. If β is too low, a small noise can falsely
trigger the out-of-range comparators. On the other hand, if
it is too high, we may miss the true out-of-range signals.
To determine an optimal value, we compute the BER with
respect to β and derive β such that the BER is minimized.
Following [19], we refer to this method as “mode-0” for
error correction. Mode-0, in conjunction with the precoding,
is able to remove all the propagated errors in DFE except
the first error which occurs due to noise [18].

D. MLSE ON DEMAND
MLSE recovers the most probable sequence of data, and
Viterbi algorithm is often used as an optimal algorithm for
the MLSE implementation. This algorithm as explained in
the next section is too complex and power hungry to be
implemented in high data rate applications [20]. However,
the idea of end of burst (EOB) of errors detection can be
used to activate an MLSE engine for determining the most
probable transmitted sequence before the end of burst. This
method has been proposed by Lu et al. [19], where they
demonstrated a significant improvement in BER which even
includes correction of the first error of the burst. Fig. 6
depicts a block diagram implementation of the idea. For as
long as the out-of-range signal has not been detected, the
DFE provides the output. Once an out-of-range signal is
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FIGURE 6. MLSE on Demand conceptual block diagram.

FIGURE 7. Probability of end of burst of errors detection for 4-PAM signaling with
(a) High SNR (b) Low SNR.

detected, the MLSE engine is activated to detect the recent
transmitted symbols prior to the end of burst. During this
time the MLSE provides the output before it switches back
to the DFE output after the burst is terminated. To match
the delay of the MLSE, a buffer is inserted at the output
of the DFE to make the switch seamless. The sequence of
symbols on which the MLSE engine works should be long
enough to not only include the first error in the burst, but
also go enough beyond that to confidently determine the
most probable sequence. Finally, the decoder after the mul-
tiplexer decodes the symbols that were precoded as discussed
previously.
Like mode-0 of the error correction, the performance of

this method relies on the value of β. Fig. 7 depicts the prob-
ability of detecting EOB with different values of α and for
two different cases of signal-to-noise ratio (SNR). This figure
implies that the value of β should be kept below the value
of α, if we do not want to miss a lot of EOBs. Otherwise,
the MLSE engine is not activated for the missed EOBs and
the BER of the system approaches a DFE-based receiver.
However, if α ≤ 0.5, we inevitably miss a lot of EOBs
regardless of the value of β and SNR. We should also note

FIGURE 8. Probability of the valid out-of-range signals for 4-PAM signaling with
(a) High SNR (b) Low SNR.

that the out-of-range detectors might be falsely triggered by
noise. Therefore, the out-of-range signals indicate EOB with
a likelihood of less than 100%. This probability depends on
both α and β, and it is reflected on Fig. 8 for two differ-
ent cases of SNR. According to this figure, the value of β

should be higher than 0.5 if we desire to avoid frequent false
activation of the MLSE engine. In theory, false activation of
the MLSE engine would only increase the power consump-
tion and would not degrade BER. However, in practice, we
have a limited capacity for handling the out-of-range signals.
Therefore, if the system is flooded by the false out-of-range
signals, it will not be able to handle the valid ones, resulting
in a BER which is close to a DFE-based receiver. In sum-
mary, we can say that MLSE-on-demand can be competitive
with conventional MLSE, if 0.5 < β < α. In this paper, we
designed MLSE-on-demand for 1 + D and set the value of
β to 0.6.

The key benefit of the MLSE-on-demand method is that
complex MLSE is just invoked whenever needed, thereby
considerable amount of energy is saved. However, it still
requires the same area as the conventional MLSE. In
Section III, an algorithm to drastically reduce the area is
discussed.

E. CONVENTIONAL MLSE
In the MLSE, we find the least costly path (a path which
incurs the minimum amount of error) through the trellis
diagram in order to recover the most probable sequence sent
by the transmitter. Fig. 9 demonstrates an example of trellis
diagram for 4-PAM signaling assuming one post-cursor ISI
with the value of α. Hence, there exist four states in each
step of the trellis diagram, and 16 possible transitions from
the current step to the next one.

100 VOLUME 3, 2022



FIGURE 9. Trellis diagram for 4-PAM signaling (window size = 32).

FIGURE 10. Sections of the Viterbi algorithm as implemented in the hardware.

Viterbi algorithm breaks the process of finding the shortest
path into three separate sections as shown in Fig. 10 [23].
Those are the transition metric unit (TMU), add compare
select unit (ACSU), and survivor memory unit (SMU). TMU
computes the cost of transitions existing between two adja-
cent steps of the trellis diagram. This cost is the power of the
error defined by Eq. (4), where TM is the transition metric,
y is the input signal level, and xij is the expected level of
the input signal, if the transmitter sends data sequence ji.

TMij = λij = (
y− xij

)2 (4)

ACSU updates the state metrics in the trellis diagram by
adding all the transition metrics to the current state metrics
and taking the minimum ones as the next values of the state
metrics (Eq. (5)).

γi,k+1 = min
(
γ0,k + λi0,k, γ1,k + λi1,k, γ2,k

+ λi2,k, γ3,k + λi3,k
)

(5)

where γ and λ represent state metric and transition metric,
respectively. Following the notation in [27], the equation for
state metric computation can be rewritten in the form of
matrix-vector multiplication (Eq. (6)).

⎛

⎜⎜
⎝

γ0
γ1
γ2
γ3

⎞

⎟⎟
⎠

k+1

=

⎛

⎜⎜
⎝

λ00 λ01 λ02 λ03
λ10 λ11 λ12 λ13
λ20 λ21 λ22 λ23
λ30 λ31 λ32 λ33

⎞

⎟⎟
⎠

k

⎛

⎜⎜
⎝

γ0
γ1
γ2
γ3

⎞

⎟⎟
⎠

k

(6)

We should do the calculations in Eq. (6) like a nor-
mal matrix-vector multiplication but bearing in mind that
multiplications and additions should be replaced by addi-
tions and minimum operations respectively. The arguments
of the minimum operations are also kept in the survivor
transition vector (STV).

STVk =

⎛

⎜⎜
⎝

s0
s1
s2
s3

⎞

⎟⎟
⎠

k−1

. (7)

The elements of this vector, at time instant k, point to the
previous symbols at time instant k − 1, and are stored in
SMU.

F. CONVENTIONAL MLSE IMPLEMENTATION
In this section, we briefly review the implementation of con-
ventional MLSE for 4-PAM, 1+D signaling. In ADC-based
wireline receivers, the symbol rate is often much more than
the maximum clock frequency that the digital processor can
operate at. For this reason, digital operations are performed
in parallel domain, often using a pre-defined serial-to-parallel
conversion ratio. We use the lookahead method as explained
in [27] to efficiently implement the MLSE. Besides, the tran-
sition and state metrics are computed based on carry-save
representation in order to speed-up the operations.
To compute the transition metrics, we first expand

Eq. (4) as:

TMij = y2 − 2xijy+ x2
ij (8)

We note that y2 is the common term across all the tran-
sitions and does not contribute to the final select operation.
Thus, it can be excluded from the TM equation:

TMij = x2
ij − 2xijy (9)

In Eq. (9), x2
ij does not depend on the input signal, thus

it can be precomputed and given to the TMU block as a
constant. Besides, if we assume 4-PAM levels are equal to
0, 1, 2, 3, then the 1 + D channel turns it into 7 levels of
0, 1, 2, 3, 4, 5, 6. Therefore, we have 7 distinct values for
xij, and xijy can be easily computed by simple add and shift
operations.
To update state metrics at time instant k+ 2, we can use

Eq. (10).

�k+2 = �k+1�k+1 (10)

where �, and � represent state vector and transition matrix
respectively. This equation can be rewritten as

�k+2 = �k+1�k�k = 2�k�k (11)

Thus, we can first calculate 2�k by doing matrix-matrix
multiplication and then do the matrix-vector multiplication.
The new transition matrix (2�k) is called 2-step transition
matrix, because it connects the state vectors which are 2
steps apart [27]. Moreover, the argument of the minimum
operations done in computation of 2�k should be kept in
survivor transition matrix to be later used in the SMU logic
for recovering the most probable transmitted sequence. This
idea can be expanded to compute m-step transition matrix
to update state metrics every m steps.
In this paper, we use a serial-to-parallel ratio of 32, so

we calculate 32-step transition matrix in the form of a tree
architecture and update state metrics every 32 steps (Fig. 11).
This 32-step ACSU provides the SMU block with 31 survivor
transition matrices and one survivor transition vector which
can be used for data recovery. Moreover, to avoid overflow
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FIGURE 11. Conventional MLSE for processing 32 parallel data.

in the computation of state metrics, we use a very simple
normalization method explained in [28].

III. PROPOSED ALGORITHM
As mentioned before, in this paper, the MLSE is used along-
side a DFE. Therefore, we have access to the DFE output
to guide the MLSE through the trellis diagram. Moreover,
the MLSE is activated to correct the burst of errors which
is known to most likely alternate between −1 and +1 until
it hits an out-of-range status. Hence, we can simplify the
algorithm with the following assumptions.

• In the trellis diagram, we move from right to left.
Actually, the direction of movement can be chosen arbi-
trarily. However, Since the out-of-range signal triggers
the MLSE engine, we choose that point as the initial
point for the Viterbi algorithm.

• We assume that 4-PAM symbols take on 0, 1, 2, and 3
values. Besides, the channel is assumed to be 1 + D.

• Error value alternates between −1 and +1 as we move
through the symbols.

• There is one and only one error caused by noise within
the MLSE window. That error indicates the beginning
of the burst. The end of burst is where the out-of-range
has been detected.

Before deploying the trellis diagram and applying Viterbi
algorithm, we try to get as much information as we can
from the DFE output and the out-of-range signal to more
efficiently guide the MLSE engine.
Firstly, we know that the out-of-range signal indicates the

end of burst, and the DFE output is most likely correct at
that particular point. Besides, if the high-end out-of-range
comparator is triggered, it implies that the hypothetical error
at this point would have been +1. Thus, due to the alternating
behaviour of the error, the previous symbol’s error (previous
in time) is −1, the second previous symbol’s error is +1,
and so on. Similarly, if the low-end out-of-range comparator
is triggered, the previous symbol’s error is +1, the second
previous symbol’s error is −1, and so on. Note that when
we state the error is −1 or +1, it does not necessarily mean
that the DFE output is wrong at that point. it only means
that if the DFE output is wrong, the correct symbol can
be derived by subtracting that error from the DFE output.
Therefore, we devise a block called symbol predictor (SP),

FIGURE 12. An example of trellis diagram in which the extra information is
highlighted.

FIGURE 13. Trellis states and transitions when the current predicted error is (a) +1,
(b) −1.

whose task is to compute the probable correct symbols using
the error values and the DFE outputs within a fixed length
of symbols (e.g., 32) ending in the out-of-range signal.
Secondly, as the SP moves backward (in time) through the

symbols and computes the correct symbols based on the error
pattern, it might output an invalid symbol (out of the range
of the valid values). For instance, if the error value is +1 at
one particular point and the DFE output is 0, the predicted
correct symbol is computed as −1 which is an invalid value.
A similar event happens if the error is −1 and the DFE
output is 3. In other words, SP might create a new out-
of-range symbol, which implies the beginning of the burst
must be somewhere between this new out-of-range signal and
the original one detected by the DFE. Hence, the MLSE
window can be adjusted dynamically and confined within
these two points. If SP does not generate any invalid symbol,
the window size is adjusted to its pre-defined maximum
length (e.g., 32).
Finally, if the MLSE determines that the DFE output is

correct at one particular point, the previous DFE output
(previous in time) is also correct, because we have not yet
reached the first error of the burst.
Fig. 12 illustrates an example of trellis diagram based on

the above arguments. As we can see, in each step of the trellis
diagram, there are only two valid states. One of them is the
DFE output denoted by D and the other one is the SP output
denoted by P. Besides, the dashed transitions in Fig. 12
are invalid, because they correspond to situations where the
bursts of errors are terminated without encountering out-
of-range signals. Therefore, the total number of transitions
between two steps is reduced to three. To simplify the Viterbi
algorithm we divide it into two separate cases. In one case,
the algorithm describes a situation where the current error
is +1, and in the other case −1. This is depicted in Fig. 13.
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Since the channel is assumed to be 1 + D, the expected
value for each transition (xij in Eq. (9)) is the addition of the
symbols connected by that transition. Hence, TM equations
for Fig. 13a are

TMDk+1,Dk = (Dk + Dk+1)(Dk + Dk+1 − 2y)

TMPk+1,Pk = (Dk + Dk+1)(Dk + Dk+1 − 2y)

TMDk+1,Pk = (Dk + Dk+1 − 1)(Dk + Dk+1 − 2y− 1) (12)

where D, and y are the values of the DFE and received level
of the signal respectively.
Since we are interested in the relative difference between

the transitions, TMPk+1,Pk is subtracted from all the transi-
tions and the final result is divided by two. Hence:

TMDk+1,Dk = 0

TMPk+1,Pk = 0

TMDk+1,Pk = yk − (Dk + Dk+1) + 0.5 (13)

Similarly, for case b in Fig. 13, the transition metrics are
calculated as:

TMDk+1,Dk = 0

TMPk+1,Pk = 0

TMDk+1,Pk = (Dk + Dk+1) − yk + 0.5 (14)

For the calculation of state metrics, we note that there
is only one transition connecting a predicted symbol
to the previous predicted symbol with a value of zero. Thus,
the predicted symbol state metric remains zero throughout
the MLSE window. However, the state metric of the DFE
output is updated according to the following equations:

CASE a => SMk+1 = min(SMk, yk − (Dk + Dk+1) + 0.5)

CASE b => SMk+1 = min(SMk, (Dk + Dk+1) − yk + 0.5)

(15)

According to these equations, if the minimum value is
equal to the current state metric, the new state metric does
not change and the survivor path connects two DFE outputs
together. However, if the transition metric connecting DFE
output to the predicted symbol is lower than the current state
metric, the new state metric is updated with the new value and
the survivor path switches to connect the DFE output to the
predicted symbol. Therefore, if we apply this algorithm on all
the symbols within the MLSE window, the final state metric
will become equal to the global minimum of all the transitions
metrics and at that point the DFE output is connected to the
predicted symbol. Prior to that point in time, all the survivor
paths go through the DFE outputs and after that point all the
predicted symbols are connected together. In other words, the
global minimum indicates the beginning of the burst. Thus,
the algorithm can be simplified as below.
First, all the transition metrics are calculated according to

the following equations:

CASE a => TMDk+1,Pk = yk − (Dk + Dk+1)

CASE b => TMDk+1,Pk = (Dk + Dk+1) − yk (16)

FIGURE 14. MLSE engine block diagram realizing reduced MLSE on demand.

Note that the constant 0.5 is removed from the equations,
because it does not have any impact on the global minimum.
Second, the global minimum of all of these values within

the MLSE window is derived. The symbol with the global
minimum indicates the beginning of the burst. Hence, the
DFE output is correct before that point (before in time) and
all the next symbols should be replaced with the predicted
symbols until the end of the burst.

IV. PROPOSED IMPLEMENTATION OF THE REDUCED
MLSE ON DEMAND
A. 1 + D CASE
In this section, we explain how we can implement Reduced
MLSE on Demand in hardware based on the algorithm
discussed in Section III. Fig. 14 depicts the core of the
algorithm. This block is designed for processing 32 paral-
lel signals per each clock cycle. The main input signals are
DFE outputs (D0-D31) and received signals after the channel
(y0-y31). Besides, we assume that out-of-range signal has
occurred at D31/y31. In other words, the data given to the
MLSE engine is always aligned such that the end of burst is
at the last index of the data (D31, y31). Later, we elaborate
how this can be achieved given that the out-of-range signal
can happen anywhere within the data block. Having DFE and
channel outputs, we can compute transition metrics based on
Eq. (16). To know which case of that equation should be
used for each TM calculation, we should be aware of the
error pattern. Since the error pattern is alternating, know-
ing the error at the point of out-of-range signal is sufficient
to know the value of the error for the entire sequence. In
this design, only for TM computations, we have assumed
that the error is always −1 at the point of out-of-range sig-
nal (D31). To consider the case when the error is actually
+1, we look into Eq. (16), and realize that cases a and b
are negative of each other. Thus, we should only negate all
the computed TMs to have the correct values. Alternatively,
instead of negation, we can take the maximum value as the
start of the burst. In this paper, we chose the latter option.
In Fig. 14, the “Symbol Predictor” block computes the

probable correct symbols based on the DFE output and the
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FIGURE 15. Location of the out-of-range signal and the MLSE window in the data
block for different situations (a) There is only one out-of-range signal in two
successive clock cycles (b) There are two out-of-range signals in two successive
clock cycles (c) There are three out-of-range signals in two successive clock cycles.

error value (Fig. 12). When an out-of-range symbol is gen-
erated due to these computations, the index of that symbol is
provided by the “Begining of Burst” (BOB) detector block.
This index is used to limit the window size of the MLSE
according to Fig. 12. Moreover, the window size could be
also limited by another input called “Window Size 2” which
is discussed later in this section. The “Symbol Predictor” also
finds the value of the error at the point of the out-of-range
signal and based on that notifies the “Global Min/Max”
(GMM) block whether minimum or maximum operations
should be performed. The GMM block finds the global min-
imum/maximum across all the TMs within the window. The
index of the minimum/maximum value is the indicator of
the start of the burst. Thus, all the symbols after this point
are replaced with the predicted symbols.
As mentioned earlier, this MLSE engine works if the data

is aligned such that the end of burst is at the end of the
data block. However, we know normally the end of burst
may happen anywhere within the data block (Fig. 15a). This
alignment can simply be achieved by properly shifting the
sequence which has partial overlap over two successive clock
cycles. As a result, the output of the MLSE must also be
shifted to align with the normal stream of data. These shift-
ing operations are realized by “Barrel Shifter” blocks with
amounts determined by the “End of Burst (EoB) Scanner”
block as shown in Fig. 16.
The MLSE window size should be also limited here to

avoid processing the already processed data. In Fig. 15a,
there is only one out-of-range signal in two successive clock
cycles. Thus, the MLSE window size can be set to its max-
imum value (32 in our implementation). However, if there
are two out-of-range signals in two successive clock cycles
(Fig. 15b), the MLSE window size may be required to
be limited. Moreover, the MLSE engine can process just
one out-of-range signal per each clock cycle. Therefore, if
there are two out-of-range signals in the same clock cycle
(Fig. 15c), we have to first split the data in two different
clock cycles and then process them one by one. This splitting
also necessitates merging the data back to one clock cycle
after the above processing. The operations of determining the
window size and splitting the data block is performed by
the “Input Interface Controller” (IIC) block and the merging

operation is handled by the “Output Interface Controller”
(OIC) block in Fig. 16. The MoD block outputs “Valid”
signals as well as the recovered symbols. The “Valid” sig-
nal indicates whether or not the output of the MoD is valid.
Each symbol whose corresponding valid signal is true should
replace the DFE output at the end. As a last note, the
designed MoD cannot handle more than three out-of-range
signals in two successive clock cycles. This is to reduce the
implementation complexity and its negligible effect on the
overall error performance is confirmed by simulations.
Finally, note that the designed MoD is targeting a system

structure similar to one shown in Fig. 6. Furthermore, the
DFE designed in this structure is a 1 + D DFE with the
capability of out-of-range detection, and its implementation
is done based on unrolling and pipelining techniques used
in [13]. Fig. 17 shows more details about the implementation
of the DFE.

B. 1 + αD CASE
So far, we have derived the equations and discussed the
implementation of an on-demand MLSE for 1+D signaling.
In this section, we explain what changes are required in the
equations and the implementation to accommodate a more
general case of 1 + αD.

First, as discussed in Section II-D, if α ≤ 0.5, a lot
of EOBs are missed and the performance of the system
approaches a DFE-based receiver. Therefore, our proposed
receiver will lose its advantage if α ≤ 0.5.
Second, DFE implementation should be changed to cover

the more general case of 1 + αD.
Third, the trellis diagrams would be identical with Fig. 12

and Fig. 13. However, transition metrics computation would
be changed to:

Case a :

TMPk+1,Pk = 0

TMDk+1,Dk = (1 − α)((αDk+1 + Dk) − yk) − (1 − α)2

2

TMDk+1,Pk = α(yk − (αDk+1 + Dk)) + α
(

1 − α

2

)
. (17)

Case b :

TMPk+1,Pk = 0

TMDk+1,Dk = (1 − α)(yk − (αDk+1 + Dk)) − (1 − α)2

2

TMDk+1,Pk = α((αDk+1 + Dk) − yk) + α
(

1 − α

2

)
(18)

By comparing these equations with Eq. (13) and Eq. (14),
we realize that more computations are needed for TMDk+1,Pk ,
and TMDk+1,Dk is no longer zero for the general case.
Like the special case of 1 + D, in the calculation of the

state metrics, the predicted symbol state metric remains zero
throughout the MLSE window. However, DFE output state
metric is computed as:

SMk+1 = min
(
SMk + TMDk+1,Dk ,TMDk+1,Pk

)
(19)
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FIGURE 16. MoD block diagram.

FIGURE 17. DFE block diagram.

If SMk + TMDk+1,Dk < TMDk+1,Pk , two DFE outputs are
connected together. Otherwise, the survivor path is the one
connecting DFE with the predicted symbol. By recursively
applying Eq. (19) on all the symbols within theMLSEwindow,
the final value of the state metric would be equal to:

SMn = min(e0, e1, . . . , ei, en−1) (20)

where n is the size of the MLSE window, and ei is
equal to:

ei = TMDi+1,Pi +
n−1∑

k=i+1

TMDk+1,Dk , for i �= n− 1

en−1 = TMDn,Pn−1 (21)

Like the particular case of 1+D, the argument of the mini-
mum operation indicates the beginning of the burst. However,
in 1+αD, we should first compute the eis based on Eq. (21)
and then apply the minimum operation. It can be shown that
we need 2n adders for these extra computations.

In summary, the MLSE engine shown in Fig. 14 requires
two modifications in order to accommodate the 1 + αD
case. First, the TM computation section should be modified
according to Eq. (17) and Eq. (18). Second, 2n additional
adders must be inserted between TM computation block and
the GMM. These modifications are expected to increase the
receiver complexity compared to the 1 + D case, but will
remain competitive with respect to the conventional MLSE
implementation.

FIGURE 18. SER vs SNR for mode-0 of the error correction, reduced
MLSE-on-Demand, and conventional MLSE.

V. SIMULATION RESULTS AND ANALYSIS
We have designed and synthesized both the conventional
MLSE and our proposed MLSE-on-Demand in TSMC 16nm
FinFet process. As explained earlier, the data is assumed
to be 4-PAM and passed through a 1 + D channel. It
is also de-muxed into 32 parallel lines, which is a typi-
cal serial-to-parallel ratio in high speed wireline transceiver
implementations. The RTL simulation results are depicted in
Fig. 18. The square-marked curve shows the symbol error
rate (SER) vs. SNR for mode-0 of the error correction (DFE
only). The other two curves show the performance of the
conventional MLSE and the proposed MLSE-on-Demand. As
we can see, there is a negligible difference between these two
algorithms, even though the proposed MLSE-on-Demand is
much less complex than the conventional algorithm. To quan-
tify the advantage, we can refer to Table 1. The area occupied
by the proposed algorithm (including everything shown on
Fig. 6) is almost 15 times less than the area of conven-
tional MLSE and its power consumption is reduced by 10
times. This power reduction is a result of simplifications
in the algorithm and does not yet include further reduction
when the MLSE function is invoked on an on-demand basis.
According to Fig. 19, 28% of the total power is consumed
by the MLSE engine and the rest is consumed by the other
blocks including DFE, Decoder, etc. If we turn off the MLSE
engine when there is no error, the power is reduced by 28%
during that time. Therefore, the average power consumption
depends on the SNR as shown by Fig. 20. As SNR becomes
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TABLE 1. Comparison between conventional MLSE and reduced MLSE-on-demand
synthesized in 16nm FinFET TSMC technology.

FIGURE 19. Power consumption of the MLSE engine compared to the other blocks.

FIGURE 20. Energy Efficiency vs SNR.

higher, SER becomes lower, and the power consumption
reduces. The minimum power consumption is 72% of the
number shown in Table 1 and is achieved when the SER
approaches zero.
The comparison between the proposed algorithm and some

other implemented algorithms is summarized in Table 2. To
quantitatively compare our proposed algorithm with the other
state-of-the-art designs, we define figure of merit (FoM) as
follow:

FoM = N
(
A/size2

) × (power/DR)
(22)

where N is the number of transitions between two successive
Viterbi steps, A is the area of the implemented algorithm,
size is the feature size of the technology, power is the power
consumption, and DR is the maximum data rate. Note that the
power/DR term represents the energy efficiency expressed
in J/bit.
Since a more complex algorithm occupies more area, FoM

should be inversely proportional to the area. However, to
have a fair comparison, we normalize the area to the square
of the feature size as expressed in Eq. (22). Energy efficiency

is the other important factor that is considered in the FoM
computation. Moreover, we should also consider the compu-
tational complexity of a conventional trellis diagram sketched
for the MLSE. The computational complexity is roughly
proportional to the number of transitions existing between
two successive Viterbi steps. As the number of transitions
increases, the number of logic blocks used for the MLSE
implementation increases accordingly. This is also reflected
in the FoM. As an example, the FoM for [26] in Table 2 is
computed as follow:

FoM = 44

3.6×105

(14×10−3)
2 × 4.1 × 10−12

= 3.4 × 104 (23)

Table 2 also shows FoM calculated for each case, and
demonstrates the efficiency advantage of our proposed
reduced MLSE on demand (RMoD).

VI. CONCLUSION
In this paper, we examined different ways to cancel the prop-
agated errors caused by a DFE. This is particularly useful
when the DFE is customized for equalizing a 1+D channel,
where the probability of error propagation reaches its maxi-
mum value and cancelling the propagated errors becomes a
necessity. If we also use the ISI-induced correlation between
consecutive symbols, even the first error which has triggered
the propagation might be corrected. To take the correlation
into account we use MLSE, but unlike the conventional one,
we use it on demand once DFE alerts that an error has
occurred. The whole procedure of correcting the entire burst
of errors can be summarized as follows.
First, end of burst is detected by out of range signal detec-

tors. Second, the start of the burst is detected by the MLSE.
Our proposed design demonstrates that there is no traceback
required if our goal is to detect the start of the burst. Finally,
knowing the error pattern helps us correct all the symbols
in the burst whose start and end are detected by MLSE and
the out-of-range signal detector respectively.
To verify the performance of the receiver, both a con-

ventional and the proposed MLSE have been designed and
synthesized in 16nm FinFET TSMC Technology for the spe-
cial case of 4-PAM signaling and a 1 + D channel. The
simulation results demonstrates that the MLSE-on-Demand
can process upto 96Gb/s while consuming 10 times less
power and occupying 15 times less area than the conventional
MLSE. Data rate can be increased by increasing the num-
ber of parallel branches, and the power consumption can be
further decreased if we only turn on the MLSE upon detec-
tion of an error (a truly on-demand operation). Moreover,
this proposed idea can be expanded to cover a more general
case of 1 + αD or higher number of taps.
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TABLE 2. Performance comparison with other implementations.
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