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ABSTRACT IoT edge devices process the data collected, which can contain sensitive information related
to the user. It is crucial to incorporate robust encryption algorithms considering the resource and power
budget of these devices. In this paper, we present a power-based SCA-resistant implementation of the
ChaCha20 encryption algorithm for low-end devices by utilizing memory arrays. The 10T SRAM-based
implementation performs simple operations (like NAND, NOR, XOR) on the bitlines and other operations
like addition/subtraction, shifting, rotation on custom-designed in-memory elements tightly coupled to sense
amplifiers (SA). The design is verified for multiple test vectors to generate power consumption signatures.
Welch’s t-test is performed on these signatures to demonstrate that the design is highly resistant to power-
based SCA. The proposed implementation of ChaCha20 runs at 250MHz at a 1.2V supply, in 65nm Low
Standby Power (LSTP) technology, achieving a speedup of around 7 times in terms of execution time
compared to the ARM Cortex A9 processor.

INDEX TERMS ChaCha20, edge computing, encryption, in-memory compute, IoT security, SCA.

I. INTRODUCTION

IOT EDGE-NODE devices are now being used every-
where, from smart homes to industries. They collect

information from the surroundings, process it, and upload
the necessary data to the cloud. The data collected by these
devices often include sensitive or safety-critical information
and needs to be protected from theft and tampering [1]. To
achieve this, encryption algorithms are integrated into the
devices. They use private keys to encrypt and decrypt the
data, hence ensuring confidentiality [2]. The security of these
algorithms is dependent on the safety of their private keys.
In IoT devices, the private keys are generally stored during
the manufacturing process and are optionally updated dur-
ing the entire life-cycle of the device [3]. It makes these
devices a vulnerable target for side-channel attacks (SCA).
As an alternative, Physically Unclonable Functions (PUFs)
are also being used to generate private keys, which can’t be
anticipated or replicated [5], [6].
In SCA, the adversary takes advantage of

implementation-specific characteristics to uncover or
build a logical relationship for some of the secret param-
eters involved in the algorithm [4]. These characteristics
are the measurable parameters like power consumption,

execution time generated due to the algorithm’s execution in
the underlying hardware. For instance, the work shown in [7]
conducts a power-analysis-based attack on an AES-128
cipher, and [8], [9] demonstrates cache-based SCA.
In power-based SCA, the power consumption profile of

the machine running the encryption algorithm is analyzed
to extract some valuable information like the private key.
These attacks work on the basis that the power consumed
in computing bit value ‘1’ is different than when computing
bit value ‘0’ [10]. This is valid when the algorithm is being
executed in a processor. The existing countermeasures to
SCA, as mentioned in [11], are resource and power-intensive.
Therefore, these methods to secure the chip against SCA
can’t be used in edge devices that are resource-constrained
and operate on a limited power budget. Ideally, methods to
secure edge devices from SCA should have no impact on
the energy, area, and performance of the system.
IMC offers a promising solution to secure low-end IoT

edge devices. It enables part of the logic operations to be
executed on the fly during read access. This architecture
exploits the flexibility of the memory cells to be dually
used for storing data and for computing. In this work,
we show that the power consumption of logic operations
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implemented using in-memory-compute architecture can be
designed to be independent of the data being processed.
Here, it must be noted that, the design of the ChaCha20 algo-
rithm makes it naturally resistant to timing-based SCA [12].
This paper focuses explicitly on designing a power-based
SCA-resistant ChaCha20 stream cipher implementation for
resource-constrained devices.
The rest of the paper is organized as follows. In Section II,

we discussed the previous work done on memory-based
implementations of encryption algorithms. In Section III,
we elaborate on the advantages of using IMC architecture in
effectively avoiding SCA in edge devices. In Section IV, we
give a brief overview of the ChaCha20 stream cipher and
its implementation. In Section V, we provide the detailed
implementation of in-memory computing units, followed by
Section VI, in which we describe the verification setup
and explain the methodology of power-based side-channel
leakage assessment. Then in Section VII, we present the
results of side-channel leakage assessment and performance
comparison. Finally, the conclusion is drawn in Section VIII.

II. RELATED WORKS
Many existing hardware implementations for encryption
algorithms have been proposed in the academia that are
based on cryptographic co-processors like [13]–[15]. On
the other hand, the countermeasures for power-based side-
channel attacks are also being studied as discussed in [11]
but at the cost of significant area and energy overhead.
However, memory-based hardware encryption is rarely used
while addressing the problems of side-channel attacks. The
existing memory-based implementations of encryption algo-
rithms focus majorly on the power and performance gain,
as discussed below.
In [16], the authors propose a reconfigurable cryptographic

processor (Recryptor) implementing the AES algorithm. In
this paper, a block of memory is configured to imple-
ment in-memory and near memory compute operations. Only
the XOR operation is implemented as in-memory. Rest of
the operations namely, shifting, rotation, and substitution
box (SBOX) are implemented by cross-wiring, combina-
tional logic, and latches added near the memory. Similar
to this, [17] proposes an in-memory implementation of the
Advanced Encryption Scheme (AES) algorithm for non-
volatile memories (NVMs). In this, various components of
the AES algorithm like the Substitution box (SBOX), Mix-
column blocks are implemented using a combination of
look-up tables (LUTs) and combinational logic.
The near memory circuitry used in these works was

independent of the array and could not synergize effec-
tively with in-memory elements, leading to a significant
area overhead and consequently power consumption. The
architecture proposed in our work focuses entirely on IMC
elements. The proposed adder circuitry takes benefits from
the IMC operation, thereby reducing the area overhead.
To the best of our knowledge, our work is the first to

FIGURE 1. 6T SRAM Bitcell.

propose IMC-based ChaCha20 algorithm implementation
with resistance to power-based SCA.

III. ADVANTAGES OF IMC BASED ARCHITECTURE
As discussed in [19], the IoT edge devices have limited
budget for power and resources to implement robust security
measures. Also, to enable edge computing, they are burdened
with local processing. This leaves out minimal resource
and power budget to incorporate encryption algorithms
with effective measures against SCA without degrading the
device’s performance. Moreover, existing methods to miti-
gate power-based SCA as discussed in [11], require a lot of
additional resources which are not available in these low-
end devices. Furthermore, the ChaCha20 algorithm requires
high bit-width computations and contains multiple rounds
of operation on the input data. While a higher number of
rounds increases the diffusion between input and cipher-
text (hence the security), it results in higher execution time.
Implementation of the algorithm on the lower-end processor
results in huge performance overhead and is not within the
budgeted capability of most IoT edge devices.
IMC capabilities in SRAMs enable high bandwidth of

operations within a small power envelope. So, as proposed,
in-memory implementation can be considered as a solu-
tion for the trade-off mentioned above between security,
performance, and resources. Since memory elements form a
significant area in any computing system, memory bitcells
are used for storage and computation purposes. Given below
are a few benefits of the in-memory-compute architecture.
1) Power-consumption pattern masking capability: A

conventional 6T SRAM cell is shown in Fig. 1. It is a
pair of inverters (M1-P1 and M2-P2) cross-coupled to
form a latch. M3 and M4 devices are used to access the
latch and perform a read/write operation. The bitlines
BL and BLB are initially precharged to Vdd (logic 1),
followed by enabling the word-line, i.e., charging it to
logic 1. Then, depending on the data-bit stored in the
bitcell at BLTI and BLFI nodes, one of the bit lines
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FIGURE 2. Read operation waveform of the 6T bitcell.

FIGURE 3. Write operation waveform of the 6T bitcell.

(BL or BLB) gets discharged through access and pull-
down transistors path M4-M2 or M3-M1, respectively.
This generates a differential voltage drop between the
bit-lines, which is then detected using a sense amplifier
(SA).
Similarly, to write a data-bit, either of the bitlines is
precharged to gnd, and the other is precharged to Vdd.
Then, on enabling the word-line, logic 0 and logic 1 are
stored in the complementary nodes (BLTI and BLFI)
depending on the discharge path formed.
It is observed that the discharge pattern (hence power
consumption) of the bitlines as a pair is identical in
the read-0&1 and write-0&1 as shown in Fig. 2 and
Fig. 3, respectively. Hence, it can be safely concluded
that power consumed in read and write operation in a
memory array is independent of data being read from
or written to the array.
Additionally, leakage current of other non-activated
bitcells in the memory array helps to further obfuscate
the relation between the data being processed and the
power consumption patterns.

2) Single cycle operation: In-memory architecture does
not require the data to be loaded in temporary registers
from memory for computing. Here, the data is read
from memory, computed by IMC elements on the fly,
and the modified data is written back to the memory
in the same clock cycle. This cuts back on the extra
cycles required for load and store instructions, thereby
reducing the number of clock cycles per instruction as
explained in [18] and illustrated in Fig. 4.

3) Overcomes von-Neumann Bottleneck: In von-Neumann
architecture, limited data bus width acts as a bottleneck
to wide bandwidth computations, hitting a “Memory

FIGURE 4. Addition operation can be done in 1 cycle with the updated OPCODE in
IMC instead of 4 cycles in a regular processor.

Wall” for processing speed. This significantly affects the
throughput, and a large fraction of energy is consumed
in moving data back and forth between memory and
the processor. The proposed architecture completely
bypasses the need for data transfers in SIMD operations
by taking compute units to memory, thereby increasing
throughput and reducing power consumption.

4) Parallel processing: The input/output port width of a
memory array is limited to standard data bus width, but
the in-memory implementation allows us to work on
custom bit widths. This enables us to exploit bit-level
parallelism for better performance and constant-time
execution, preventing timing-based SCA.

IV. CHACHA20
ChaCha20 is a stream cipher that is used to generate pseudo-
random bits of data called keystream. The given plain-text
data is combined with the generated keystream by XOR
operation to generate the cipher-text. Similarly, the cipher-
text can be decrypted by doing an XOR operation on the
cipher-text and the keystream.
The ChaCha20 algorithm starts with an initial state of

16 words, 32-bits each. It comprises a 128-bit constant, a
256-bit private key, a 32-bit block counter which is incre-
mented from zero, and a 96-bit nonce which is unique for
a keystream. The initial state is arranged in the form of a
4 × 4 matrix as shown in Fig. 6(a). A series of 20 rounds,
alternating between even and odd rounds are applied to the
initial state-matrix, generating a 512-bit keystream. The flow
of the ChaCha20 algorithm is shown in Fig. 5. Each round
contains four quarter-round (QR) functions. The even and
odd rounds differ by their inputs, as shown in Fig. 6(b). Each
QR takes 4 words, 32-bits each, as input. It uses additions,
XORs, and rotations to update the words, as shown in the
flow diagram in Fig. 7.

V. CHACHA20 IN-MEMORY ARCHITECTURE
The top-level architecture of the in-memory-ChaCha20 is
presented in Fig. 8. It uses IMC operations to implement
the ChaCha20 algorithm inside the memory array without
requiring any external processing unit. The 512-bit input data
is stored in the memory array as a matrix of dimensions
4 × 128, as shown in Fig. 6(a), such that the words required
in a single QR operation are aligned in the same column
of the memory array. Since each column has a dedicated
IMC unit, storing data in the above form allows four QRs to
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FIGURE 5. ChaCha20 algorithm flow.

FIGURE 6. Initial State Matrix and Even/Odd Rounds.

be executed in parallel. The row-decoders of the array are
designed to enable multiple read-word lines simultaneously,
allowing in-memory compute operations. I/O circuitry of
each column of the memory array contains a separate single-
ended SA for RBL and RBLB read-bitlines, write-drivers for
write-bitlines, Adder/XOR unit, and rotation unit.

A. IMC OPERATION
In the proposed SRAM-based IMC array, NOR and AND
logic functions are executed during the read operation on
the data of selected rows, explained later in Section V-B.
These results can be passed either to an XOR unit or the
rotation circuit or the adder unit based on the requirement.
The computed data is then written back to the memory
bitcells in the same cycle. The in-memory-ChaCha20 archi-
tecture does the operations mentioned above in two parts.
It uses bitlines for in-memory NOR and AND logic func-
tions and custom-designed in-memory elements to execute

FIGURE 7. ChaCha20: Quarter-Round.

the remaining operations. In a single round execution Fig. 7,
all the required operands are aligned in the same column of
the memory array to exploit parallel execution of QRs. The
steps in a single QR are given below.
1) Firstly, the two rows which contain the operands for

an addition/XOR operation, say A and B (aligned in
the same column) are activated simultaneously. The
RBL and RBLB of the respective column output the
bitwise AND and NOR values of A and B.

2) Next, the output from the above step is passed to
“Adder/XOR Unit”.

3) The output is then passed to the “Rotation Unit”,
which rotates the input data by a specified number
of bits according to the algorithm and writes back to
the memory array.

4) Each row of the memory array contains four words
(128-bits), all of which are operated upon in parallel.

5) The memory array now contains the updated data.
These steps (starting from 1) are now repeated for dif-
ferent operands to complete the execution of a single
round.

Here it is to be noted that when switching between even
and odd rounds, the rows of the state matrix Fig. 16 are
shifted using rotation block, such that the elements required
in a single QRs are aligned in the same column.

B. IN-MEMORY COMPUTING USING READ BITLINES
The concept of IMC is based on the idea that simple boolean
functions can be executed equivalently to a read operation.
The only difference between a normal read operation and
an IMC operation is that multiple rows are activated simul-
taneously in the latter, and all the activated bitcells in the
same column are allowed to control the read-bitlines simul-
taneously. For the ChaCha20 algorithm, the addition and
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FIGURE 8. Proposed In-memory-ChaCha20 Architecture.

FIGURE 9. 10T SRAM Bitcell.

XOR operations on A and B (stored in the same column)
are implemented as in-memory from A.B (AND) and A+ B
(NOR) values. These AND and NOR boolean operations are
executed efficiently by exploiting the read mechanism in the
memory bitcell.

1) 10-TRANSISTOR SRAM BITCELL

The memory array used for in-memory compute in this paper
is made using 10T SRAM bitcells. The bitcell is repre-
sented in Fig. 9. The bitcell consists of a conventional 6T
SRAM cell used exclusively for a write operation and two

single-ended read-ports, used for in-memory boolean logic
execution and read operation. The read ports are added to
the bitcell by using a pair of two series-connected NMOS
transistors viz. (M2 and M1) and (M4 and M3). The gate ter-
minals of these transistor pairs are connected to BLTI, RWL,
BLFI ,and RWL, respectively. The read bitlines (RBL and
RBLB) contact the bitcell at the drain end of the read transis-
tors (M1 and M3), such that the internal nodes (BLTI/BLFI)
of the bitcell are isolated from any direct contact with the
read bitlines.
In the standard 6T memory array, read and write bitlines

are shared. Short-circuit between multiple bitcells in a col-
umn storing complementary data could result in corruption
of the data stored. For example, if one of the many bitcells
stores a logic-0 and discharges the bitlines, this could cause a
bit-flip at the internal nodes of the other participating cells of
the same column. For this reason, 10T cell is selected for the
IMC array in which decoupling of the read and write ports
allows independent sizing of the transistors on the read and
write path. It gives flexibility for implementing in-memory
compute operations without corrupting the data. They allow
having better readability and comparatively larger voltage
swings at the read-bitlines without the risk of degrading the
write-ability. Given below are the modes of operation of the
bitcell.

• Read-Mode: In read mode, the read-bitlines RBL and
RBLB are initially precharged to Vdd. RWL of the row
of required bitcell is activated, providing the discharge
path for bitlines. Based on the charge stored at BLTI
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FIGURE 10. 10T Bitcell: Read Mode.

FIGURE 11. 10T Bitcell: Write Mode.

and BLFI nodes, either RBL or RBLB either discharges
(logic 0) or both remain at a precharged voltage (logic 1)
as shown in Fig. 10. The value read by the bitlines is
then detected by an inverter-based SA at the I/O.

• Write-mode: In write-mode, WWL of the desired bitcell
is activated, and data to be written is loaded on the
write-bit line pair by the write drivers, as shown in
Fig. 11.

• IMC mode: In IMC mode, both the read-bitlines RBL
and RBLB are precharged initially to Vdd. The RWLs
corresponding to the rows containing the two operands
are activated simultaneously in the same read-cycle. The
precharged bitlines will either discharge or remain con-
stant based on the short-circuit between the two values
sensed by the bitlines.
– NOR and AND operation: The voltage level at the

read-bitlines provides the output of the boolean
operation. The read bitline, RBL, will discharge
when any of the two activated bitcell stores a
“0,” equivalent to an “AND” boolean operation.
On the contrary, the RBLB senses the comple-
mentary value stored in the bitcells, and it will
be discharged only when both the bitcells stores a
logic “1,” equivalent to a logical NOR operation.
The above functionality is shown in the Fig. 12.

C. CUSTOM-DESIGNED IN-MEMORY-COMPUTE
ELEMENTS
Additional circuitry required for adder, XOR, and rotation
operations is added near the SA to benefit from unbound
bandwidth inside the memory, thereby allowing operations
on 128-bits in parallel.

FIGURE 12. 10T Bitcell: IMC Mode.

FIGURE 13. Proposed Adder.

TABLE 1. Area and latency comparison of RCA, CLA and IMC adders.

• XOR Circuit: Outputs of in-memory boolean operations
AND and NOR are passed to the NOR gate at the IO,
resulting in XOR operation as demonstrated in [16].

• Adder Circuit: For a single-cycle 32-bit addition, a low
latency adder is required while maintaining low area
constraints. Ripple carry adders utilize the least area, but
rippling carry at every stage leads to very low through-
put. While on the other hand, carry look-ahead adders
provide the lowest latency but at the cost of huge area
overhead.
Hence, an adder mid-way between ripple carry and carry
look-ahead adder is proposed, as shown in Fig. 13. The
latency and area of all the three adders area compared
in the Table 1. This Adder takes the IMC-NOR and
IMC-AND output of the input bits from the bitlines.
The carry output for every bit is generated parallelly
for both cases when input carry would be 1 or 0. The
final output carry is selected using a MUX, with the
carry-in signal (output carry from previous bit) as select-
line. This reduces the carry propagation delay per stage.
The sum, on the other hand, is generated in two parts.
Firstly, the carry independent part, i.e., A+B generated
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FIGURE 14. Rotator Circuit: Array output to write driver mapping.

parallelly for all the bits, and then the actual carry signal
is used to calculate the final sum for each stage. The
delay of the N-bit proposed adder can be calculated by
the expression 1.

τdelay = τIMC−XOR + τOR + N(τMUX) + τXOR. (1)

• Rotation Circuit: The circuit for rotation is shown in
Fig. 14. There are two types of rotations required to
implement the algorithm. First is the bit-level rotation,
i.e., within a single word required in a QR Fig. 7.
Second is the word-level rotation needed to align the
words (required in the next QR) in the same column
when the algorithm switches between even and odd
rounds, as shown in Fig. 16. Rotation is executed by
first reading a single row from the array, then latching
the data at the output of SA, and then finally redirecting
to different write drivers (based on rotation requirement)
of the same row via IMC-XOR unit. The redirection is
done using an 8×1 MUX, one for each column, having
inputs from other columns and the output of the MUX
connected to the write driver of its column. The select
line for rotation MUX, MUX Select, is controlled by
the memory array’s control block. The rotation MUX,
one for each column, is placed at the output of the
XOR/Adder unit. The implementation for rotation using
MUX for each column is shown in Fig. 14.
The mapping between XOR units to write driver using
MUX for the two different types of rotation is discussed
below.
– Bit-level Rotation (Quarter Round): In QR, each

of the 32-bits words is bit-rotated by a fixed

FIGURE 15. Bit-level Rotation in single word.

FIGURE 16. Word-level Rotation.

amount after the XOR operation Fig. 7. The rota-
tion is executed by passing the XOR output of
required columns at the input of rotation MUX.
The inputs to the MUX of 0th column is shown in
Fig. 15.

– Word-level Rotation (Column Alignment): The data
processed in the ChaCha20 algorithm is stored
in the form of 4 × 128 state matrix (Fig. 16)
in the memory array. It is done so that all the
elements required in a single QR function can
be placed in the same column (for IMC opera-
tions). This allows for all the four QR functions
of an even/odd round to be executed parallelly.
In order to align the words of the matrix in the
same column, word-level rotation is performed.
Here, when a row is read from the array, the
words as a whole are redirected to specified write
drivers. The output of the SA is redirected to write
driver after passing through XOR/Adder unit. The
mapping for this word-level rotation is shown in
Fig. 16.

VI. VERIFICATION SETUP
The complete IMC circuit for the algorithm is designed
in the 65 nm LSTP technology of STMicroelectronics
by using Cadence Virtuoso and simulated for functional-
ity verification and power analysis using the Eldo Circuit
Simulator.
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A. POWER SIDE CHANNEL LEAKAGE ASSESSMENT
METHODOLOGY
The power consumption of a circuit is the sum of its dynamic
and static power consumption. It is measured by probing
the total current drawn from the power supply directly dur-
ing the circuit simulations. The power-consumption data
for the complete memory array is extracted using the Eldo
Simulator.
Power-based SCA exploits the vulnerability that different

inputs to a cryptographic system will produce different power
consumption patterns. The Test Vector Leakage Assessment
(TVLA) methodology, demonstrated in [22], [25], is used to
verify whether this vulnerability exists in the IMC imple-
mentation also or not by analyzing side-channel leakage
statistics. So, if different inputs to the system always result
in a similar power consumption pattern on average, there is
nothing for an attacker to exploit. Here, specific test vectors
are used, and corresponding power consumption patterns are
sampled. Further, statistical tools like t-tests are used to ana-
lyze the vulnerability of the device based on the sampled
power consumption patterns.

1) TEST VECTOR GENERATION

We have generated 200 random input test vectors and
categorized them into two sets. Each generated vec-
tor has a bit-width of 512 bits, i.e., a total of 16
32-bits words. The structure of each vector looks like
{c0, c1, c2, c3, k0, k1, k2, k3, k4, k5, k6, k7, bc0, n0, n1}, where
each element is a 32-bit word, k0-k7 represents the 256-bit
key, where kthi represent the 32-bit ith sub-key, (bc0) rep-
resent the block counter, (n0, n1) represent the nonce and
(c0, c1) represent constants.

2) WELCH’S T-TEST

In this paper, Welch’s t-test is the statistical tool that is
used for comparing the two sets of power consumption pat-
terns [22]. It is used to compare the mean values of two
groups of samples when the variances are different. Welch’s
t-statistic score is calculated as follow:

t = μA − μB√
σ 2
A

ηA
+ σ 2

B
ηB

(2)

where μA and μB are the means, σA and σB are the standard
deviations, and ηA and ηB are the sample sizes of the two
groups A and B, respectively. Higher values of the t-statistic
score indicate a significant difference between the two sam-
ple sets, whereas a smaller t-statistic score suggests that the
two sample sets are very similar.
The TVLA framework specifies a threshold t-statistic

value of |4.5| for deciding that the implementation is leaking
information at any particular point in the power trace [22].
The t-statistic value of the design less than |4.5| represents
that the power consumption patterns of the two different data
sets are nearly identical even if the input differs in terms of
key [22]. So, the circuit is classified as resistant to power-
based SCA. While if the score exceeds the threshold of |4.5|,

FIGURE 17. Welch’s t-statistic score (5GHz Sampling).

FIGURE 18. Histogram: Power consumption at a time-instant.

the power consumption pattern differs significantly for the
two sets of input vectors. Hence, an adversary can extract
information regarding the key via the power consumption
patterns.

3) SIDE CHANNEL LEAKAGE ASSESSMENT
METHODOLOGY

For each input vector, the circuit is simulated, and the power
consumption is recorded throughout the execution of the
algorithm in the hardware. The hence generated power traces
are sampled at the rate of 5.4 GHz. To carry out the Welch’s
t-test, the power-traces are categorized into two groups cor-
responding to their input test vector set. We receive two sets
of power consumption values belonging to two different sets
of test vectors at each sampling point. These values are then
used to create a probability density function (PDF) for the
Welch’s test. The statistical difference between the distri-
butions of these two sets directly indicates the amount of
side-channel leakage at that particular instant. This differ-
ence is quantified with the help of Welch’s t-statistic scores.
Here, the Welch’s score is evaluated at each of the sampling
points when the and presented in Fig. 17. The given example
in Fig. 18 shows the captured histogram at one such specific
time instant for power consumption corresponding to input
vectors of the two sets.

B. PERFORMANCE ANALYSIS
The performance of the proposed hardware implementa-
tion is compared with a software implementation of the
algorithm in terms of execution time and the number of
clock cycles. We took a standard software implementation
of the ChaCha20 algorithm from GitHub’s repository of the
OpenSSL cryptography toolkit library. The code is executed
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FIGURE 19. Welch’s t-test scores at 25◦C for single round (50Ghz power sampling).

FIGURE 20. Welch’s t-test scores at 125◦C for single round (50Ghz power sampling).

on the Cortex A9 processor, and the number of clock cycles
and execution time are sampled.

VII. RESULTS
We begin with simulating the proposed circuit to generate the
power traces for multiple input vectors. These traces are then
analyzed by the tools mentioned above to check for any side-
channel leakage. Then, for performance analysis, the circuit
is implemented on the ARM Cortex A9 processor, and its
latency is noted and compared with that of the proposed
implementation.

A. POWER BASED SIDE-CHANNEL ATTACK
ASSESSMENT
Each of the captured power traces for complete execution
was sampled at a frequency of around 50Ghz (1600 samples
in 32ns). The circuit was simulated for a single ChaCha20
round at 25◦C and 125◦C temperature values along with
Monte-Carlo analysis to model the effects of fabrication and
temperature variations. The Welch’s t-test scores for these
cases are represented in Fig. 19 and Fig. 20 respectively for
different sampling frequencies. It was observed that the t-
statistic score for comparison between the provided two sets
of input data in all the above experiments was well within
the bounded value of |4.5|.

B. PERFORMANCE ASSESSMENT
We used Zedboard (Xilinx Zynq-7000 APSoC) as the target
platform for the software implementation, which includes
the required processor core. The SDSoC software is used
to generate the boot image file from the C++ specification
of the algorithm. It contains the instruction set (assembly
generated from the C++ program) required to execute the
algorithm on the processor. Finally, Tera Term, a terminal

FIGURE 21. Steps to implement the ChaCha20 algorithm on the ARM Processor
(Zedboard).

TABLE 2. Performance comparison of ARM cortex A9 and proposed IMC
implementation.

emulator, was used to display the results from the Zedboard.
The process is shown in the Fig. 21. A speedup of approxi-
mately 7× in terms of the execution time was observed with
the proposed in-memory implementation.

VIII. CONCLUSION
In this paper, we have presented a memory array-based
implementation of the ChaCha20 algorithm to ensure its
safety against power-based SCA. The proposed in-memory-
ChaCha20 architecture is designed in ST Microelectronics
65nm LSTP technology and simulated. The Welch’s t-test
is employed to demonstrate the effectiveness of the circuit
against power-based side-channel attacks. The results show
that power consumption of the circuit is independent of the
input vector or the data being processed, thereby warding off
power-based SCA. Furthermore, the IMC technique offers
a low area and low power solution for securing IoT edge
devices since it bypasses the need for a separate co-processor.
Additionally, the proposed design overcomes the von-

Neumann bottleneck as the memory array is now dually
used as a storage and computing unit. We also show that
by utilizing in-built parallelism during memory accesses
and enabling high-bitwidth encryption, significant improve-
ment in performance can be achieved. We demonstrate a 7X
performance gain for the execution of the ChaCha20 algo-
rithm on the proposed in-memory architecture as compared
to the ARM Cortex A9 processor.
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