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ABSTRACT Network-on-Chip (NoC) is used as the communication network in many applications that use
multiple cores or Processing Elements (PEs). Routers play a crucial role as connectors since a faulty router
can degrade the NoC’s performance and cause miscommunication between the network’s components.
Thus a faulty router may cause the system to fail. To avoid failure in routers in NoCs, a novel self-healing
technique is proposed. Self-healing serves to recover hardware faults, and it is defined as the ability of
a system to recover from its faults without any external intervention. The proposed self-healing method
is to heal faulty routers and their port buffers of faults as they occur. The proposed method uses the
neighboring routers of a faulty router for computation. The data packet includes three bits for routing. A
neighbor’s active router updates these bits according to the destination of the packet. A self-healing block
is added inside each router. The proposed method also covers faulty buffers, and it uses active buffers
to store the packet of a faulty one. It has been implemented and tested using VHDL and Altera Arria
10 GX FPGA. It has been found to attain improved reliability and Mean Time to Failure (MTTF) at an
area overhead of 27%. It has been tested for complex NoC structure, and the results show it is practical,
scalable, stable, and robust.

INDEX TERMS NoC, self-healing, hardware faults, fault tolerance, neural network, FPGA architecture.

I. INTRODUCTION

IN QUEST of increased performance, the semiconductor
industry has been rapidly switching from a single micro-

processor to multiple core architectures. This is enabled by
a rapid reduction in the dimensions of the integrated cir-
cuit, which enables the placing of several components on a
single chip. NoC is used to provide effective and efficient
communication for large systems with multiple cores. NoC
is used for routing between multiple cores as NoC is a flexi-
ble, scalable, and efficient interconnection technique [1], [2].
NoC can be used in many applications, such as processing
components of an aircraft [3], [4] and processors in comput-
ers [5]–[8]. Apart from providing efficient communication,
NoCs are expected to be power efficient [9], [10] and ideally
free of fault and failures.
NoC, however, is a complex system that consists of

billions of transistors and enables enormous amounts of com-
munication, which makes it vulnerable to faults. Therefore,
fault recovery is critical for increasing system reliability

in such a system. The network faults can be divided into
router fault, link fault, and core fault. A router fault may
make the network fail at providing the needed performance.
The traditional method for a fault-tolerant router uses spare
or redundant routers, which increases the area overhead
significantly. Sometimes, spare or redundant channels are
allowed [11]. Another traditional method uses a fault-tolerant
routing algorithm [12], [13]. The drawbacks of these meth-
ods are latency overhead and high area overhead that make
the cost too high for mission-critical systems such as aircraft
or biomedical systems. A self-healing mechanism is used to
recover faults [14], [15]. Self-healing can fix faults through
healing or repairing without external intervention.
Multiple processing cores can be integrated on a chip,

and a faulty core can be repaired by isolating it and using
a spare core instead. Such a system can be functional but
with limited performance. In an NoC architecture, routers
manage communications between cores [16]–[19]. In the
case of a router failure, the performance degrades due to
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FIGURE 1. NoC architecture.

the disconnection of cores [20]. Therefore, one of the main
challenges in NoC is to heal and recover faulty routers. In
this paper, we focus on using self-healing to recover faulty
routers at a minimal cost. The role of self-healing becomes
even more critical for fault recovery in places where there
may be no option for external maintenance, such as in an
aircraft during flight. Self-healing performs fault repairs and
improves reliability, which refers to the ability of the system
to perform its function correctly and within a specific period.
NoC consists of multiple routers, and each router is con-

nected to PE, as shown in Fig. 1. The main component of
NoC for routing is the router, and the main focus of this paper
is on proposing a self-healing router in NoC. The architec-
ture of the baseline router consists of multiple components,
as shown in Fig. 2. The router has five input/output ports,
Virtual Channel (VC) buffers, Virtual-channel Allocation
(VA), Routing Computation (RC), and Switch Allocator
(SA), and Crossbar Switch (CS). The operation of each one
is described as follows. The VC is the base unit of each port
buffer. It is used to maximize the stored data in each port
buffer. The VA component is used to make a decision for
which packet request access can be the selected one. The RC
block has the responsibility for routing and directing data
packets towards the appropriate output channel and port.
The SA component moves between VCs requesting access
to the crossbar, and it gives permission to the winning packet.
The central crossbar switch is a switch that makes a connec-
tion between input and output ports. It selects which input
port is forwarded to which output port.
Hardware faults in NoC are divided into two classes: tran-

sient and permanent faults [21]–[23]. The transient fault is a
fault that comes from external disturbance, and it may stay
for a short period. The permanent fault is irretrievable phys-
ical damage in the system, and it is a continuous fault and
stable with time. In this paper, we focus on permanent faults,
and the reasons are described as follows. Time-Dependent
Dielectric Breakdown (TDDB) is one of the sources, and
it indicates insulating film breakdown due to continuous
stresses to a gate oxide-film causes [24]. Negatively Biased
Temperature Instability (NBTI) is another source that causes

threshold voltage degradation due to a stressed transistor with
negatively biased gate voltage [25]. Electromigration (EM)
is also another source that occurred because of the excessive
stress of current density. It causes a sudden delay increase,
short, or open fault [26]. Stress Migration (SM) occurs due
to excessive structural stress, and it also causes short, open,
and delay faults [27]. Furthermore, Hot Carrier Injection is
a source of the fault, and it causes an increase in the thresh-
old voltage under the stress of source-drain voltage [28].
The focus of this paper to repair a faulty router.
The main focus of this work is to heal faulty routers in an

NoC as a faulty router may cause isolation of its PE from
the rest of the network components, and cause the degra-
dation of performance or even failure of the system. The
main contributions of this paper are to provide a self-healing
method for network-on-chip based on sharing computa-
tion with neighbor routers. The proposed method addresses
faults recovery for router components through the following
specific contributions:

• A self-healing method,
• A packet and method for packet selection,
• Algorithm for routing in the event of a faulty router,
• A self-healing method for faulty buffers, and
• Detailed analysis and implementation results
The proposed method is scalable and incurs a small area

overhead. The proposed methods are implemented on FPGA.
The results show the proposed method improves mean
time to failure 12.75 times more reliable than unprotected
traditional baseline router and the prior works.
The remainder of this paper is organized as follows.

Section II presents an overview of NoC, its application, and
related work. Section III presents the proposed method of
self-healing routers in NoC. Section IV discusses parame-
ters for evaluation of self-healing. Section V presents the
implementation and experimental results, followed by the
conclusion in Section VI.

II. NOC BACKGROUND AND RELATED WORK
NoC is used as the enabling network for many applications
such as biomedical, aerospace, and processors. For exam-
ple, NoC is used for facilitating communication between the
80 cores of Teraflop processor [29]. It is used in NVIDIA
Tesla V100 processor, which has 640 Tensor cores and 5000
cores that communicate using NoC [30]. NoC is also used
in Tilera processor, which includes 100 cores [31]. NoC’s
functionality and reliability are important for many critical
systems. Cores are connected to NoC via routers, and any
fault that may happen in any router makes a PE isolate from
the rest of PEs in the network, and the network performance
decreases. The reliability of each component in an NoC can
impact the overall reliability of the system [32], [33].
Motamedi et al. [34] present a fault-tolerant NoC tech-

nique with reconfigurable architecture. Their method is based
on using redundancy to recover faulty components and
increase reliability. It provides a fault recovery in the NoC’s
processor cores, and an application-specific configuration
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FIGURE 2. Block diagram of the router architecture.

topology is implemented for the aircraft control system.
If there is a faulty component, an extra core compensates
for the faulty core’s operation. The method is implemented
using Altera Quartus II software on a Cyclone II FPGA.
The main drawback of the method is high area overhead.
Heisswolf et al. [35] propose a method of fault-tolerance in
NoC. Their method is based on a communication interface.
The idea is to disable or isolate the faulty router, and another
network layer is added to adapt the operations of the faulty
routers. The setup of the second layer is implemented using
a distributed configuration. Their method is implemented
on an NoC size of 3 × 3 and ASIC. The method saves
up to 72.2% power of the communication infrastructure
power.
Fick et al. [36] propose a Vicis router architecture to

recover permanent faults on routers and links. Their method
is based on using redundancy to repair router operation where
it uses bypassing a faulty path and port swapping. This
technique uses a built-in self-test to reroute the data around
the faulty routers and links. Vicis router has bidirectional
links, and each link contains two input and output ports. In
the case one port fails, the rest three ports are used for a
new connection.
Wang et al. [37] propose a fault resilient router using a

High-Performance Reliable (HPR) technique. It uses virtual
channel closing for an input port, and for touting, it uses
look-ahead routing. A bypass mechanism is used to tolerate
the faults of the crossbar.
Constantinides et al. [38] propose a Bulletproof technique

for repairing a faulty router. It utilizes a spatial redundancy
mechanism where a backup is used for each component. The
drawback of this method is that the area overhead is high.
The Bulletproof provides a model of automatic clustering
decomposition to achieve modularity in router architecture
design. It divides the process of fault tolerance into sub-
stages of detection, diagnosis, repair, and recovery.

FIGURE 3. Proposed self-healing method for router.

Baloch et al. [39] present a defender method for a fault-
tolerant router. It is based on adding other components to
deal with router faults. The defender method provides fault
tolerance to both the routing computation unit and the input
ports by grouping the neighboring ports together.
A fault routing algorithm for network faults is presented

in [12]. Their method uses an alternate bypass path that is
formed around a faulty node in the network. In this way, the
alternative bypass path forwards the packet to a neighboring
node of a faulty node. The packet follows the XY routing
algorithm through a fault-free path. The main drawbacks of
this method are the complexity and scalability of wires and
connections for complex systems.
Khalil et al. [40] propose a self-healing technique for

routers in NoC. The proposed method uses a simplified
spare block in each router, which allows the network to
work within an expected range of performance. The spare
block works as a path for the coming packets. It is used to
forward the coming data to another active neighbor router.
It is implemented using VHDL and ISE Xilinx Vertex 5.
The method has a lower area overhead than the traditional
methods that use spare routers. The method improved the
reliability of the network to longer age with an area overhead
of 18%.
Chatterjee and Chattopadhyay [41] present a fault-tolerant

method for mesh architecture. It recovers faulty routers using
a double network interface and spare links. Liu et al. [42]
introduce a fine-grained path salvaging method for data in
NoC. It splits the data path components such as links, cross-
bars, and input buffer into slices instead of using redundancy.
It makes a connection between multiple routers and one PE,
which is implemented by designing additional ports. This is
to avoid isolation of PE because of the faulty router. This
method’s drawbacks are that it has a large area overhead
due to using spare components, links, and routers.

III. PROPOSED SELF-HEALING METHOD
The proposed self-healing method is applied for a faulty
router. A faulty router isolates its local PE from the rest of
PEs in the network, and the proposed method provides a
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TABLE 1. Selection sequence for the output ports and the input ports.

router recovery to keep the connection of the isolated PE
with the others. The self-healing technique considers the
faulty components of the router’s components and ports’
buffers. The proposed method of architecture is shown on
each port in addition to the spare buffer, as shown in Fig. 3.
In the case of a faulty router, the fault detection technique
sends a notification to all neighbors of the faulty one. All
neighbors consider this notification to update the routing
bits. In NoC, each packet is 64 bits and composed of seven
fields. The first two fields save the destination X-coordinate
and Y-coordinate, respectively. The third and fourth fields
have source X-coordinate and Y-coordinate, respectively. The
fifth field has the packet sequence number. The sixth field
includes the time of transmission of the packet. The last
field has the payload data, which models the information
inside the packet. The proposed method is based on adding
three bits in the packet for routing in the case of a faulty
router. These routing bits determine which port in the faulty
router receives the packet from the active neighbors. The
value of these bits determines the target port, “000”, “0001”
“010”, “011”, “100”, “101”, are used for Local, East, West,
North, South, Spare ports, respectively as shown in Table 1.
When the faulty router receives the packet through ports, a
recovery technique is used for routing the packet in the right
direction. The proposed architecture is shown in Fig. 3. It
has a multiplexer with inputs from the six ports, and input
selection signals are used for switching between these ports.
The input selection signals are three bits that decide which
port forwards its packet to the output. These values are
“000”, “0001” “010”, “011”, “100”, “101” for Local, East,
West, North, South, Spare ports, respectively, as shown in
Table 1.
The operation is explained as follows. Each clock cycle the

input selection value changes between the ports in sequence
from “000” to “101”, and then repeats it back. The output
packet from the multiplexer is checked by the routing block
to decide which output port receives this packet. It checks the
last three bits as shown for each port in addition to the spare
buffer, as shown in Fig. 4. The routing bits are sent to the
demultiplexer, and it forwards the packet to the appropriate
port according to the routing bits. The relation between the
routing bits and the output ports is described in Table 1. The
output port sends the packet to the neighbor router, and it
uses XY routing and store-and-forward switching techniques.
The algorithm of the proposed method is shown in and
Algorithm 1 and Algorithm 2. For more clarification, it is
assumed that the router9 is faulty, as shown in Fig. 5. The

FIGURE 4. Block diagram of packet selection.

fault detection block sends a notification to the neighbor
routers router5, router8, router10, router13. It is also assumed
router10 needs to send its packet to router9. Router10 checks
the coordinate of the packet with the coordinate of the faulty
router. If the coordinate is the same as the faulty router,
the router10 updates the routing bits to be “000”. If the
X-coordinate of the packet is lower than that of the faulty
router, the routing bits are updated to be “010”. This means
the packet will forward to West port. If the Xcoordinate of
the packet is the same as the faulty router, it means the
packet should be sent in this column. Therefore, it checks
the Y-coordinate to know which port should be used (North
or South). If the Y-coordinate of the packet is higher than
the faulty router, the routing bits are updated to “011” for
the North port. The routing bits are updated to “100” for the
South port if the Y-coordinate of the packet is lower than the
faulty router. As demultiplexer is a significant component, a
spare one used to avoid a situation of finding the connected
demultiplexer is faulty.
For First-In-First-Out (FIFO) buffer consideration, any

router has five buffers for five ports: Local, East, West, North,
and South. If there is any fault in any port buffer, it leads to
losing the received packet to this port. The traditional method
is to use a spare buffer for each port to repair the faulty one.
Therefore, five buffers are added to the router, and the area
overhead of the buffer is 100% relative to the total number of
buffers. The proposed self-healing method solves this chal-
lenge using a minimum area cost compared to the previous
work. The proposed method uses the available buffers in
addition to one spare buffer to repair any faulty buffer in
the router. The proposed self-healing methods check which
buffer has free slots, and then the control block sends the
packet of faulty buffer to the available buffer. The proposed
method reduces the area overhead by 73% compared to the
traditional method, and then power consumption overhead is
2.5%. The proposed method has comparable results in delay
and throughput as described in Section V.
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Algorithm 1 Proposed Algorithm for Routing in Faulty
Router
if Fault signal = ‘1’ then

Compare the coordinates of data packet with the current router
coordinates to select output port
if the output port = input direction port to a faulty router then

Compare the coordinates of data packet with the coordinates
of a faulty router
if destination = faulty router address then

routing bits = “000”
else if destination is in the same direction of +X then

routing bits = “001”
else if destination is in the same direction of -X then

routing bits = “010”
else if destination is in the same direction of +Y then

routing bits = “011”
else if destination is in the same direction of -Y then

routing bits = “100”
end if

end if
Select output port to send data to next router

else
Compare the coordinates of data packet with the current
router’s coordinates to select an output port
if Destination address= faulty router address then

Output port = Local port
else if XDest − Coordinates > XLocal − Coordinates then

Output port = East port
else if XDest − Coordinates < XLocal − Coordinates then

Output port = West port
else if YDest − Coordinates > YLocal − Coordinates then

Output port = North port
else if YDest − Coordinates < YLocal − Coordinates then

Output port = South port
end if

end if

The details of the proposedmethod are described as follows.
The method includes a FIFO controller block that has a Fault
Signal (FS) input from each port. These are five signals
that are coming from (FS_E), West port (FS_W), North port
(FS_N), South port (FS_S), and spare (FS_Spare), as shown
in Fig. 6. These signals come from the fault detection block.
These signals are also used to indicate the availability of the
router in terms of buffers storage. If the result indicates the
router is full, a signal is sent to the neighbor routers to not
send data to this router until receiving a signal initiated it has
free slots. If the fault detection block detects a fault in any
port, it raises the corresponding signal to the value of one. If
there is no fault, the FS value is zero. Therefore, the FIFO
controller receives a signal which indicates fault status and
its location. The FIFO controller sends a request to the active
ports to ask about the most available one. The FS is input to
the FIFO controller, and its value is zero if there is no fault.
Therefore, the FIFO controller receives this signal to indicate
fault status and its location. The FIFO controller sends a
request to the active ports to find the most available one.
These ports send back with a grant (gnt) signal for indication
of the port availability to store packets. These grant signals are
for each port: East (gnt_E), West (gnt_W), North (gnt_N),

FIGURE 5. Block diagram of a faulty router in NoC.

South (gnt_S), Local (gnt_L), and Spare (gntSpare). Each
port’s buffer has five input packets that come from each port
in addition to the local buffer, as shown in Fig. 6. According
to the available port, the controller block allows the buffer
to pass the packet and save it. Then the buffer updates the
number of available slots, and it sends the results back to the
controller block.
For example, assume the east buffer is faulty. The fault

detection block sets the faulty signal to one FS_E =‘1’.
The FIFO controller receives this signal, and it works to
recover it by another buffer. The controller sends a request
for the rest buffers (W, N, S, Spare) to check which one is
available. If more than one buffers are available, the con-
troller selects the one which has higher available slots than
others based on the feedback counter from each buffer. We
assume buffer North is available, it means the grant signal is
one gnt_N =‘1’. The FIFO controller sends a signal to the
north buffer to receive the packet of the east port (Pkt_E).
Then the buffer updates the number of available slots using
a Free Slots Counter (FSC). This counter monitors the rest
free slots in each buffer: FSC_E, FSC_W, FSC_N, FSC_S,
FSC_S, and FSC_Spare for East, West, North, South, and
Spare, respectively. The buffer sends the results back to the
controller block. The algorithm of the proposed method is
shown in Algorithm 3.

IV. PARAMETERS USED FOR EVALUATION OF
SELF-HEALING
The self-healing mechanism is verified using parameters of
reliability and Mean Time to Failure (MTTF). In this section,
both parameters are described.

A. RELIABILITY
Reliability refers to the system’s ability to perform its
function successfully under some stated conditions with
a given time interval. It is one of the important indexes
for system performance. The definition of reliability R(t)
of a router in NoC is the ability of the router to
perform its routing functionality within a time interval
[0, t] [32, 43]. The reliability of the success of NoC is defined
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FIGURE 6. Proposed self-healing method for faulty buffers.

as shown in Equation (1).

p(t) = exp(−λt) (1)

where p(t) is the probability of success and λ is the fail-
ure rate, and λ refers to the occurrence of faults per unit
time, and it can legitimately be considered time-dependent
in an electronic system. The traditional method isolates the
faulty router, and the network works with the available active
routers with limited performance, as shown in Fig. 7. The
reliability of the NoC for the traditional N × N 2D mesh is
expressed as shown in Equation (2).

R(t)sys =
(

exp(−λt)
)N×N

(2)

where N is network dimension. The proposed method is
based on dependency on the neighbor routers. Each router
depends on the neighbor router, and the probability of
success depends on both neighbors (p + (1 − p)p) which
is repeated for all routers. Therefore, the NoC reliabil-
ity depends on the neighbor reliability, and it is given by
Equation (3).

R(t)pro sys =
(

exp(−λt) +
(

1 − exp(−λt)
)

∗ exp(−λt)
)N×N

(3)

A comparison between the proposed and traditional meth-
ods, is shown in Fig. 8 for (3×3) network. The reliability of

the proposed method is higher than the traditional method.
The proposed method also is compared with the prior
methods in Section V.

B. MEAN TIME TO FAILURE (MTTF)
MTTF is the indication of the expected value of time to
failure, and the NoC assessment is determined by MTTF.
The MTTF, also, is the ratio of the total time of operation
of all components to the number of total failures. The MTTF
for the traditional method is given by Equation (4).

MTTF =
∫ ∞

0

(
exp(−λt)

)N×N
dt (4)

The MTTF for the proposed method is given by Equation (5).

MTTF =
∫ ∞

0

(
exp(−λt) +

(
1 − exp(−λt)

)
∗ exp(−λt)

)N×N
dt.

(5)

V. IMPLEMENTATION AND EXPERIMENTAL RESULTS
The proposed self-healing method is implemented
using VHDL and Altera Arria 10 GX FPGA
10AX115N2F45E1SG. The proposed method’s effect
on network design (size of 3 × 3) is studied in terms
of reliability and MTTF. The reliability is calculated
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Algorithm 2 Proposed Algorithm for Faulty Router
if Buffer fault signal =‘1’ then

FIFO controller works, check algorithm. 1
end if
if the current router is faulty then

Check which port is required to send the packet using the
proposed approach
if Routing bits = “000” then

Output port = Local port
else if Routing bits = “001” then

if FS_E=‘0’ then
Output port = East port

else
FIFO controller selects the appropriate port

end if
else if Routing bits = “010” then

if FS_W=‘0’ then
Output port = West port

else
FIFO controller selects the appropriate port

end if
else if Routing bits = “011” then

if FS_N=‘0’ then
Output port = North port

else
FIFO controller selects the appropriate port

end if
else if Routing bits = “100” then

if FS_S=‘0’ then
Output port = South port

else
FIFO controller selects the appropriate port

end if
end if
send the packet through the selected output port

end if

with λ = 0.315 (times/day) [44] for the network, and
the proposed method’s reliability is compared with the
traditional method’s reliability. Fault sources such as TDDB,
NBTI, EM, and SM are applied to the router architecture
as explained in Section I. These sources make circuits to
generate signals that are expected in regular and realistic
operation. A fault generator is used to allow each component
to receive signals with fault effects. Some components are
also can be isolated to present breakdown status. The fault
generator also includes a reliability measurement unit to
calculate it according to the generated failure rate and the
number of routers. The experiments are carried out using
a Uniform (UNI) pattern, and in this pattern, all nodes
receive the same traffic distribution. The implementation
of NoC on FPGA was tested using a data generator that
generates data packets with a specific destination. Thus,
the number of generated data packets and the number
received by each router is known. Each router is used
to direct the data in a desired direction. At the receiving
stage, each router counts the received packets. At the end
of processing, each number of received packets in each
router is checked and compared with the generated number.
The NOC succeeds in performing its task if the number is

Algorithm 3 Proposed Algorithm for Faulty Buffer
if FS_E= ‘1’ then

FIFO controller sends Req_W, Req_N, Req_S, Req_L,
Req_Spare
The controller receives gnt_W, gnt_N, gnt_S, gnt_L, and
gnt_Spare
The controller checks number of free slots in each buffer with
grant signal
The controller selects the freest buffer
Buffer control signal sets the selected buffer to forward Pkt_E
and FSC_E=FSC_E-1

else if FS_W= ‘1’ then
FIFO controller sends Req_E, Req_N, Req_S, Req_L,
Req_Spare
The controller receives gnt_E, gnt_N, gnt_S, gnt_L, and
gnt_Spare
The controller checks number of free slots in each buffer with
grant signal
The controller selects the freest buffer
Buffer control signal sets the selected buffer to forward Pkt_W
and FSC_W=FSC_W-1

else if FS_N= ‘1’ then
FIFO controller sends Req_E, Req_W, Req_S, Req_L,
Req_Spare
The controller receives gnt_E, gnt_W, gnt_S, gnt_L, and
gnt_Spare
The controller checks number of free slots in each buffer with
grant signal
The controller selects the freest buffer
Buffer control signal sets the selected buffer to forward Pkt_N
and FSC_N=FSC_N-1

else if FS_S= ‘1’ then
FIFO controller sends Req_E, Req_W, Req_N, Req_L,
Req_Spare
The controller receives gnt_E, gnt_W, gnt_N, gnt_S, and
gnt_Spare
The controller checks number of free slots in each buffer with
grant signal
The controller selects the freest buffer
Buffer control signal sets the selected buffer to forward Pkt_S
and FSC_S=FSC_S-1

else if FS_Spare= ‘1’ then
FIFO controller sends Req_E, Req_W, Req_N, Req_S,
Req_L
The controller receives gnt_E, gnt_W, gnt_N, gnt_S, and
gnt_L
The controller checks number of free slots in each buffer with
grant signal
The controller selects the freest buffer
Buffer control signal sets the selected buffer to forward
Pkt_Spare and FSC_Spare=FSC_Spare-1

end if

matched in all routers. The proposed method is compared
with the baseline method. This traditional baseline method
deals with fault using an isolation mechanism. It isolates
the faulty router, and the network works with the available
active routers with limited performance. For example, the
reliability of the proposed method is improved from 0.75 to
0.98 after 10 years compared to the traditional method. The
reliability is improved by 30%, which increases the age
of the network. The second important parameter is MTTF.
The MTTF of the proposed is improved to 96.0177 instead
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FIGURE 7. The traditional method for isolating a faulty router (a) NoC with a faulty
router (b) Isolating the faulty router.

FIGURE 8. Reliability for network of size 3 × 3.

of 26.1413 for the traditional method. The MTTF is also
improved using the proposed method, which is an indication
of extending the time to failure. The proposed method is
also tested using a Hotspot (HS) pattern where 90% of the
traffic is directed to the node of the hotspot, and 10% of
the traffic is distributed between all other nodes with equal
distribution. In case of a normal router, the average delay

FIGURE 9. Average delay characteristics for the network using the proposed
method.

and throughput are 72 cycles and 0.425, respectively, at a
0.36 injection rate. In the case the network has one faulty
router, in case of a normal router, the average delay and
throughput are 79 cycles and 0.41, respectively at a 0.36
injection rate. The simulation results for both the average
delay and throughput have almost the same results as the
UNI results.
The NoC has stable performance in terms of throughput

and average delay. The throughput is the average rate of
the delivered packet per unit time through a communication
channel. The throughput is given by Equation (6).

Throughput =
∑

received packets

transmission time
(6)

The throughput characteristics are studied where PE
injects packets (typically 1000) to other PEs and also receives
packets from other PEs. The Average Delay (AD) is the
average time difference between the sending and receiving
packets. It was measured from the sender, which generates
the packets up to their reception at the destinations. It is
given by Equation (7).

AD =
∑n

0(time of received packet − timeof sent packet)

the total number of received packets
(7)

Both throughput and average delay are measured to show
the behavior of the network using the proposed method.
These parameters are shown in Fig. 9 and Fig. 10. In the
implementation, we use a uniform random synthetic traf-
fic pattern. The injection rate is varied from 0.02 to 0.5.
The simulation is repeated 20 times for each injection rate,
and the average value is calculated. These results show the
network maintains its stability for communication using the
proposed method of healing. The average delay and through-
put increase versus the injection rate. This small overhead is
due to the extra computation of the controller. The proposed
self-healing method is verified using a large number of
nodes. It was applied on NoC from size of (3×3) to (20×20).
The reliability of the traditional and the proposed self-healing
method are shown in Fig. 11 and Fig. 12, respectively. The
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FIGURE 10. Throughput characteristics for the network using the proposed method.

FIGURE 11. Reliability of the traditional method.

TABLE 2. Resource utilization on hardware implementation.

results show the stability of the proposed method for complex
NoC, which can be used for many applications. A compari-
son between the proposed and traditional methods is shown
in Fig. 13. It shows a big improvement in reliability com-
pared to the traditional method. The results of MTTF for
different network size is shown in Fig. 14. The results of
reliability, MTTF, throughput, and average delay show that
the proposed method is practical, scalable, and performance
is stable and robust.

FIGURE 12. Reliability of the proposed method.

FIGURE 13. A comparison between reliability of the proposed and traditional
methods.

FIGURE 14. MTTF for the proposed and traditional methods.

The other important parameter for NoC is a deadlock. A
deadlock is a problem where no further transportation of
data packets can be occurred because of the saturation of
network resources such as links or buffers. The main reason
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TABLE 3. Comparison with prior works.

FIGURE 15. The XY Routing algorithm for possible and forbidden turns.

TABLE 4. Comparison of MTTF.

for a deadlock in NoC is the cyclic acquisition of channels
in the network. It is avoided by using restrictions on where
the router can store the incoming packets. These constraints
are based on the incoming packet direction where the router
is working using the XY routing algorithm. For example, the
West buffer may contain packets directed to South, North,
East, or Local. The same behavior is applied to the rest of
the buffers. The routing is based on a turn model, as shown
in [45]–[47], where some turns are not allowed to avoid
getting complete cycles, and the network is a free deadlock.
All possible turns that may happen should be considered in
XY routing. For example, the turns of XY routing are West
to North or South as shown in turns 5 and 4 of Fig. 15,
respectively, and the turns of East to North or South, as
shown in turns 2 and 7 of Fig. 15, respectively. Therefore, a
complete cycle does not happen, and the proposed method
is deadlock-free.

The hardware implementation of the proposed method on
Altera Arria 10 GX FPGA is shown in Table 2 in terms
of resource consumption. These results present the used
resources which are consumed resources and utilization,
which is the ratio of used resources to the total available
resources. The network was implemented using Synopsys
Design Compiler in 45 nm technology. The proposed method
has an area overhead of 27% which is lower than the state-of-
the-art methods, and it has high performance. In the proposed
method, the extra block does not affect much on the power
consumption because these block works when there is a
fault in the network. The power consumption overhead for
the proposed method is 2.5% compared to the traditional
methods.
A comparison between the proposed method and previous

work is shown in Table 3. The proposed method has a lower
area overhead compared to [35], [42], and [48], while the
reliability and MTTF are higher, as shown in Table 4. The
previous work of [40] has a lower area overhead while it
does not consider the faulty buffers in all ports of the router.
Thus, the proposed method is more effective and efficient
compared to conventional methods.

VI. CONCLUSION
This paper presented a self-healing approach for NoC. The
proposed method considers the faulty routers and port’s
buffer in NoC. As the router is a very important unit in
NoC, and the network performance may decrease due to
a faulty router. The proposed method is based on using a
small additional block in each router, and computation of
routing bits using neighboring active routers. For the buffer,
a FIFO controller block utilizes the active buffers to choose
one of them to store the data packet of the faulty buffer.
This selection is based on the most free buffer among the
active buffers. The proposed method was implemented using
VHDL and tested using Altera Arria 10 GX FPGA. The
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reliability, MTTF, throughput, and average delay are stud-
ied. The results show the proposed method is very efficient
and it makes the network stable. The proposed method has
an area overhead of 27% with high reliability and MTTF
that result in an extended network age.
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