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ABSTRACT The irregular data access pattern caused by sparsity brings great challenges to efficient
processing accelerators. Focusing on the index-matching property in DNN, this article aims to decompose
sparse DNN processing into easy-to-handle processing tasks to maintain the utilization of process-
ing elements. According to the proposed sparse processing dataflow, this article proposes an efficient
general-purpose hardware accelerator called MOSDA, which can be effectively applied for operations of
convolutional layers, fully-connected layers, and matrix multiplications. Compared to the state-of-art CNN
accelerators, MOSDA achieves 1.1× better throughput and 2.1× better energy efficiency than Eyeriss v2
in sparse Alexnet in our case study.

INDEX TERMS Sparsity, DNN, machine learning, hardware accelerator.

I. INTRODUCTION

IN RECENT years, the prediction accuracy of Deep
Neural Network (DNN) has been steadily increasing with

the improvement of network structure [1]. As a result,
DNN has been widely used in all aspects of life such as
image processing and language modeling. Therefore, many
endpoint terminals integrate Application-Specific Integrated
Circuits (ASICs) to perform local real-time inference [2]–[4].
However, high-precision prediction is often accompanied by
an increase in computational complexity [5], [6].
As DNN networks become deeper and more complex,

the required computing power and energy consumption are
also increasing [7]–[9]. Since most endpoint devices are
battery-powered, energy-efficient ASICs which are able to
process DNN is highly required. The matrix operation,
which consists of convolution (CONV) operations and matrix
multiplications, consumes more than 90% of the energy in
DNN [8]. Therefore, many studies have focused on design-
ing low-energy but high-throughput accelerators for matrix
operations [10]–[18]. Reference [8] proposes a key property

called data reuse to describe the number of accesses to the
same data during the processing. Exploiting data reuse has
achieved great success to reduce expensive memory accesses
in DNN processing. Previous works [11]–[13] exploit data
reuse in the dataflow which describes the sequence of data
movement in the memory hierarchy and the sequence of
operation executions in arithmetic logic units (ALUs).
In order to adopt limited computing resources of endpoint

devices, many studies utilize pruning techniques to reduce
the total amount of parameters in DNNs [19]–[23]. Since
DNN processing often uses Rectified Linear Unit (ReLU),
this means that many pixels in feature maps are also be
zeroed. As a result, the matrices involved in DNN pro-
cessing are often sparse [24]. Focusing on the sparsity of
DNN processing, previous hardware accelerators transmit
only non-zero data to the processing elements (PEs), thereby
translating the sparsity into energy reduction of the data
movement [13], [25], [26]. Once non-zero data are loaded
into PEs, hardware implementations are expected to fulfill
data into all available ALUs by index matching [18]. Index

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

144 VOLUME 2, 2021

HTTPS://ORCID.ORG/0000-0001-9947-7789
HTTPS://ORCID.ORG/0000-0001-5198-0668


FIGURE 1. High dimensional convolutions in dense DNN:
N × Ci × Co × Ho × Wo × Hw × Ww multiplication operations are required in total.

matching is to match the coordinate of the weight and the
coordinate of the input feature map (ifmap) pixel for each
operation to determine whether there is a meaningful oper-
ation that produces a non-zero product term. However, the
irregular distribution of non-zero data leads to a large match-
ing overhead in parallel processing since accelerators have
to match multiple coordinates in parallel [9].
Index matching does not affect parallel-processing

performance in dense DNN, since all processing dependen-
cies between ifmaps and weights are clear at the design
time. In sparse DNN, index matching becomes critical to
decide the parallel-processing hardware complexity due to
the data irregularity. The index matching comes to be com-
plicated in the parallel processing task, which should check
all loaded weight coordinates and ifmap pixel coordinates
with each other to find out meaningful operations that lead
to non-zero products. For example, Eyeriss v2 [13] enhances
throughput by utilizing multiple scratchpad memories with a
pipeline architecture inside PEs to detect meaningful opera-
tions. Fetching just right amount of input data with a simple
logic to guarantee high PE utilization is important, since the
number of non-zero products is unknown in sparse DNN pro-
cessing. In order to detect meaningful operations quickly in
sparse DNN processing, it is required to find out the property
to help us understand how many meaningful operations are
among input feature map (ifmap) pixels and weights, thereby
guiding us to design a simple sparse processing architecture.
We view meaningful operations as multiplications that both
corresponding ifmap pixels and weights are non-zeros.
To address the challenge of high PE utilization, this article

makes the following contributions:

1) This article first describes the property called matching
type for index matching in DNN processing, which
helps to predict the number of meaningful operations
efficiently, thereby enhancing PE utilization in sparse
DNN processing. We utilize PE utilization to refer to
the average ratio of multipliers that process meaningful
operations in the PE.

2) Based on the proposed property, this article first
introduces a sparse DNN accelerator called Memory
Optimized Sparse DNN Accelerator (MOSDA). This

TABLE 1. DNN shapes.

article makes a hardware evaluation of the proposed
sparse accelerator to compare with state-of-the-art
DNN accelerators in both dense and sparse DNN
processing.

The rest of this article is organized as follows. Section II
discusses properties in DNN processing. Section III intro-
duces the proposed DNN processing dataflow which is
able to process both dense and sparse DNNs. Section IV
introduces the hardware realization of the proposed process-
ing dataflow. Section V discusses the simulation results to
show the superiority of the proposed hardware realization.
Section VI concludes this article.

II. BACKGROUND
A. DNN PROCESSING
DNN generates classification results by performing feature
extraction from raw input data. DNN improves model accu-
racy by very deep hierarchy of layers in the network. CNN
is commonly applied to analyzing image recognitions. As
primary layers in CNN, CONV layers use a group of filters
to extract high-level features which are called output feature
maps (ofmaps) from ifmaps. As shown in Fig. 1, traditional
CNNs often have multi-channel 2-dimensional (2D) ifmaps
and multi-channel 2D weights to enhance prediction accu-
racy [27]. Given the convolution shapes in Tab. 1, the CONV
operation with multiple batches can be expressed as:

O[z][u][x][y] = B[u] +
Ci∑

k=1

Ww∑

i=1

Hw∑

j=1

I[z][k][Ux+ i][Uy+ j]

× W[u][k][i][j],

1 ≤ z ≤ N, 1 ≤ u ≤ Co, 1 ≤ x ≤ Wo

1 ≤ y ≤ Ho,

Ho = (Hi − Hw + U)/U

Wo = (Wi −Ww + U)/U, (1)

where O, B, W and I indicate the matrices of ofmaps, biases,
weights and ifmaps, respectively [8].
Other primitive operations in DNN can also be represented

by Eq. (1). In order to convert the high-level extraction
features from CONV layers into the classification results,
Fully-Connected (FC) layer is used between CONV layer
and the output layer [1]. Recent CNN has developed depth-
wise separable convolution [6] to diminish CONV channels
to save energy. Pointwise convolution acts as the operations
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TABLE 2. Relations between CONV and other primitive operations in DNN.

with Hw = Ww = 1 with Eq. (1). In mathematics, the opera-
tions in FC layers and Multilayer Perceptron (MLP) [1] can
be represented by Eq. (1) with Hi = Wi = Hw = Ww = 1.
The depthwise convolution consists of the 2D CONV pro-
cessing with multiple ifmap channels and the same number
of ofmap channels. In this case, the accumulation pattern is
different from naive convolution operations. We thus need to
utilize another dimension to describe the channel in depth-
wise convolution which will be represented by the following
equation.

O[z][d][x][y] = B[z][d] +
Ww∑

i=1

Hw∑

j=1

I[z][d][Ux+ i][Uy+ j]

× W[d][i][j]

1 ≤ z ≤ N, 1 ≤ d ≤ D, 1 ≤ x ≤ Wo

1 ≤ y ≤ Ho

Ho = (Hi − Hw + U)/U

Wo = (Wi −Ww + U)/U (2)

The relationship is summarized in Tab. 2. Since stride U
does not affect the key characteristics of convolution, we
default all U in DNN processing to 1 in the rest of this
article.
The sparsity of weights and ifmaps can be utilized by

gating or skipping operations, thereby improving energy effi-
ciency. In order to further enhance throughput by sparsity,
a complex control logic is usually inevitable according to
the irregularity of weights and ifmaps in sparse DNN. For
achieving high PE utilization, we will propose a method
that aims to directly infer the number of operations from
the number of loaded non-zero ifmap pixels and the number
of loaded non-zero weights so that we can easily arrange
weights and ifmap pixels required for massively parallel pro-
cessing. We fetch just the right amount of input data, thereby
maximizing PE utilization with a simple control logic. We
focus on the data dependency between ifmaps and weights
to evaluate its impact on the number of required operations
for sparse DNN.

B. MOTIVATIONAL EXAMPLE
In this section, we review a sparse matrix multiplication
shown in Fig. 2. The shape of the matrix multiplication is
Ci = Co = 2. Suppose we have only 2 multipliers avail-
able, two possible processing dataflows, Dataflow A and
Dataflow B, are shown in Figs. 2 (A) and (B), respectively.
Dataflow A uses 2 multipliers to generate product terms
to the same ofmap pixel in each step. Dataflow B uses 2
multipliers to generate product terms from the same ifmap

FIGURE 2. Sparse Matrix Multiplication with Ci = Co = 2,
N = Hw = Ww = Hi = Wi = Ho = Wo = 1. Two possible processing dataflows with 2
multipliers are introduced.

pixel in each step. According to the definition given in [28],
Dataflow A is an ifmap-stationary dataflow. Dataflow B is
an ofmap-stationary dataflow. Both dataflows require two
steps to complete the processing when matrices are dense.
For a sparse matrix operation shown in Fig. 2, all required

data have been loaded into the on-chip buffer, and each buffer
can only hold one data for initialization. We observe that
the number of multiplications processed in a single step in
different dataflows is not the same.
Dataflow A performs two multiplications which have the

same Co coordinate in parallel. In the first step, one multi-
plication is required since the non-zero ifmap pixel i2 should
multiply with one non-zero weight w12, while there are two
non-zero weights available. In the second step, one multipli-
cation is required since the non-zero ifmap pixel i2 should
multiply with one non-zero weight w22. In Dataflow A, it is
difficult to infer the number of multiplications required until
we fetch non-zero data into multipliers. It is hard to fulfill all
multipliers without additional control logic in Dataflow A.
Dataflow B performs two multiplications which share the

Ci coordinate. Since i1 is zero, there is no required operation
in the first step of dataflow B. As a result, the first step can
be skipped once we notice i1 is zero. In the second step, two
multiplications between one ifmap pixel i2 and two weights
w12, w22 are processed.
In Dataflow B, we can easily infer the number of opera-

tions required by the non-zero ifmap amount times non-zero
weight amount. As a result, Dataflow B requires less hard-
ware control effort to maximize PE utilization in our case
study.

C. SUBTASKS IN DNN PROCESSING
In order to compare different dataflows in sparse DNNs,
we further clarify essential differences among processing
dataflows. The number of operations for most existing DNN
computing tasks ranges from millions [29] to billions [30]. It
is difficult for acceleration hardware to realize fully parallel
processing in such a scale. Therefore, we have to face a sit-
uation where the number of operations that can be processed
within PEs is much smaller than the total number of oper-
ations. Under the situation of limited processing resources,
it is required to decompose an entire processing task into
subtasks to adapt the number of multipliers in a PE, which is
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FIGURE 3. Three types of processing dependency. Type (a): one w is processed
with one i . Type (b): all ws are processed with all i . Type (c): The processing
dependency between ws and is is diverse.

the same as tiling level in a PE defined in [31]. Each tiling
level has a loop corresponding to each dimension in the
original processing task. The tiling level in a PE contains
the operation space and the associated dataspaces within
registers in a PE [31]. One PE usually consists of multiple
multipliers and registers. A subtask in a PE refers to the
dimensions of processing that can be processed within data
in one PE. Each subtask can be completed within a PE once
data loaded into the registers inside. In DNN processing, a
subtask refers to the processing task in the dimensions of
N, Ci, Co, Ho, Hw, Wo, Ww, or the multi dimensions such
as (Ho,Hw) and (Hw,Ww).

Each subtask corresponds to a specific processing hard-
ware implementation. It is the subtask in the process-
ing dataflow that determines the hardware performance.
Therefore, when we compare different processing dataflows,
we should concentrate on the properties of the subtask in
the PE.

D. PROCESSING DEPENDENCY IN DNN
In dense DNN processing, it is simple to infer the number of
operations required since the processing dependency between
ifmaps and weights is clear at the design time. In sparse
DNN, inferring the number of operations becomes critical
for the processing speed and the hardware complexity. From
the perspective of parallel processing hardware design, the
processing dependency can be divided into three categories
as shown in Fig. 3.
Type (a) [o− o] in Fig. 3 refers that one ifmap pixel should

be processed with only one weight in the processing task.
If there are x non-zero ifmap pixels and y non-zero weights
in sparse processing task, we can only infer that there are
at most x or y operations required to be processed in the
task. Therefore, a [o− o] sparse processing task requires a
complex hardware effort to maximize PE utilization.
Type (b) [a− a] in Fig. 3 refers that all n ifmap pixels

should be processed with all m weights in the processing
task. If there are x non-zero ifmap pixels and y non-zero
weights, we can easily infer that there are xy operations
required to be processed in the task. As a result, the number
of operations can be easily inferred if the sparse processing
task follows [a− a] type.

Type (c) [s− s] in Fig. 3 describes all the other cases
of the processing dependency. Type [s− s] refers that there
are some ifmap pixels required to be multiplied with some

TABLE 3. Matching types of typical subtasks in DNN.

weights in the processing task. The number of operations
required for one ifmap pixel (or one weight) varies. As a
result, in a sparse [s− s] processing task, it is difficult to
infer the overall required operations just by the number of
non-zero data. Therefore, a [s− s] sparse processing task
requires dedicated hardware to maximize PE utilization.
We refer the processing dependency of weights and ifmap

pixels in a certain processing task as matching type. In
Dataflow A of Fig. 2, each ifmap pixel multiplies with
only the matched weight in each subtask, which means that
the matching type in the subtask of Dataflow A is [o− o].
In Dataflow B of Fig. 2, all ifmap pixels are multiplied
with all weights in each subtask which means the match-
ing type in the subtask of Dataflow B is [a− a]. Therefore,
the hardware implementation of Dataflow A requires spe-
cial hardware to maximize PE utilization without redundant
data movement. On the other hand, the processing with [s-s]
matching type can be found, for example, in the parallel
processing with 4 multipliers. The parallel processing task
of all four multiplications simultaneously in Fig. 2 belongs
to the [s-s] matching type, which could lead to a complex
index matching effort.
In [a− a] matching type, the number of required opera-

tions required in the processing task can be simply expressed
by the number of non-zero ifmap pixels times the number
of non-zero weights regardless of sparsity. Therefore, we are
able to fetch just the right amount of input data to enhance
PE utilization with a simple control logic. As a result, keep-
ing the matching type of the PE subtask being [a− a] is the
key to enhance PE utilization.
If we generalize the discussion from matrix multiplications

to operations in DNN, matching types in different subtasks
are summarized in Tab. 3. For convolution operations, the
matching type of the corner ifmap pixels changes according
to the chosen padding type. Since the central ifmap pix-
els usually dominate in number, we utilize matching type
of the central ifmap pixels to represent the matching type
of all ifmap pixels. Therefore, we view the matching type
of convolution between ifmap pixels and weights as [a− a].
Available [a− a] matching type refers to simple hardware
workloads to process the subtask in parallel. In actual hard-
ware accelerators, the chosen subtask for PEs is usually the
combination of multi dimensions to maintain the throughput
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TABLE 4. Processing dimension of subtasks in typical accelerators.

of the accelerators. In the case where the subtask contains
both [a− a] subtask and [o− o] subtask, the matching type
would be [s− s]. Once the subtask for DNN processing is
determined, the matching type of the target subtask is fixed
and will not change with sparsity.

E. RELATED WORK
Tab. 4 introduces several typical state-of-the-art DNN
accelerators. Different accelerators utilize different subtask
processing strategies. This also leads to a difference in data-
fetching strategies. The subtask adapted by Eyeriss v2 [13]
loads data into registers in a PE as much as possible.
Although this increases the theoretically available data reuse
in PE subtask, it also makes its control logic complicated
due to its [s− s] matching type which requires a multi-stage
pipeline architecture for each PE to enhance PE utilization.
EIE [25], and Cnvlutin [14] have the processing dimension
of (Ci,Co) in a PE, which leads to the [s− s] matching
type. OuterSPACE [18] utilizes outer product to replace
the conventional inner product sequence to process matrix
multiplications while keeping the matching type as [a− a]
in (Co,Ho) processing dimension. As a result, OuterSPACE
achieves fast and efficient data scheduling. However, Outer
SPACE can only handle matrix multiplication, but not other
processing targets, such as convolution. In the next section,
we propose a sparse DNN processing dataflow that fully con-
siders the processing properties based on the dataflow in [32]
derived for dense DNN processing. The proposed sparse
processing dataflow shows efficiency when facing different
processing targets (CONV, FC, and Matrix Multiplications)
from our experiment result.

III. DNN PROCESSING DATAFLOW
In this section, we propose a sparse DNN processing
dataflow based on the matching type discussed in the
previous section. The key idea of the proposed dataflow
is to ensure that the matching type of the subtasks loaded
into PEs is always [a− a].

One batch of the convolution operation requires Ci ×Co ×
Ho ×Wo ×Hw ×Ww times multiplications in total. Additions
of the same order of magnitude are also required for mul-
tiplication results. As shown in Fig. 1, each ofmap pixel
contains Ci × Hw × Ww product terms, each product term
needs to occupy one memory space in sequential processing.
If we utilize fully parallel processing, we are able to merge
Ci × Hw × Ww product terms into one partial sum (psum)
before accessing the memory to reduce the memory capacity

FIGURE 4. Requirements of sparse DNN processing dataflow. First, processing
dataflow should guarantee the matching type of the subtask in the PE is [a − a] for
sparse DNN processing. Second, the dataflow should exploit data reuse and space
reuse as much as possible.

required by the accelerator. The previous work refers to the
processing property as space reuse [32]. Hence, this article
notices that there are three processing properties that affect
the hardware performance in DNN processing, which are the
data reuse, the space reuse and the matching type.
In order to exploit three processing properties, as shown

in Fig. 4, the sparse DNN processing dataflow follows two
requirements. First, the processing dataflow for sparse DNN
processing should guarantee all subtasks in the PE should be
with the matching type [a− a]. Second, in order to further
optimize the data movement in the hardware implementation
for the dataflow, data reuse and space reuse should also
be exploited as much as possible to reduce the number of
memory accesses and memory capacity.
The dataflow in [32] for dense DNN processing satisfies

both two requirements. In the dataflow, the subtask stored
in the PE is 2D CONV, where matching type is [a− a]. In
each clock cycle, the registers fetch multiple ifmap pixels in
the same column to multiply with all weights in 2D CONV
to exploit data reuse of ifmaps and weights. If we keep the
subtask scope within 2D CONV, there are also product terms
in the subtask that can be accumulated. In other words, there
is also space reuse available in 2D CONV. Therefore, related
product terms are added to reduce the required capacity of
the on-chip memories.
This article first introduces a sparse DNN processing

dataflow as an expansion of the dense dataflow in [32]. The
proposed sparse processing dataflow does parallel processing
within the (Co,Ho,Wo,Hw,Ww) dimensions to guarantee
the matching type as [a − a] in the PE. Under the tar-
get dimension, we further scale the processing range in the
(Co,Ho,Wo) dimensions to match various sizes of process-
ing tasks with a fixed number of multipliers inside a PE.
The processing dataflow guarantees that the subtask in the
PE is always [a− a] matching type.

Fig. 5 introduces a processing example in one PE with 8
multipliers following the proposed processing dataflow. The
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FIGURE 5. The subtasks loaded into the registers always belong to [a − a] matching type. Only non-zero ifmap pixels and weights are loaded into a PE.

target convolution consists of three 3 × 3 weight matrices
for 3 different ofmap channels and a 4 × 4 ifmap matrix.
Different ofmap channels contain different number of non-
zero weights a, b, c, and d. First, all non-zero weights,
ifmap pixels and the index coordinates in 2D CONV are
stored in the COO format [33]. In addition, we store the
ofmap channel coordinates I, II, and III in the weight register.
The 8 multipliers are arranged as 2×4, where each set of
4 multipliers in the same row shares the same weight and
each set of 2 multipliers in the same column shares the same
ifmap pixel. Two weights are combined into one weight
group (WG) and four ifmap pixels are combined into one
ifmap group (IG). Once the data are loaded into registers,
MOSDA fetches two weights in one WG and 4 non-zero
ifmap pixels in one IG to fulfill all 8 multipliers per clock
cycle. We adopt ifmap stationary here to exploit data reuse
and space reuse. As shown in the right bottom of Fig. 5,
(WG0 / IG0), (WG1 / IG0), (WG0 / IG1), and (WG1 / IG1)
are processed sequentially.
When the product term is generated, we also compute

the index information of the product term in the COO for-
mat. The ofmap channel of the product term is the same
as the ofmap channel of the weight. Product terms in the
same row share the same ofmap channel coordinate. We
add product terms according to indexes of product terms in
the spatial addition stage. By utilizing indexes of product
terms, the spatial addition part shown in the right bottom of
Fig. 5 merges product terms with the same indexes through a
crossbar. For example, since there are two product terms that
have the same index (1,1) in the first step (WG0 / IG0), two
product terms are merged into one under the spatial addi-
tion stage. We store psum results from the spatial addition
stage into registers and wait for the temporal addition. Psum
results stored in registers are not always necessary for the

FIGURE 6. MOSDA architecture overview. The subtasks loaded into the registers
always belong to [a − a] matching type. All PEs share one global buffer for all kinds of
data.

following accumulation. For example, corner product terms
with the index (−1, 1) in Fig. 5 is unnecessary because the
index coordinates are out of the range of the output matrix.
In order to avoid the energy loss by useless multiplications,
the registers at the beginning of the temporal addition stage
shield the useless product terms. The temporal addition part
shown in the right above of Fig. 5 aims to further accumu-
late psums that can be accumulated between different clocks
according to crossbars and the psum register.
Through the proposed dataflow, MOSDA can utilize the

potential data reuse and space reuse of 2D CONV while
ensuring the matching type as [a−a]. Therefore, the method
can ensure the PE utilization while reducing the required
memory access and memory capacity.

IV. MOSDA ARCHITECTURE
A. ARCHITECTURE OVERVIEW
A MOSDA architecture overview is shown in Fig. 6. All
ifmap pixels and weights are stored in the off-chip memory.
On-chip buffers store data which can be accessed in the near
future to exploit data reuse and space reuse.
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TABLE 5. MOSDA design parameters.

MOSDA architecture can be scaled across a number of
dimensions. Table 5 introduces key parameters of MOSDA
in this article. MOSDA consists of 16 PEs, each with a 16
multiplier array. 16 multipliers in one PE can be arranged
as 16 rows × 1 column for processing of FC layers or 2
rows × 8 columns for other cases. Each row shares the
same weight, and each column shares the same ifmap pixel.
We store ifmap pixels and weights in 8 bit. Product terms
generated by multiplications are accumulated in 24 bit. When
the accumulation is finished, 24-bit psums are converted back
to 8-bit ofmap pixels and sent off-chip without coordinate
information. We do not use the COO format to store data
in the off-chip memory, since MOSDA is also intended for
dense DNN processing. Memories carry an 8-bit overhead to
encode the coordinate information for each value, which are
able to process operations with 16 × 16 matrix in parallel.
In the setup, if the sparsity is less than 50%, the data stored
under the COO format will take more storage space than the
data stored without the COO format. All data are transmitted
in the COO format on-chip in this article.

B. PARALLEL PROCESSING IN ONE PE
We exploit data reuse and space reuse, thereby reducing the
cost of data movement within the PE. We utilize a three-stage
pipeline architecture to reduce the critical path of the PE.

1) PARALLEL MULTIPLICATIONS

The main function of the first stage in the pipeline is parallel
data fetching and multiplications. In order to exploit the data
reuse and space reuse as much as possible, the dataflow
further processes DNN ifmap channel by ifmap channel in
the Ci dimension as an outer loop. In order to guarantee
the matching type as [a-a], the dataflow processes the task
ofmap channel by ofmap channel in the Co dimension as an
inner loop. If non-zero data inside one channel is not enough
to fulfill multipliers, MOSDA will fetch data from multiple
ofmap channels into one PE to maintain high PE utilization.
Fig. 5 is a case study that loads data for 3 ofmap channels,
since the number of operations is less than the number of
multipliers within one ofmap channel. This ensures that PE
utilization is not degraded because enough data is loaded
into the PE.
For parallel processing of FC layers, 16 multipliers are

configured into 16 × 1. All 16 multipliers share the same

ifmap pixel, and each multiplier has a unique weight. For
parallel processing of other cases such as convolutions,
multipliers are configured into 2 × 8. 2 multipliers in one
same column share the same ifmap pixel, and 8 multipliers
in one same row share the same weight. Once multiplications
are finished, MOSDA requires a crossbar logic to transmit
psums from multipliers to spatial adders as shown in Fig. 6.

2) PARALLEL ADDITIONS

One of the key issues in sparse DNN processing architecture
is high area/power overhead of accumulation due to irregular
output data [34], [35]. In this article, we reduce the psum
overhead by reducing psum register access by reserving a
spatial redundant addition network. Fig. 6 introduces the
psum accumulation logic in MOSDA, which is decomposed
into a spatial addition stage and a temporal accumulation
stage. The spatial addition stage aims to merge possible prod-
uct terms into one psum within one clock cycle. We compare
the indexes of all product terms with each other in the spatial
addition stage, and merge corresponding product terms with
the same index. The temporal accumulation stage further
accumulates psums among different clock cycles. Both stages
are controlled by coordinate information in index logics.
We merge the psums corresponding to the same ofmap

pixel under the same step through a spatial addition network,
thereby reducing the required psum register accesses. Due
to the irregular output issue, a 16 × 16 crossbar is required
between 16 product terms and 16 adders.
In the next temporal accumulation stage, we write merged

psums into psum registers according to the coordinate index.
Through the coordinate from the spatial addition stage, first
we read the corresponding psums in the registers. Next, we
add the read psums to the psums from the spatial addition
stage and store them in psum registers. Once all the oper-
ations in the current ofmap channel have been completed,
we write the psums back to the global buffer. Considering
the worst case, we need to write 16 psums into 64 psum
registers at the same time. Although this will cause a large
area overhead, it ensures the MOSDA processing speed.
In order to limit register accesses by generated psums,

we make the spatial addition and send psum results to psum
registers. Considering the space reuse existed under different
clock cycles, we continue to do the temporal accumulation
for product terms stored in psum registers to reduce the
required accesses to the global buffer.

C. DATA TRANSMISSION AMONG PES
Due to the scale limitation of the all-to-all transmission
network, the psum register capacity cannot be too large, thus
limiting exploiting the data reuse in a single PE. We ensure
that psum results of different PEs do not need to undergo
further accumulation operations since they belong to dif-
ferent ofmap channels. The number of ALUs for a single
PE is limited by its crossbar structure and cannot be large.
MOSDA can increase the number of PEs for achieving higher
throughput. As the number of PEs increases, throughput and
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TABLE 6. MOSDA specifications.

power consumption will increase linearly. We use 16 PEs in
this article as our case study. Different PEs are responsible
for processing calculation tasks of different ofmap channels,
thereby improving overall processing speed. Please note that
a single PE may be responsible for multiple ofmap channels
if the number of operations corresponding to a single ofmap
channel is small compare to the number of multipliers in a
PE, which ensures to maintain high PE utilization.
The global buffer provides the required non-zero weights

and ifmap pixels to each PE sequentially. After data fetching
finishes, PEs do processing in parallel. Once processing tasks
in PEs are completed, each PE sequentially restores their
respective psum results back to the global buffer.
MOSDA is able to switch the data transmission mode

from sparse mode to dense mode to save energy overhead
due to coordinate information. When MOSDA is initial-
ized, information such as the size of the processing task
and whether it is sparse is stored in the on-chip logic con-
trol. In the dense mode, MOSDA no longer activates the
COO format converter or stores the coordinate information
of ifmap pixels and weights in the global buffer.

V. EXPERIMENTAL RESULTS
In this section, we verify the efficiency of MOSDA with
16 PEs by post-layout cycle-accurate gate-level simulations
under a 65-nm Silicon-on-Thin-Box (SOTB) process with
a 1.2 V supply voltage. The bandwidth between the global
buffer and PEs transmit 48 words once for weights and ifmap
pixels, or 24 words once for psums. The specifications are
summarized in Tab. 6. The peak throughput of MOSDA is
defined as the total throughput of processing elements, which
consists of 256 multipliers and 512 adders in total. Tab. 7
summarizes the energy of major logic components in a 1.2 V
supply voltage. All energy values except for on-chip SRAM
are based on the average values for one operation during
overall post-layout simulations. All hardware components
are built in the fixed-point representation. More specifically,
the energy cost of multipliers is collected by one multiplier,
which has 8-bit inputs and one 16-bit output. The energy
cost of adders is collected by one 16-bit adder for psum
accumulations. The energy cost of the crossbars is evaluated
by transmitting one 16-bit data through crossbars. The energy
consumption of the access to the global buffer is collected
from SRAM model in CACTI Ver. 7.0 [36] under a 65-nm
process with a 1.2 V supply voltage.

TABLE 7. Related energy consumption in convolution operations.

FIGURE 7. (A) MOSDA area breakdown. (B) Area breakdown in one PE.

FIGURE 8. Decomposition method of 1-dimensional convolution when stride is
larger than 1: In the case study, sizes of the ifmap pixel, the weight and the stride are
5, 3, and 2, respectively. When the stride is 2, the matching type will be [s − s].
Therefore, the convolution is decomposed into two smaller convolutions (a) and (b)
with matching types almost [a − a].

MOSDA logic part is evaluated from the post-layout
simulations. The data transmission Network-on-Chip (NoC)
consists of transmission logics between weight FIFO and
multipliers, logics between ifmap FIFO and multipliers, and
a crossbar between multipliers and spatial adders. The area
cost consumed by the crossbar is 85% of the total NoC area
cost. The area of the psum register consists of both regis-
ter cells and the crossbars to fetch data into registers. The
energy and area of MOSDA buffer part are collected from
CACTI model. Based on the code tracing logs, we calcu-
late the access activities of the global buffer. Combining the
activities and the physical SRAM data in Tab. 7, this article
simulates the energy consumption of the overall MOSDA
performance.
MOSDA core area is 12 mm2, which consists of a 192

KB on-chip SRAM buffer and the 16 PEs. The overall logic
gate count is 3066k NAND-2 gates. Fig. 7 (A) introduces
the area breakdown in MOSDA. The global buffer accounts
for 46.6% of the total core area. The control logic for data
transmission between the global buffer and PEs consumes
3.7% of the total core area. The COO format convertor is
included in the area breakdown of the control logic. The PE
composed of multipliers and registers accounts for 49.7% of
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FIGURE 9. (a) Normalized time consumption in dense and sparse benchmarks including Alexnet and Matrix Multiplications. (b) Normalized energy consumption in dense and
sparse benchmarks including Alexnet and Matrix Multiplications.

TABLE 8. Multiplier array utilization of MOSDA benchmarked with alexnet, and MobilNet that has batch size of 1 and matrix multiplications.

the total core area. Fig. 7 (B) introduces the reason for PE
area overhead. In order to ensure all generated product-terms
stored in registers in time, the psum register inside the PE
requires 16 read-write ports, which consume 42.8% of the
PE area. The accumulation overhead is the cost to handle the
irregular output of sparse DNN processing. Simultaneously,
the NoC (Crossbars) requires 22.1% of the PE area and the
index logic requires 16.7%. Both parts require a complex
data transmission logic to handle the unpredictable product
terms generated from multipliers.
We simulate the energy consumption of MOSDA under

various benchmarks including convolution layers, FC layers,
and matrix multiplications. The benchmarks are introduced in
Tab. 8, which consist of convolution layers and FC layers in
Alexnet [37], sparse Alexnet [23], MobileNet [6] with width
multiplier of 1.0 and input size of 224 × 224, correspond-
ing sparse Mobilenet with data from ImageNet dataset [38],
and two matrix multiplications by multiplying with itself in
SNAP [39]. The stride U of conv1 in Alexnet is 4. As a
result, the matching type between weights and ifmap pixels
in conv1 comes to be [s−s] since not all weights are required
to multiply with all ifmap pixels. To solve this issue, Fig. 8
introduces a decomposition method to convert the CONV
into multiple smaller CONVs as shown in Figs. 8 (a) and
(b). Small CONVs are all [a − a] matching types (except
the corner data). According to the decomposition method,
we are able to process convolution layer with stride more
than 1 with [a− a] matching type.

Tab. 8 also introduces the average PE utilization in various
benchmarks. PE utilization is the average ratio of multipliers
that handle meaningful multiplications when PE is required

to process operations. Note that the active rate of multipliers
under data transmission time among memories is not taken
into account. The key idea of MOSDA is to keep the match-
ing type in the PE subtask always as [a−a]. The corner data
in convolution processing does not have the matching type
[a-a], which is the main reason for the PE utilization loss.
As a result, the PE utilization of FC layer in Alexnet and
matrix multiplications are as high as 99.96% and 99.99%,
respectively. In CONV processing, although we assume that
the matching type in convolution processing is [a− a], the
actual situation is that the corner data of the ifmaps in the
convolution operation does not need to be multiplied by all
weights. Therefore, this assumption led to a slight decrease
of PE utilization in the sparse convolution processing, but
still maintained at 90.01% and 92.34% for sparse Alexnet
and sparse MobileNet, respectively.
Following the matching type of [a − a], MOSDA keeps

PEs always busy without redundant data fetching. Fig. 9
(a) shows the throughput comparison between MOSDA
architecture from the dense mode to the sparse mode
and a state-of-the-art dense processing architecture from
Reference [32]. Benchmarks include Alexnet and Matrix
Multiplications. The time consumption consists of process-
ing time by multipliers, and data transmission time from the
global buffer to registers in PEs. In order to make a fair
comparison, both architectures consist of the same number
of multipliers and the same on-chip bandwidth between the
global buffer and PEs. Meanwhile, the sparse mode achieves
7.0×, 11.4×, and 265.9× less time consumption than the
dense mode in Alexnet conv3, Alexnet FC1 and Wiki-Vote
Matrix Multiplication, respectively. The processing time is
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TABLE 9. Comparison with the state-of-the-art DNN accelerators.

FIGURE 10. (a) Normalized time consumption in dense and sparse benchmarks including typical layers in MobileNet. (b) Normalized energy consumption in dense and sparse
benchmarks including typical layers in MobileNet.

dramatically decreased with high PE utilization. Among
all layers in dense Alexnet, data transmission between the
global buffer and PEs consumes 38.1% of the on-chip time
consumption. As we expected in sparse Alexnet, data trans-
mission between the global buffer and PEs comes to be
62.2% of the on-chip time consumption, which infers that
the time consumed by data transmission between the global
buffer and PEs is hard to be reduced despite matching types
inside the PE. The sparse mode achieves 5.3× better over-
all time reduction against the dense mode when processing
Alexnet. The throughput of MOSDA dense mode is the same
as the architecture in [32], since the number of multipliers
and the on-chip bandwidth is set to be the same.
Fig. 9 (b) introduces the energy efficiency under various

benchmarks. By considering sparsity, energy consumption
is also reduced. The sparse mode achieves 2.6×, 11.2×,
and 285.1× less energy consumption than the dense mode
in Alexnet CONV3, Alexnet FC1, and Wiki-Vote Matrix
Multiplication, respectively. Through the matching type
[a− a], MOSDA avoids redundant data movement from the
global buffer to PEs. According to the post-layout simulation,
the sparse mode’s energy efficiency is 1507.8 inferences/J
for sparse Alexnet. The sparse mode achieves 2.4× better
overall energy reduction against the dense mode, which is
624.1 inferences/J. Fig. 11 shows the on-chip energy break-
down when processing all layers in sparse Alexnet. 42.6%
of the energy is consumed in the access to the psum reg-
ister due to its complex read-write logic. The global buffer
consumes 30.9% of the energy. Crossbars to transmit data
inside the PE lead to 9.3% energy overhead. The control

logic including the COO format convertor consumes 3.7%
of the overall energy consumption. Leakage in MOSDA con-
sumes 1.0% of the overall energy consumption. As a cost
to ensure [a − a] matching type, reuse among ifmap chan-
nels is hard to be utilized by PEs, which brings an additional
number of global buffer accesses. Comparing with the archi-
tecture in [32], MOSDA requires additional on-chip memory
to store the coordinate information and the crossbar over-
head for irregular data access pattern. Therefore, the dense
mode of MOSDA suffers 1.4× larger energy overhead than
the architecture in [32] in Alexnet.
Fig. 10 (a) shows MOSDA throughput enhancement from

the dense mode to the sparse mode in several layers in
MobileNet. The sparse mode achieves 1.2×, 1.2× and 1.5×
less time consumption than the dense mode in MobileNet
pointwise conv layer 2, pointwise conv layer 13, and point-
wise conv layer 14, respectively. The data transmission
time between the global buffer and PEs dominates the
time consumption. Among all layers in dense MobileNet,
data transmission between the global buffer and PEs con-
sumes 83.0% of the on-chip time consumption. In sparse
MobileNet, data transmission between the global buffer and
PEs comes to be 95.5% of the on-chip time consumption.
The sparse mode achieves 1.3× better overall time reduction
against the dense mode when processing MobileNet.
Fig. 10 (b) introduces the energy efficiency of the sparse

mode under various benchmarks. By considering data reuse
and space reuse, energy consumption has also been reduced.
The sparse mode achieves 1.2×, 1.2× and 1.4× less energy
consumption than the dense mode in MobileNet pointwise
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FIGURE 11. On-chip energy breakdown in sparse Alexnet.

conv layer 2, pointwise conv layer 13, and pointwise
conv layer 14, respectively. The sparse mode’s energy effi-
ciency is 5173.9 inferences/J for sparse MobileNet, which
achieves 1.2× better overall energy reduction against the
dense mode as 4206.4 inferences/J when processing dense
MobileNet. The dense mode of MOSDA suffers 1.1× larger
energy overhead than the architecture in Reference [32] in
MobileNet.
Three state-of-the-art DNN accelerators [13], [18], [25]

are compared with MOSDA in Tab. 9. EIE [25] and
OuterSPACE [18] are specialized accelerators designed for
FC layers and matrix multiplications. Eyeriss v2 [13] is
an energy-efficient sparse CNN accelerator which is able
to process both FC layers and CONV layers. In order
to exploit more data reuse with PEs, Eyeriss v2 has the
[s − s] matching type in its scratchpad memories in each
PE. The evaluation results on several sparse neural networks
are introduced in Tab. 9. Based on the gate-level simula-
tion of sparse Alexnet, the average throughput of MOSDA
based [a− a] dataflow when processing the sparse Alexnet
is 315.3 inferences/second on average, which achieves 1.1×
better improvement with 256 multipliers than the [s − s]
dataflow with 384 multipliers. That is because the matching
type [a − a] allows MOSDA to skip zero data more effi-
ciently, thereby enhancing throughput. Similarly, although
MOSDA suffers from a large accumulation overhead, it still
achieves 1507.8 inferences/J, which has 2.1× better energy
efficiency than the [s − s] processing dataflow in sparse
Alexnet. The reason is divided into two parts. First, MOSDA
does not store many weights within registers in each PE,
which reduces the access energy to each register. Second,
[a − a] processing dataflow guarantees all loaded data in
registers generate meaningful results, thereby reducing the
number of data movement. We further utilize sparse Resnet-
50 [41] and sparse MobileNet v2 [42] with width multiplier
of 1.0 and input size of 224×224 with data from ImageNet
dataset to prove the effectiveness of MOSDA. According
to post-layout simulations, MOSDA achieves 493.1 infer-
ences/second and 839.9 inferences/second when processing
Resnet-50 and MobileNet v2, respectively. MOSDA achieves
2764.4 inferences/J and 5574.6 inferences/J when processing
Resnet-50 and MobileNet v2, respectively.
This article mainly focuses on the sparsity within one

frame, which is also called spatial sparsity. Besides the

spatial sparsity, there is also temporal sparsity among
frames [43]. If data rarely change over time, data is regarded
as temporarily sparse. A large number of data movement is
able to be reduced by utilizing temporal sparsity. MOSDA
is also available for the temporal sparsity since the matching
type over frames is also [a-a].

VI. CONCLUSION
This article proposes the processing property as the matching
type for the PE utilization issue in sparse DNN process-
ing. Focusing on three processing properties as the date
reuse, the space reuse and the matching type, this article
proposes an efficient general-purpose hardware accelerator
called MOSDA, which speeds up the processing by skipping
zero data without complex control logic in the sparse DNN
processing. According to our case study, MOSDA outper-
forms the state-of-the-art CNN accelerator with 1.1× time
reduction and 2.1× energy reduction in sparse Alexnet.
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