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ABSTRACT For K-best multiple-input multiple-output (MIMO) detection using real-valued decomposition
(RVD), we need to obtain the K surviving candidates from K

√
M candidates, where M is the modulation

order. This paper presents a sorter-free detection algorithm, where the K surviving nodes can be obtained
in log2K iterations, which is independent of modulation size. The K

√
M candidates are arranged into a

multiple-layer table using the proposed path metric discretization. A bisection-based search algorithm is
used to obtain the locations of the K surviving candidates. A low-complexity fully-pipelined architecture
is devised in order to implement the proposed MIMO detection without the need to use any dividers.
In addition, an efficient method for storing information from child nodes is proposed, which requires
significantly less storage space compared to the conventional Schnorr Euchner (SE) enumeration approach.
Implementation results show that the proposed K-best MIMO detector supports a 6.4Gb/s throughput that
has a 0.32 µs latency in a 90 nm process for a 256-quadrature amplitude modulation (QAM) 4×4 MIMO
system. In addition, compared to the sorter-based baseline detector, the proposed detector improves the
hardware efficiency by 77%.

INDEX TERMS K-best detection, multiple-input multiple-output (MIMO), very large-scale integration

I. INTRODUCTION

THE use of multiple-input multiple-output (MIMO) sys-
tems is common in both wireless local area networks

and mobile communication systems. In order to support
the requirements of dramatically-increased throughput, the
scale of the antennas and the modulation order should be
increased. Although massive MIMO [1] has been considered
to be one of the key techniques for future wireless commu-
nications, small-scale MIMO based on a large modulation
size has been specified in the current standards. In the
WiFi 6 (IEEE 802.11ax) standard [2], small-scale MIMO
employing 1024 quadrature amplitude modulation (QAM) is
specified. In the 5G standard [3], small-scale MIMO utilizing
256 QAM is specified. For such high-order modulations,
an efficient hardware design for a high-throughput MIMO
detector is challenging, even for a small-scale MIMO case.
MIMO detection using the maximum likelihood (ML) al-
gorithm provides optimal performance. However, the high
complexity, which grows exponentially with the number of
antennas and the modulation size, leads to difficulties in
hardware implementation, especially when considering the
1024-QAM modulation used in the IEEE 802.11ax standard.

Linear detection methods, such as zero-forcing detection
and minimum mean-square error detection, provide a low-
complexity method [4]. However, when considering the high-
order modulation applied in the latest MIMO systems, the
performance of linear detection methods is unsatisfactory
[5]–[7].

In contrast, nonlinear detection methods, such as sphere
detection (SD) [8]–[10] and K-best detection [11]–[13] have
been widely considered. The SD algorithm is able to achieve
a near-ML performance, where its complexity grows in
conjunction with the number of transmit antennas and the
modulation orders based on lower-bound analysis [14]. K-
best detection, which is equivalent to the sequential M-
algorithm [15], provides a flexible solution between perfor-
mance and complexity, by selecting a suitable number of
surviving nodes through the tree-structure detection process.
To either improve the performance or reduce the complexity,
several K-best MIMO detection techniques have been pro-
posed in recent years. For the pre-processing component of
K-best detection, which refers to the QR decomposition of
the channel matrix, sorted-QR decomposition (SQRD) [16]–
[18] and lattice reduction (LR) [19]–[24] are the two main
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techniques that achieve a better conditioned R matrix and
improve the error-rate performance.

Conversely, for the tree-structure detection elements, re-
ducing the number of candidates is an effective way of
reducing the complexity. In [25], cluster-based detection is
proposed, where the constellation points are divided into
several clusters, and only the candidates in the selected
clusters will then be considered. In addition, a fixed sphere
detector (FSD) [26]–[28], which also reduces the number
of sorting candidates by limiting the number of expanded
child nodes from each parent node, is also introduced.
Furthermore, if real-valued decomposition (RVD) is applied
to an M -QAM MIMO system, the number of candidates for
a single detection level can be reduced from KM to K

√
M .

Besides reducing the number of candidates, several al-
gorithms and architectures have been proposed in order to
obtain the K surviving nodes in an efficient manner. The
Schnorr Euchner (SE) enumeration [29] approach can be
applied to MIMO systems using RVD, where the child
nodes from each parent node can be arranged in order
without sorting. In this case, merge sorters, which can be
realized using an odd-even sorter and a bitonic sorter [30],
are widely utilized to efficiently sort these locally ordered
candidates from K parent nodes. Furthermore, by combining
the odd-even sorter together with the bitonic sorter, hybrid
sorters have been devised to further reduce the hardware
complexity [31]–[33]. In contrast, the winner path expand
(WPE) algorithm [34]–[36] replaces the sorting process by
utilizing a sequential minimum search procedure to obtain
the K surviving nodes. In this case, the hardware complexity
for the overall MIMO detector is greatly reduced, since the
minimum search approach provides a much lower hardware
complexity than the sorter.

However, techniques that reduce the number of candidates,
such as FSD, suffer a performance penalty when high-order
modulations are considered. In addition, the WPE algorithm,
which obtains the K surviving nodes through a sequential
process suffers from a long latency when K is relatively
large. For the improved sorters, although the number of
comparison units in the sorting network is reduced in the
hybrid version, it is still large in MIMO systems using
large modulation constellations. For instance, the number
of comparison units is increased by 70% in [33] when
the modulation changes from 64-QAM to 256-QAM where
K = 32. To address these problems, this investigation
proposes a sorter-free K-best MIMO detection scheme, in
which K surviving nodes can be obtained based on a
short latency while retaining a comparable performance. The
contributions and results of this study are summarized as
follows.

1) A path metric discretization (PMD) approach is pro-
posed that arranges the candidates into a multi-layer ta-
ble. Therefore, we only need to determine the locations
of K surviving nodes in the table, rather than sorting
all candidates. The bisection-based search algorithm is

then applied to obtain K surviving nodes using log2K
iterations, which is independent of the modulation size.
In contrast, the WPE needs K iterations in order to
obtain the K-best surviving nodes. Compared to the
WPE, a less number of iterations and comparison
operations are used to locate the K surviving nodes.

2) Directly implementing the PMD by using look-up ta-
bles (LUT) and row-based enumeration (RBE) is able
to improve the hardware efficiency by 27% compared
to the sorter-based baseline detectors, which benefits
from a sorter-free search process.

3) To further improve the hardware efficiency, we replace
the LUT with the proposed increment calculation unit
(ICU) for which we only need to determine the loca-
tion of the first candidate. The locations of the remain-
ing candidates can be determined automatically. The
results show that the method improves the hardware
efficiency by 39% compared to the baseline detector.

4) Finally, RBE, having a long execution cycle is replaced
by column-based enumeration (CBE) in the layer-
search module in order to reduce the hardware latency.
Compared to the sorter-based baseline detector, the
hardware efficiency is increased by 77%. For a 4×4
256-QAM MIMO detector where K = 16, a 6.4Gb/s
data throughput and a 0.32-µs latency can be achieved
in a 90 nm process.

The remainder of this paper is organized as follows.
Section II presents the system model and the conventional K-
best detection algorithm. The proposed sorter-free detection
method is presented in Section III. In Section IV, the fully-
pipelined memory-efficient VLSI architecture is illustrated.
In addition, a complexity and performance evaluation com-
pared with the state-of-the-art works are demonstrated in
Section V. Finally, a conclusion is presented in Section VI.

II. Backgrounds
A. System Model
In an Nt × Nr MIMO system, where Nt is the number
of transmitting antennas and Nr is the number of receiving
antennas, the system model [31]- [36] can be illustrated as

ỹc = Hcxc + ñc, (1)

where Hc is the Nr × Nt Rayleigh fading channel matrix,
xc is the Nt× 1 complex transmitted vector and ỹc denotes
the Nr × 1 complex received vector. In addition, ñc is an
Nr × 1 complex noise vector that has a complex Gaussian
distribution with zero-mean and variance σ2. After the RVD,
(1) becomes

ỹ ≡
[
ℜ (ỹc)
ℑ (ỹc)

]
=

[
ℜ (Hc) −ℑ (Hc)
ℑ (Hc) ℜ (Hc)

] [
ℜ (xc)
ℑ (xc)

]
+

[
ℜ (ñc)
ℑ (ñc)

]
= Hx+ ñ,

(2)
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where ℜ(.) and ℑ(.) denote the real and the imaginary
components, respectively. In addition, ỹ is the 2Nr ×1 real-
valued received vector, H is the 2Nr × 2Nt channel matrix,
x is the 2Nt × 1 real-valued transmitted vector and ñ is the
2Nr × 1 real-valued noise vector.

In the real-valued system, the real and the imaginary
component of the QAM points are considered as two separate
pulse-amplitude modulation (PAM) points. For the M -QAM
considered in this work, let Ω = {−

√
M + 1 + 2i |

0 ≤ i ≤
√
M − 1} denotes the set of all

√
M possible

PAM points. For instance, Ω for the 64-QAM system is
{−7,−5,−3,−1, 1, 3, 5, 7}. After the RVD, the channel
matrix passes through QR decomposition, denoted by H =
QR, where Q is a unitary 2Nr × 2Nt matrix and R is a
2Nt×2Nt real-valued upper-triangular matrix. Subsequently,
the system model can be described as y = Rx + n, where
y ≡ QH ỹ and n ≡ QH ñ are 2Nt × 1 vectors.

B. K-best Detection Algorithms
The tree-search based K-best detection approach comprises
2Nt levels corresponding to each element of x. In each
level, each parent node expands its

√
M child nodes, with

all child nodes from different parent nodes as candidates.
Subsequently, the candidates with the K smallest Partial
Euclidean Distances (PED) are regarded as the surviving
nodes of the current level and also the K parent nodes for
the next level. The PED in the i-th level denoted as Γi can
be calculated according to

Γi = Γi+1 +

∥∥∥∥∥yi −
2Nt∑
j=i

rijxj

∥∥∥∥∥
2

= Γi+1 + γi i = 2Nt, 2Nt − 1, · · · , 1,

(3)

where yi is the i-th element of y, xj is the j-th element of
x, γi is the increment in the i-th level, rij is the element
in the i-th row and the j-th column of R, and Γ2Nt+1 = 0.
As a result, the K surviving nodes are determined by the K
smallest PEDs from the K

√
M candidates. Note that since

the R matrix is an upper triangular matrix, the detection
begins from detecting the 2Nt-th element in the 2Nt-th level
and ends after detecting the first element in the first level.

If we first obtain y′i according to

y′i = yi −
2Nt∑

j=i+1

rijxj , (4)

the increment term, i.e., γi, in (3) can be calculated from

γi =

∥∥∥∥∥yi −
2Nt∑
j=i

rijxj

∥∥∥∥∥
2

= ∥y′i − riixi∥
2
. (5)

Based on the form presented in (5), the SE enumeration
[29] arranges the child nodes from a single parent node
in order. By dividing y′i by rii, we can label the closest
PAM point as the first child node. Next, the SE enumeration
process traverses the PAM points in a zig-zag pattern to
obtain the remaining child nodes in order. In this case, the

SE enumeration process arranges the child nodes in order
without sorting.

C. Challenges for K-best Detection for Large
Constellations
Using the SE enumeration strategy, the child nodes from
each parent node can be arranged in order. All the K

√
M

child nodes from K different parent nodes can be considered
as locally ordered. The sorting complexity can be greatly
reduced by dealing with the locally-ordered candidates rather
than fully-random candidates. In the conventional K-best
detection approach, the merge sorter, such as the odd-even
sorter together with the bitonic sorter, are ideal for obtaining
the K-best surviving nodes from these locally ordered child
nodes. Besides the conventional merge sorters, the hybrid
sorter [31] combines the two previously mentioned merge
sorters, reducing the number of comparison units and, hence,
the hardware complexity, as it only preserves the comparison
units for sorting the K surviving nodes rather than sorting
all the candidates. Since the ordering information is not
necessary for the K surviving nodes, the hybrid sorters
presented in [32] and [33] remove the comparison units in
order to obtain the ordering information for the K surviving
nodes to further reduce the hardware complexity.

In contrast, the WPE algorithm presented in [34]–[36]
replaces the sorting process by implementing the minimum
search for K iterations. For the first iteration, the best child
node from the SE enumeration list for each parent node
is selected as a candidate. Using the minimum search, the
child node that has the smallest PED can be obtained from
these K candidates and is regarded as the first surviving
node. In addition, the parent node that generates the first
surviving node is the winner, so it is allowed to generate its
second child node according to the SE enumeration list. The
new child node from the winner together with the K − 1
non-surviving child nodes in the first iteration, are fed into
the minimum search again so as to determine the second
surviving node and the winner in the second iteration. The
process is repeated for K iterations in order to obtain the
K-best surviving nodes. As a result, the huge number of
comparison units required for sorting are avoided, which can
help to greatly reduce the hardware complexity.

However, when large constellations are considered, the
hybrid-sorter approaches and the WPE algorithm still en-
counter difficulties in either hardware complexity or latency
since a relatively large value for K should be applied to
maintain a satisfactory error-rate performance. Considering
the hybrid-sorter approaches discussed in [32], the number
of comparison units increases by 70% when the modulation
changes from 64-QAM to 1024-QAM where K = 32. In
the WPE algorithm, the sequential K-iteration minimum
search leads to a longer latency. To overcome the existing
difficulties, we propose a sorter-free detection algorithm and
an architecture that can obtain the K surviving nodes using
log2K iterations.
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III. Proposed Sorter-free K-best Detection
The proposed detection scheme is divided into two stages,
the table-construction stage and the candidate-update stage.
In the table-construction stage, child nodes from a single
parent node are allocated in order into two columns using
the proposed path metric discretization technique. Therefore,
there are a total of 2K columns in the multi-layer table.
Based on this type of multi-layer candidate table, we can
obtain the K surviving candidates using a search approach
rather than a sorting approach. During the candidate-update
stage, a bisection-based search process is applied to deter-
mine where the K surviving nodes are located in the table.
Since the detection process is described generally and no
specific detection level is assumed, the notations y′i and rii
in (5) are simplified to y′ and r, respectively, in this section.

A. Table Construction Using Path Metric Discretization
In contrast to the zig-zag SE enumeration strategy, the
proposed method divides the child nodes from a single parent
node into two ordered sets, where the ordering is based on
the distance between the child node and y′. The first set is
formed with the child nodes on the right-hand side of y′,
and the second is formed with the child nodes on the left-
hand side of y′. To further classify these two sets, the set
containing the first closest child node to y′ is denoted as
F, where F = {v1, v2, ..., v|F|}, and v1 to v|F| are the nodes
arranged in an ascending order according to its distance to y′.
In contrast, the set containing the second closest node to y′

is denoted as S, where S = {u1, u2, ..., u|S|}, and u1 to u|S|
are the nodes arranged in an ascending order according to
its distance to y′. Fig. 1 shows an example, where v1 and u1

are solid nodes. In addition, v2 and u2 are represented using
dotted nodes since they are not actually recorded, which will
be evident from the discussion presented in Section IV.

FIGURE 1. An example for sets F and S, where F (S) contains the first
(second) closest child node to y′.

In the following, we will consider the j-th parent node
and, hence, a superscript j is added to its child nodes vk
and uk and its F and S sets. If the PED for the j-th parent
node is denoted as Γpj

and the PEDs for the offspring child
nodes vjk and uj

k are denoted as Γj
vk

and Γj
uk

, respectively,
which can be calculated according to

Γj
vk

= γj
v1 + Γpj + 2|r| × (k − 1), 1 ≤ k ≤ |Fj |,

Γj
uk

= γj
u1

+ Γpj
+ 2|r| × (k − 1), 1 ≤ k ≤ |Sj |,

(6)

where γj
v1 =

∥∥∥y′ − rvj1

∥∥∥2 and γj
u1

=
∥∥∥y′ − ruj

1

∥∥∥2. The
derivation of (6) is based on (3) and (5), where rii in (5)

is simplified as r in (6). It can be observed from (6) that
two adjacent nodes in each set have a fixed difference in
distance, which is 2|r|.

Writing Γmin≡min{Γ 0
v1 ,Γ

1
v1 , ...,Γ

K−1
v1 ,Γ 0

u1
,Γ 1

u1
, ...,

ΓK−1
u1

}, which can be realized using the minimum finder
rather the sorter. The PMD can be executed according to

D j
vk

=

⌊
Γ j
vk

− Γmin

|r|

⌋
, 1 ≤ k ≤ |Fj |, 0 ≤ j ≤ K − 1,

D j
uk

=

⌊
Γ j
uk

− Γmin

|r|

⌋
, 1 ≤ k ≤ |Sj |, 0 ≤ j ≤ K − 1,

(7)
where D j

vk
and D j

uk
are respectively the discretization results

for Γ j
vk

and Γ j
uk

. Since both D j
vk

and D j
uk

are natural
numbers, we can allocate vjk and uj

k into layer D j
vk

, (2j-1)-
th column, and layer D j

uk
, 2j-th columns in the candidate

table, respectively.
An example of the table construction is illustrated in Fig.

2, where a 16-QAM 2x2 MIMO system and K = 3 are
considered, and the corresponding three parent nodes are
respectively denoted as p0, p1 and p2. Using (6) and (7), we
have (D0

v1 , D
0
v2 , D

0
v3) = (0, 2, 4), D0

u1
= 1, (D1

v1 , D
1
v2) =

(1, 3), (D1
u1
, D1

u2
) = (2, 4) and (D2

v1 , D
2
v2 , D

2
v3 , D

2
v4) =

(1, 3, 5, 7), as shown in Fig. 2(a). It is worth noting that for
p2, all child nodes are on the same side of y′, thus classifying
these nodes into the F set, and there is no node in set S.
In Fig. 2(b), these nodes are allocated to the corresponding
columns, where the layer located is determined according to
their discretized results.

B. Candidate Update Using Bisection Layer Search
After the PMD, the PEDs for the candidates located in
layer ℓ + 1 are not less than those candidates located in
layer ℓ. This means that the PEDs for the candidates in the
candidate table are ordered based on its layer index. As a
result, it is possible to determine the K surviving candidates
by sequentially accumulating the candidates from layer 0 to
the following layers until the K best candidates are obtained.
Mathematically, nℓ denotes the number of candidates in layer
ℓ and f(W ) denotes the total number of candidates from
layer 0 to layer W , i.e., f(W ) ≡

∑W
ℓ=0 nℓ. It is obvious that

f(W ) is a non-decreasing function. When f(Lm) ≥ K and
f(Lm − 1) < K, which means that the best K candidates
will definitely be included from layer 0 to layer Lm − 1,
and some of them will still be in layer Lm. The sequential
accumulating process can be used to determine the value
of Lm using Lm + 1 iterations. However, this approach
will result in a non-deterministic throughput since Lm is
a random variable.

To address this problem, we first determine a value of
Lm = 2Q − 1, where Q ∈ N, such that Pr(f(Lm) ≥ K) is
large enough. This means that the best K candidates will be
included from layer 0 to layer Lm with a high probability.
We then apply a bisection-based search algorithm on this 2Q-
by-2K table to obtain the value of Lm using Q iterations. Let
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FIGURE 2. Table construction based on the discretization results from all the child nodes where K = 3, where (a) is the path metric discretization
(PMD) results for the candidates, and (b) is the constructed table based on the PMD results for the candidates.
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FIGURE 3. Proposed K-best detection, where (a) is the bisection-based layer search for Lm, (b) is the candidate selection for the surviving nodes, and
(c) shows the stored candidates used in the hardware implementation.

Ll(k) and Lu(k) denote the indices for both the lower layer
and the upper layer considered at iteration k, respectively.
In addition, define another layer index Lc(k) according to

Lc(k) = ⌊Ll(k) + Lu(k)

2
⌋. (8)

Initially, Ll(0) = 0, Lu(0) = Lm. Write f(Lc(k− 1)) as β.
At iteration k, where 1 ≤ k ≤ Q, the values of Ll(k) and
Lu(k) are recursively updated according to

Ll(k) = Lc(k − 1) Lu(k) = Lu(k − 1), β < K

Ll(k) = Ll(k − 1) Lu(k) = Lc(k − 1), β > K

Lm = Lc(k − 1) Terminate, β = K.
(9)

Finally, Lm can be obtained from{
Lm = Lc(Q− 1) , f(Lc(Q− 1)) ≥ K

Lm = Lc(Q− 1) + 1 , o.w..
(10)

Once we have obtained Lm, we can select the best
candidates from layer 0 to layer Lm − 1 since there are
definitely going to be f(Lm − 1) surviving candidates.

The remaining K − f(Lm − 1) surviving candidates are
selected from all the candidates in layer Lm. Since the
candidates in layer Lm have the largest PEDs among the K-
best candidates and do not affect the detected paths most of
the time, we apply a sorter-free approach, which first selects
the candidates in set F, and then set S to satisfy the vacancies
in K−f(Lm−1) undetermined surviving candidates. It can
be seen from the simulation results not shown here that the
proposed sorter-free approach has almost no degradation in
error-rate performance compared to the conventional K-best
detection approach.

An example of the proposed searching process is il-
lustrated in Fig. 3, where a 16-QAM 2x2 MIMO system
and Q = 3 are considered. This means that eight layers
and three iterations are needed in order to obtain Lm. For
the first iteration, Ll(0) = 0 and Lu(0) = 7. Hence,
Lc(0) = 3 and f(Lc(0)) is 8, as shown in Fig. 3(a). After
three iterations, we can determine Lm = 1. Therefore,
the candidates from layer 0 to layer Lm − 1 are directly
identified as surviving candidates. As shown in Fig. 3(b),
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f(Lm − 1) = 1 and the first surviving candidate is v01 .
Additionally, K − f(Lm − 1) = 2 undetermined surviving
candidates are selected using the proposed method. As a
result, the node u0

1 is discarded, while v11 and v21 are selected
accordingly, to fill any vacancies in the surviving candidates.

C. Summary and Parameter Selection
The proposed sorter-free K-best detection method for Nt ×
Nr MIMO systems is summarized in Algorithm 1. Since a
total of Nt transmit antennas and the RVD are used, we
have a total of 2Nt detection levels. For each detection
level, we must execute both the table-construction stage and
the candidate-update stage. In the table-construction stage,
we divide the child nodes into two sets for each parent
node and then arrange these child nodes into a 2Q-by-2K
table based on the discretization results. For the candidate-
update stage, we only need to identify where the K surviving
candidates are allocated in the first Lm layers rather than
directly sorting K

√
M candidates. We apply the bisection-

based search algorithm to determine Lm using Q iterations.
After that, the candidates from layer 0 to layer Lm − 1 are
directly selected as the f(Lm−1) surviving candidates. The
remaining K − f(Lm − 1) surviving candidates are selected
using the non-sorting candidate-selection method so as to
avoid any additional latency and complexity.
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FIGURE 4. Pr(f(W ) ≥ K) for different values of W , where the SNRs
considered are 30dB, 38dB and 44dB for 64-QAM, 256-QAM, and
1024-QAM systems, respectively.

To further analyze the maximum layer index LM after
discretization, we can use the probability Pr(f(W ) ≥ K) to
ensure that there are sufficient candidates in the table. Fig.
4 shows the values for Pr(f(W ) ≥ K) for 64-QAM, 256-
QAM and 1024-QAM MIMO systems, where K = 16, and
K = 32 are considered. It can be seen that if LM = K − 1,
Pr(f(LM ) ≥ K) ≈ 0.99 for all the considered cases. This
means that the first K layers contain the K best candidates
with a high probability. To further verify that LM = K − 1
is suitable for obtaining the K surviving nodes, the BER

performances for different values of LM are shown in Fig.
5. It can be seem that LM = K−1 is large enough to achieve
almost no degradation in BER performance. In addition, the
proposed sorter-free method provides a similar performance
compared to the conventional K-best algorithm, since the
candidates that exist in layer Lm do not form the best path
and affect the detection results most of the time.
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FIGURE 5. BER performance for 4×4 MIMO systems when using a variety
of values for LM , where the Rayleigh fading channel is considered.

Using the proposed method, the K surviving nodes can
be determined using log2(K) iterations, which provides a
fixed throughput and a shorter latency compared to the
K iterations needed for obtaining the K surviving nodes
when using the WPE algorithm. For the proposed detector,
K(log2

√
M + 1) comparisons are used to determine the

2K leading elements of the constructed table based on the
binary search algorithm and log2(K) comparisons are used
to determine the value of Lm. The proposed detector needs
a total of K(log2

√
M +1)+ log2(K) comparisons to locate

the K best nodes. In contrast, the WPE algorithm requires
K
√
M comparisons to generate the K SE lists and additional

K(K − 1) comparisons to determine the K best nodes.
Compared to the WPE algorithm, the proposed methods
can reduce the comparison operations obviously. Compared
to the sorter-based algorithms, the proposed search process
avoids the usage of a huge amount of comparison units and
hence can reduce the hardware complexity significantly.

D. Consideration for Practical Applications
For practical communication systems, the inner MIMO
detector needs to generate the log-likelihood ratio (LLR)
estimates of transmitted bits for the outer channel decoder.
The parallel candidate adding (PCA) algorithm presented in
[37] is a hardware-friendly solution for generating soft output
from the K-best detector since it can efficiently handle the bit
vacancy by directly bit-flipping the hard decision path from
the detector to generate the LLR estimates of transmitted
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FIGURE 6. BER performance for 4×4 MIMO systems for both the coded
and un-coded cases, where the Rayleigh fading channel and the 4×4
256-QAM MIMO detector are considered.

bits. Fig. 6 shows the error-rate performance for the coded
case, where both the (2176, 704) low-density parity-check
(LDPC) code and the (2048, 1280) LDPC code specified in
the 5G standard [3] are considered. It can be seen that both
the proposed sorter-free K-best detector and the conventional
K-best detector have almost the same performance for both
the coded and un-coded cases.

IV. A Fully-pipeline Detector Architecture
A. Overall Architecture
Fig. 7 shows the block diagram for the proposed high-
throughput K-best MIMO detector, where a fully-pipelined
architecture is used. Each level unit (LU) is used to deter-
mine the K surviving nodes and forms the paths for the
corresponding detection level. Since there are 2Nt detection
levels, 2Nt LUs are used. For the i-th LU, input yi is the
received element and input ri = (ri,i, ri,i+1, ..., ri,2Nt

) is the
vector consisting of the non-zero component of the i-th row
in the upper triangular matrix R. In addition, the i + 1-th

Table-
constr.
Block

Layer Search
Module

Candidate-sel.
Module

Candi.-update Block

Level Unit

Level
Unit

Level
Unit

Level
Unit

Level
Unit

. . . . . . x  
,

,

,

FIGURE 7. Block diagram for the proposed K-best MIMO detector.

Algorithm 1 Proposed sorter-free K-best detection
Output: x: Detected transmitted vector.

1 for level == 2Nt to 1 do

2 if level == 2Nt then

3 expand all child nodes;

4 else

// a) table-construction stage

5 for 0 ≤ j ≤ K − 1 do

6 for 1 ≤ k ≤ |Fj | do

7 calculate Γj
vk using (6);

calculate D j
vk using (7);

8 end

9 for 1 ≤ k ≤ |Sj | do

10 calculate Γj
uk

using (6);

calculate D j
uk

using (7);

11 end

12 end

// b) candidate-update stage

13 initialize Ll(0) = 0 and Lu(0) = LM ;

for 1 ≤ k ≤ log2K do

14 calculate Lc(k − 1) using (8);

obtainf(Lc(k − 1));

update Lu(k) and Ll(k) using (9);

15 end

16 determine Lm and Lm − 1 using (10);

select the f(Lm − 1) candidates in [L0, Lm − 1];

select the K − f(Lm − 1) candidates in Lm;

17 if level == 1 then

18 identify the smallest PED;

x = the path that has the smallest PED;

break;
19 else

20 record K paths and the K PEDs;

21 end

22 end

23 end

LU delivers xi+1 and Γi+1 which are the detected paths and
the K PEDs from the i + 1-th detection level, respectively,
to the i-th LU.

Each LU consists of two main blocks, namely, the table-
construction block and the candidate-update block. In the
table-construction block, the candidates are arranged into a

VOLUME , 7

This article has been accepted for publication in IEEE Open Journal of Circuits and Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/OJCAS.2023.3347544

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



Author et al.:

table using the proposed PMD. Since there is a fixed spacing
between the candidates in each column, rather than recording
all the candidates, we only record the PAM point together
with the PED for the leading candidate in each column so as
to reduce the hardware complexity, as illustrated in Fig. 3(c).
As a result, we only record Dv1 = (D0

v1 , D
1
v1 , ..., D

K−1
v1 )

and Du1
= (D0

u1
, D1

u1
, ..., DK−1

u1
). In addition, the informa-

tion for v1 and u1 used when calculating the PEDs and the
PAM points for the remaining candidates are also recorded,
which are respectively denoted as vectors Iv1 and Iu1

. The
details of Iv1 , Iu1

and the table-construction block will be
presented in Section IV.B.

The candidate-update block contains two modules,
namely, the layer-search module and the candidate-selection
module. In the layer-search module, Lm is determined using
CBE rather than the RBE described in Section III in order
to reduce the hardware latency. Letting m2j

L and m2j+1
L

respectively denote the number of candidates in the 2j-th and
2j+1-th column of the table formed from layer 0 to layer L,
and writing mL = (m0

L,m
1
L, ...,m

2K−1
L ), the layer-search

module uses mLm
= (m0

Lm
,m1

Lm
, ...,m2K−1

Lm
) together with

Dv1
and Du1

as inputs to execute the bisection-based search
that determines the value of Lm, and then outputs mLm

and
mLm−1

. With mLm−1, mLm
, Iv1 and Iu1

, the K surviving
nodes can be generated and form the paths up to the current
level i, which is denoted as xi. In addition, the related
PEDs up to level i are also calculated and denoted as Γi.
The candidate-update block will be detailed in Section IV.C.
Subsequently, xi and Γi are passed to the following LU.
After completing the detection for the final LU, the path
that has the smallest PED is determined as the detected
transmitted vector, and is denoted as x̂.

B. Table-Construction Block
Fig. 8 shows the table-construction block, where the detec-
tion is currently at the i-th detection level. Firstly, in each
interference cancellation unit, y′i is obtained by subtracting
all the determined terms from yi, as described in (4). All the
y′i values from K parent nodes are denoted as a length-K
vector y′

i. Secondly, each increment calculation unit (ICU)
determines the PAM points and the increments from the first
candidates for the corresponding two columns. The assistant
information needed for calculating the PAM points and the
increments for the remaining candidates are also determined.
The details of this unit will be described in the following
paragraphs. Thirdly, the increments for the 2K candidates,
γ, are added to the PEDs from the previous level, Γi+1, to
obtain the 2K PEDs for the leading candidates, Γ. Lastly,
each PMD unit calculates the discretization results for the
leading candidates, which are respectively denoted as Dv1

and Du1
. The PEDs for v1 and u1 from the K parent nodes

subtracted using the smallest PED, as described in (7) where
k = 1, are respectively denoted as Γv1 and Γu1

.
It is worth noting that the division and floor operations

described in (7) and executed in the PMD units can be
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FIGURE 8. Block diagram for the table-construction block.

realized using a divider and by selecting the bits from the
integer component. However, such a direct implementation
approach results in high hardware complexity. In contrast,
since flooring the division result for Γ j

v1 − Γmin in (7)
determines the vj1 layer, and there are only K layers in the
table as Lm = K−1, the divider and the bit-selection can be
replaced by K comparison units together with an adder. For
instance, if Lm = 3, from layer 0 to layer 3, we compare
Γ j
v1 − Γmin with {1|rii|, 2|rii|, 3|rii|, 4|rii|} to obtain D j

v1 ,
the discretization result for vj1. If the comparison result is
{1, 1, 0, 0}, which means 2|rii| ≤ Γ j

v1 − Γmin < 3|rii|, then
D j

v1 is 1+1+0+0 = 2. Similarly, if the comparison result
is {1, 1, 1, 1} indicating 4|rii| ≤ Γ j

v1 − Γmin, then D j
v1

is
1 + 1 + 1 + 1 = 4, which means D j

v1 is out of range from
[0, 3] and is set as 4. As a result, we can execute the division
and the floor function in (7) using the K comparison units
and an adder in order to reduce the hardware complexity.

We now detail the core concept used to devise the ICU.
Since the fixed-spacing property exists in each column,
we only record the PAM point and the PED for the first
candidate, and the assistant information needed to obtain the
remaining candidates in the same column. Since recording
the PAM points and PEDs for all candidates can be avoided,
the hardware complexity can be significantly reduced. The
candidates from parent node j are divided into two sets, Fj

and Sj , and are allocated to two corresponding columns. The
k-th PAM points in sets Fj and Sj , which are respectively
denoted as vjk and uj

k, can be obtained from

vjk = vj1 + 2× (k − 1)× dirjv, 1 ≤ k ≤ |Fj |,
uj
k= uj

1 + 2× (k − 1)× dirju, 1 ≤ k ≤ |Sj |,
(11)

where dirjv = +1 if the number of PAM points contained in
Fj is increasing, e.g., {1, 3, 5, 7}, otherwise, dirjv = −1 if
the number of PAM points contained in Fj is decreasing,
e.g., {−1,−3,−5,−7}. Then, the value of dirju can be
determined from dirju = −dirjv. The increments for vjk and
uj
k, which are respectively denoted as γj

vk
and γj

uk
, can be

respectively obtained from

γj
vk

= γj
v1 + 2× (k − 1)× |rii|, 1 ≤ k ≤ |Fj |

γj
uk

= γj
u1

+ 2× (k − 1)× |rii|, 1 ≤ k ≤ |Sj |.
(12)
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In summary, when using (11) and (12) to calculate the
increments for vjk and uj

k, a total of eight items of infor-
mation are needed, which are vj1, uj

1, γj
v1 , γj

u1
, |Fj |, |Sj |,

dirjv and dirju. In Fig. 8, the information for v1 from the
K parent nodes is denoted as Iv1 = (I0v1 , I

1
v1 , ..., I

K−1
v1 ),

where Ijv1 includes vj1, Γj
v1 , dirjv1 , |Fj |. Similarly, the in-

formation for u1 from the K parent nodes is denoted as
Iu1

= (I0u1
, I1u1

, ..., IK−1
u1

). The aforementioned mLM
can

be expressed as (|F|0, |S|0, |F|1, |S|1..., |F|K−1, |S|K−1) if
LM is large enough.

Fig. 9 shows the hardware architecture for the ICU that
obtains the eight items of information mentioned based on
simple comparisons, where the 64-QAM case is considered.
In order to simplify the notation, we remove the superscript
j in the following discussion. Fig. 9(a) shows the circuit
used to identify the first candidate, v1. Since a symmetry
exists between the positive and the negative PAM points,
rather than comparing y′i with all the combinations of riixi,
where xi ∈ Ω is the constellation point, we compare |y′i|
with |riixi| to determine the |xi| such that |riixi| is the
closest to |y′i|. In other words, we first determine |v1| by
comparing |y′i| with |riixi|. After that, we use the signs of
y′i and rii to determine either v1 = |v1| or v1 = −|v1|.
In this case, we only need to compare |y′i| with the

√
M
2

combinations of |riixi| rather than the
√
M combinations

of riixi for an M -QAM MIMO system using RVD. In
addition, to further reduce the number of comparisons, rather
than directly comparing |y′i| with the

√
M
2 combinations of

|riixi| at the same time, a binary search method is applied
in order to sequentially compare |y′i| with |riixi|. Therefore,
the number of comparisons can be further reduced from

√
M
2

to log2
√
M
2 .

For the 64-QAM case considered in Fig. 9(a), |riixi|
∈ {1|rii|, 3|rii|, 5|rii|, 7|rii|}. Firstly, we compare |y′i| with
the middle value, 4|rii|, to identify whether |v1| is located
at {1, 3} or {5, 7}. Based on the comparison results, we
secondly compare |y′i| with either 2|rii| or 6|rii|. After
these two comparisons have been made, |v1| is obtained.
In contrast, |u1| requires us to make one more comparison,
which considers whether |y′i| is larger than |riiv1|, so as
to determine whether |u1| is either on the left-hand side or
the right-hand side of |v1|. Finally, if y′i and rii have the
same signs, v1 = |v1| and u1 = |u1|, otherwise v1 = −|v1|
and u1 = −|u1|. In a similar manner, γv1 and γu1

can be
obtained, as shown in Fig. 9(b). The values for dirv1

and
diru1

are obtained after a comparison of |y′i| with |riiv1|
and a comparison of the signs of y′i and rii, as illustrated
in Fig. 9(c). Lastly, to determine |F| and |S|, we utilize |v1|
and the comparison of |y′i| and |riiv1|, as illustrated in Fig.
9(d).

In conclusion, for an M -QAM MIMO system, log2
√
M+

1 comparisons are used to determine |v1| and |u1| based
on the binary search algorithm. Subsequently, one more
comparison is applied in order to determine v1 and u1

based on the signs of y′i and rii. The other six items of
the information are also obtained when the log2

√
M + 1

comparisons are executed. It is worth noting that |v1|, which
includes a single right-shifting and the value of

√
M
2 are

utilized to determine |F| and |S|.
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FIGURE 9. Architecture for the increment calculation unit (ICU), where
64-QAM is considered.

Compared to the conventional architecture using SE enu-
meration, where a LUT is used to obtain the PAM points
and the related PEDs, the proposed method utilizes fewer
comparisons to obtain the information needed. In general,
for an M -QAM MIMO system, the LUT applies

√
M − 1

comparisons to obtain the absolute value for the first PAM
point. In addition, one more comparison unit is used in
order to determine the sign of the first PAM point. From
the results, a total of

√
M comparison units are applied

in order to generate the SE list. In contrast, the proposed
method requires only log2

√
M + 1 comparisons to obtain

the information needed. In addition, the eight items of
information is independent of the modulation size, while the√
M PAM points and the

√
M related PEDs and, hence, a

total of 2
√
M items of information have to be recorded for

the conventional SE enumeration.
A summary between the proposed ICU and the SE enu-

meration approach is given in Table 1, where the number
of comparisons used is denoted as Nc, and the items of
information recorded are denoted as Ni. Compared to the
conventional SE enumeration technique, the number of com-
parisons can be reduced when using the proposed method.
In addition, the reduction in storage complexity increases as
the modulation size increases.

C. Candidate-update Block
The candidate-update block consists of two modules, the
layer search module, which is used to determine the value
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TABLE 1. Comparison between SE enumeration and the proposed method.

Modulation (QAM) 64 256 1024

SE enumeration Nc 8 16 32
Ni 16 32 64

Proposed increment unit Nc 4 5 6
Ni 8 8 8

Reduction (%) Nc 50 68.7 81.3
Ni 50 75 87.5

of Lm, and the candidate-selection module, which is re-
sponsible for storing the paths and related PEDs for the
surviving nodes. Fig. 10 shows the block diagram for the
layer search module, where each search unit (SU) executes
all the steps in an iteration round of the proposed bisection-
based layer search, as described in (8) and (9). Firstly, Lc

is calculated using (8). After that, the SU computes the
number of candidates from layer 0 to layer Lc, i.e., f(Lc).
It is worth noting that if f(Lc) is obtained using RBE, a
long latency is induced, since there is a need to check the
columns individually in order to determine whether there are
any candidates located in these 2K columns so as to obtain
the number of candidates in a single layer. Furthermore, a
total of Lc+1 layers need to be checked for a single iteration.
As a result, there are a total of 2K × (Lc + 1) checking
operations that need to be executed in order to obtain f(Lc),
resulting in a long latency.

Lu(2) Lu(3) 

Ll(1) Ll(2) 
 

Ll(3) 

2K

2K

4K 4K

Layer Search Module

Lu(1) 

4K
Search

Unit
(SU)

SU SU SU

2K

2K

FIGURE 10. Block diagram for the layer search module, where K = 16.

To address this problem, rather than using RBE, we apply
column-based enumeration, which provides a high paral-
lelism and simple calculation so as to obtain f(Lc). Since
f(Lc) =

∑K−1
j=0 (m2j

Lc
+ m2j+1

Lc
), we can first calculate the

number of candidates in each column by utilizing the fixed-
spacing property and then compute the number of candidates
in these 2K columns to obtain f(Lc). The example shown
in Fig. 3 is used to clearly describe the process. For the
first layer search iteration, Lc = 3 and D0

v1 = 0, we
can simply obtain the number of candidates in the first
column using ⌊ 3−0

2 ⌋ + 1, since the fixed spacing is 2. The
number of candidates in the remaining columns can be
obtained in a similar manner. However, two exceptions need
to be considered. The first is when the calculation result is
larger than the number of candidates in the column. In the
first iteration, the calculation result for the second column
illustrated in Fig. 3 is 2 but there is only a single candidate

in the column. In this case, we directly assign the number of
candidates in the column as the result. The other exception
occurs when Lc is smaller than the discretization result for
the first candidate, as the calculation in the fourth column for
the second layer search iteration, where D1

u1
= 2 but Lc = 1.

As a result, there are no candidates in the corresponding
column and the result is assigned as 0.

In summary, m2j
Lc

and m2j+1
Lc

can be respectively obtained
from

m2j
Lc

=


0, Lc < Dj

v1

⌊Lc−Dj
v1

2 ⌋+1, ⌊Lc−Dj
v1

2 ⌋+1 < |Fj |

|Fj |, ⌊Lc−Dj
v1

2 ⌋+1 ≥ |Fj |

(13)

and

m2j+1
Lc

=


0, Lc < Dj

u1

⌊Lc−Dj
u1

2 ⌋+1, ⌊Lc−Dj
u1

2 ⌋+1 < |Sj |

|Sj |, ⌊Lc−Dj
u1

2 ⌋+1 ≥ |Sj |.

(14)

After obtaining the number of candidates in each column,
we sum the results for these 2K columns to obtain f(Lc).
Using f(Lc), Ll and Lu are updated by comparing f(Lc)
with K, as described in (9), which are then passed to the
next SU to begin the next iteration.

Since K = 16 is considered in Fig. 10, four SUs are
used to execute four iterations. In the final iteration, we have
mLm−1 and mLm . Note that the divisions present in (13)
and (14) can be implemented using right shifters, since they
are divided by 2. In addition, the operation of adding 1 can
also be implemented using a low-complexity incrementer. As
a result, the calculations in the SUs can be implemented by
employing a low-complexity division-free architecture.

The candidate selection module uses the information
recorded in the table construction block, Iv1 , Iu1 , mLm−1,
and mLm , to generate the PAM points and the related PEDs
for the K surviving nodes, as illustrated in Fig. 11. Instead of
directly applying the inputs to generate the surviving nodes,
these inputs are first passed through a 2K-to-K mapper unit.
Since the K surviving nodes are allocated, at most, in K
different columns, the 2K-to-K mapper unit only preserves
the values in mLm−1 that do not equal 0 as m′

Lm−1 and
saves the corresponding information as Ip. Similarly, mLm

is downsized as m′
Lm

and the corresponding information is
saved as If . In this case, the hardware complexity is reduced
by implementing the process of generating surviving nodes
for K times rather than 2K times.

Based on the proposed detection method, the pick-up unit
manages the surviving nodes from layer 0 to layer Lm − 1
based on m′

Lm−1 and Ip. The pick-up unit implements a se-
quential process that generates the surviving nodes and forms
the paths according to the address, addrp. The calculation
of the address is basically achieved by individually summing
the values of m′

Lm−1 in the address calculation unit. For
instance, if mLm = (1, 2, 3, 4) then addrp = (0, 1, 3, 6),
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TABLE 2. Summary of the proposed 4×4 MIMO detectors

Clock frequency (MHz) 200
Process (nm) 90

Supply voltage (V) 1.1V
K 16 32

Modulation (QAM) 64 256 1024 64 256 1024
Combinational EGC (KG) 684.77 1408.24 1960.16 930.40 1866.78 2530.22

Non-combinational EGC (KG) 168.53 434.04 736.44 337.06 868.08 1472.88
Total EGC (KG) 853.3 1842.28 2696.6 1267.46 2734.86 4003.1

Latency (µs) 0.29 0.32 0.35 0.34 0.38 0.4
Throughput (Mbps) 4800 6400 8000 4800 6400 8000

Power (mW) 224 483 707 333 717 1050
Power Efficiency (Gb/J) 21.42 13.25 11.31 14.41 8.92 7.62

Hardware Efficiency (Mbps/KG) 5.63 3.47 2.97 3.79 2.34 5.43

considering the address starts at 0. Alternatively, the pick-up
unit utilizes Ip to generate the PEDs and PAM points for
the candidates and then individually places them in a single
column, as described in (6) and (11). The PEDs and PAM
points for the candidates are then sequentially placed in the
registers based on addrp.

Similarly, the fill-up unit uses m′
Lm

and If to complete
any vacancies for the undetermined surviving nodes. Note
that the candidates that exist in layer Lm are selected
immediately after those from layer 0 to layer Lm − 1. As a
result, the address unit forwards the sum of m′

Lm−1, namely
sum, to the fill-up unit as the first address in order to select
the candidate. The fill-up unit then uses a similar sequential
process to complete any vacancies for the surviving nodes.
Finally, the results from the pick-up unit and the results from
the fill-up unit are combined through the OR gate in order
to obtain the K surviving nodes and the related PEDs.

2K-to-K
Mapper

Unit

2K

2K

8K

K

Candidate-selection Module

Pick up
Unit

Fill up
Unit

OR
Addr
Calcu.
Unit

,

,

K

4K

K

K

4K

K

2K

2K

2K,

FIGURE 11. Block diagram for the candidate-selection module.

In this work, we apply the sequential process to generate
the surviving nodes in both the pick-up unit and the fill-
up unit. We then combine the results from these two units,
which can be regarded as a method of parallelizing these
two sequential processes. To improve the throughput, the
sequential process that generates the surviving nodes in both
the pick-up unit and the fill-up unit can be replaced with
parallel generating processes at the expense of a higher
hardware complexity for storage. It is worth noting that,
since we employ the pick-up unit and the fill-up unit to

simultaneously generate the surviving nodes, the storage size
is 2Ms in this work, where Ms is the storage size for the
paths and the PEDs for the K candidates. However, to further
improve throughput, the sequential process that generates the
surviving nodes in the pick-up unit and the fill-up unit can
be replaced with the fully-parallel process, which also results
in a larger storage size as 2K ×Ms,

V. Performance Evaluation
A. Implementation Results
The proposed sorter-free fully-pipelined MIMO detector is
designed for 4×4 MIMO systems, where 64-QAM, 256-
QAM and 1024-QAM are considered. In addition, both
K = 16 and K = 32 are used. The hardware is designed
based on a 90 nm CMOS process, and is synthesized using
Synopsys Design Compile. For the proposed 64-QAM, 256-
QAM and 1024-QAM MIMO detectors, the quantization
schemes used are [6, 7], [8, 10] and [9, 12], respectively,
where the form [n,m] represents that there are n bits for
the integer component, including the sign bit, and m bits for
the fraction component. It can be seen from Fig. 12 that the
performance loss due to quantization is less than 0.1dB for
all the cases considered.

Table 2 summarizes the hardware results for the proposed
MIMO detectors, where the equivalent gate count (EGC)
[32] is measured by counting a two-input NAND gate as
a single element. As the modulation size increases, the
number of comparisons used in the ICU increases, since
the sequential binary search method is adopted to determine
the positive PAM points when obtaining the leading can-
didates. In addition, the sequential process that generates
the surviving nodes and forms the paths also creates a
greater latency as the modulation size increases. In this
case, to retain the same operating clock frequency, additional
pipelined registers are used. As a result, both the EGC for
the non-combinational circuit and the total latency increase
as the modulation size increases. However, the architecture
for the sequential binary search process when obtaining the

VOLUME , 11

This article has been accepted for publication in IEEE Open Journal of Circuits and Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/OJCAS.2023.3347544

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



Author et al.:

TABLE 3. Comparison When Obtaining K Survivor Nodes

K 16 32
QAM 64 256 1024 64 256 1024

Hybrid [32]
CASU 608 920 N/A 1832 3104 4368

EGC (KG) 115.77 276.53 N/A 339.33 865.75 1768.67
NL (ns) 8.48 9.26 N/A 12.79 14.44 15.05

Proposed
SU 4 4 4 5 5 5

EGC (KG) 85.33 97.87 178.9 103.02 158.31 216.20
NL (ns) 7.94 8.16 8.42 11.43 11.86 12.32

EGC reduction (%) 26.29 64.61 N/A 69.64 81.71 87.77
NL reduction (%) 6.36 11.87 N/A 10.6 17.86 18.13
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FIGURE 12. Floating-point and fixed-point BER performances for the
proposed 4×4 MIMO detectors.

leading candidates and generating the surviving nodes can
be paralleled in order to prevent any increase in latency.

Fig. 13 shows the progressive improvement to a baseline
design when using the proposed techniques, where both the
proposed detector and the baseline detector can support the
4×4 256-QAM MIMO systems. The baseline is designed
based on the hybrid sorter presented in [32], where a fully-
pipelined detector architecture and the techniques mentioned
in the previous sections, including the SE enumeration and
the simplified sorting-network, are used. Applying the pro-
posed bisection-based layer search that includes RBE and a
LUT used to obtain the eight information items, the hardware
efficiency increases by 27%, since the bisection-based layer
search avoids the need to employ the sorting-network used in
the baseline detector. However, the RBE causes an increase
in the number of cycles needed in order to obtain f(Lc)
under the same clock frequency, since 2K × (Lc + 1)
checking operations are needed in order to determine f(Lc).
To further improve the hardware efficiency, we replace the
LUT with the proposed ICU to obtain the information for
the leading candidates from the K parent nodes. Once the
leading candidates are obtained, all the other information
items can be obtained using simple calculations, which are

independent of the modulation size. Compared to the LUT
based method, the proposed method that is based on the
ICU reduces the storage complexity and, hence, the hardware
efficiency can be further increased by 12%. Finally, the RBE
is replaced with the CBE to obtain f(Lc). It is worth noting
that the calculation in each column can be simultaneously
executed and, hence, the cycle counts can be reduced and
the related pipelined registers are also removed. As a result,
the hardware efficiency for the proposed detector based on
both the ICU and CBE is improved by 77% compared to the
sorter-based baseline design.

FIGURE 13. Progressive improvement when replacing RBE with CBE for
the proposed architecture, where the hardware performance for the
baseline design is normalized to 100%.

B. Comparison When Obtaining K Survivor Nodes
Table 3 summarizes the hardware complexity when gener-
ating the surviving nodes, where both the proposed design
and the hybrid sorter described in [32] are considered. Since
the hardware result provided in [32] only includes cases up
to the 64-QAM MIMO system, we estimate the hardware
complexity and the latency for 256-QAM and 1024-QAM
cases by calculating the number of compare-and-swap units
(CASU) as described in [32]. Since the formula used to cal-
culate the number of CASUs is only available for K ≤

√
M ,

12 VOLUME ,

This article has been accepted for publication in IEEE Open Journal of Circuits and Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/OJCAS.2023.3347544

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



<Society logo(s) and publication title will appear here.>

TABLE 4. Comparison of 4×4 MIMO Detectors

[34] [35] [36] [33] This work
Synthesis Post layout Post layout Post layout Synthesis

Modulation (QAM) 64 64 64 64 256
Bits/MIMO symbol 24 24 24 24 32

K 5 10 64 10 8∼1a 16 16
Algorithm WPE WPE WPE hybrid sorter-free

Process (nm) 65 130 90 65 90
Supply voltage (V) 1V 1.3V 1.3V 1.3V 1.1V

EGC (KG) 1760 114 232 285 1842.28
Frequency (MHz) 158 282 170 137 200

Throughput (Mbps) 732 463 100 655 4080 109 6400
NL (µs) N/A 0.58 0.22 N/A 0.32

Power (mW) 165 135 234 34 483
NPE (Gb/J) 4.44 2.80 0.61 8.20 29.47 5.42 16.03

NHE (Mbps/KG) 0.41 0.26 0.05 5.74 17.58 0.38 3.47
a The values for K from the 2Nt-th level to the first level are [8,8,8,8,4,2,2,1].

the estimated results for the hybrid sorter for 1024-QAM
where K = 16 are not shown in Table 3. To fairly compare
the hardware results for the different CMOS processes, the
normalized latency (NL), the normalized power efficiency
(NPE) and normalized hardware efficiency (NHE) are also
considered [36], which are calculated using

NL = latency × (
90

process
), (15)

NPE =
throughput× ( 90

process )

power× ( 1.0
voltage )

2
, (16)

NHE =
throughput× ( 90

process )

EGC
. (17)

It can be seen from Table 3 that, as the modulation size in-
creases, the hybrid sorter requires additional CASUs in order
to sort the best K surviving nodes from all the candidates.
In addition, the number of CASUs also increases when K
becomes larger. As a result, the equivalent gate count grows
when either the modulation size or K increases. In contrast,
the proposed bisection method retains a similar complexity
when the modulation size increases, since the number of SUs
remains the same. Moreover, when K changes from 2p to
2p+t, only t additional SUs are needed, since there are only
t additional iterations in the search process. In this case, the
proposed method greatly reduces the hardware complexity
when large modulation constellations and large K values
are used, in comparison to the hybrid sorter. In conclusion,
the EGCs for the proposed detector remain similar for high-
order modulation systems, since the hardware complexity is
mainly related to K, not the modulation size. The proposed
method also contains a shorter NL compared to the hybrid-
sorter based detectors, especially for high-order modulation
situations. As a result, when K = 32 and 1024-QAM
are considered, the proposed method reduces the required

number of EGCs by 87.77% and reduces the amount of NL
by 18.13%.

C. Comparison between Existing MIMO Detectors
A comparison with the state-of-the-art 4×4 64-QAM MIMO
detectors is provided in Table 4. It can be seen from the
table that a lower hardware efficiency is observed as the
value of K increases for WPE-based MIMO detectors [34].
The reason is that the WPE requires a K-iteration sequential
process in order to obtain a single surviving node each time,
and, hence, the increase in the value of K increases the
latency when obtaining the K surviving nodes. To further
reduce the hardware complexity, several techniques were
proposed in [35]. In [36], a variety of K values were
used. Specifically, the value of K decreases as the detection
level continues, which reduces the latency of the sequential
process for the WPE in the last few detection levels. In
addition, the values of K are not greater than

√
M = 8

for the 64-QAM MIMO detector presented in [36]. As a
result, the fully-pipelined detector presented in [36] is able
to efficiently complete the search process when obtaining
the K surviving nodes based on a short latency. Therefore,
the hardware efficiency is further improved with the adaptive
and relatively small values for K.

Since the values of K used in these works are different,
which leads to different BER performances, we adjust the
value of K for the proposed architecture, as illustrated in Fig.
14, in order to compare the hardware performance based on
the same target BER of 10−3. Compared to the WPE-based
MIMO detector using a relatively small value of K, e.g.,
the detector presented in [36], the proposed MIMO detector
provides a comparable hardware efficiency. However, as
the value of K increases, our proposed MIMO detector is
able to further improve the hardware efficiency, since the
proposed bisection-based search process requires log2K it-
erations rather than K iterations in order to determine the K
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surviving nodes. As a result, the proposed detector is able to
achieve a much higher hardware efficiency compared to the
WPE-based MIMO detector presented in [35]. Compared to
the MIMO detector using a hybrid sorter [33], the normalized
hardware efficieny (NHE) for the proposed detector is much
better, since the proposed detection method greatly reduces
the hardware complexity by replacing the sorting-network
with the bisection-based search process.

hybrid[33] K=16

WPE[35] K=10

WPE[36]

64-QAM

FIGURE 14. Hardware performance for the 4×4 MIMO detectors, where the
values of K from the 2Nt-th level to the first level of Ka is [8,8,8,8,4,2,2,1].

Also included in both Table 4 and Fig. 14 are the re-
sults for the proposed detectors based on 4×4 256-QAM
MIMO and 4×4 1024-QAM MIMO systems. In conclusion,
when high-order modulation, such as 256-QAM is used in
the MIMO system, our proposed MIMO detector yields a
lower hardware complexity than the sorter-based detectors,
since the sorter-free bisection-based algorithm is applied.
In addition, as the value of K increases in order to retain
a comparable performance for high-order modulations, the
improvement in NHE for the proposed MIMO detector
compared to the WPE-based and the sorter-based MIMO
detectors also increases. In other words, the significant
improvement in hardware efficiency for the proposed MIMO
detector is revealed when a relatively large value for K is
applied in the high-order modulation MIMO system.

We have demonstrated the advantage in hardware effi-
ciency of the proposed scheme over the other works pre-
sented in Tables 3 and 4 based on the 4×4 MIMO case.
Our proposed method is able to efficiently select the best
K candidates from K

√
M nodes without using sorters. It

is worth noting that the proposed K-best detector performs
the same operation at each layer of the detection tree,
i.e., computes the Euclidean distance, selects the best K
candidates, and expands the selected nodes for the next layer.
Based on such regularity, we can extend our scheme from a
4×4 MIMO system to large-scale MIMO systems using the
same structure.

VI. Conclusion
We have presented an efficient sorter-free K-best MIMO
detection algorithm and its associated memory-efficient ar-
chitecture. The K

√
M candidates are first arranged into a

multi-layer table using path metric discretization and then
the bisection-based method is used to obtain the locations
of the K surviving candidates. The K surviving nodes can
be obtained from log2 K rounds, which is independent of
the modulation order M . For MIMO systems using high-
order modulation, the proposed detector provides a better
hardware efficiency in comparison with existing sorter-based
and WPE-based MIMO detectors. Moreover, the proposed
low-complexity and fully-pipelined architecture allows us
to achieve a gigabit throughput in a realizable hardware
complexity.
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