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ABSTRACT Hyper-Dimensional (HD) computing is a brain-inspired learning approach for efficient and
fast learning on today’s embedded devices. HDC first encodes all data points to high-dimensional vectors
called hypervectors and then efficiently performs the classification task using a well-defined set of
operations. Although HDC achieved reasonable performances in several practical tasks, it comes with huge
memory requirements since the data point should be stored in a very long vector having thousands of bits.
To alleviate this problem, we propose a novel HDC architecture, called StrideHD. By utilizing the window
striding in image classification, StrideHD enables HDC system to be trained and tested using binary
hypervectors and achieves high accuracy with fast training speed and significantly low hardware resources.
StrideHD encodes data points to distributed binary hypervectors and eliminates the expensive Channel item
Memory (CiM) and item Memory (iM) in the encoder, which significantly reduces the required hardware
cost for inference. Our evaluation also shows that compared with two popular HD algorithms, the single-
pass StrideHD model achieves a 27.6× and 8.2× reduction in inference memory cost without hurting the
classification accuracy, while the iterative mode further provides 8.7× memory efficiency. Under the same
inference memory cost, our single-pass mode StrideHD averagely achieves 13.56% accuracy improvement
in comparison with the single-pass baseline HD, which is a similar performance even in comparison
with the costly iterative baseline HD models. As an extension, the iterative retraining mode of StrideHD
averagely provides 11.33% accuracy improvement to its single-pass mode, which can be accomplished
in fewer iterations in comparison with the baseline HD algorithms. The hardware implementation also
demonstrates that StrideHD achieves over 9.9× and 28.8× reduction compared with baseline in area and
power, respectively.

INDEX TERMS Hyperdimensional computing, distributed system, memory requirement.

I. INTRODUCTION

THE EMERGENCE of the Internet of Things (IoT)
has led to a copious amount of small connected edge

devices and systems [1]. Many of these devices need to
perform classification tasks such as speech recognition [2],
activity recognition [3], and image classification [4]. Though
Deep neural networks (DNNs) have provided high accuracy

for complex classification tasks, with the scale of DNNs
increasing, the high computational complexity and memory
requirement of DNNs hinder usability to a broad variety of
embedded applications. For example, AlexNet [5] requires
249MBof inferencememory and performs 1.5Bhigh precision
operations to classify one image. Even applying the hardware-
friendly techniques to get the Binarized Neural Networks
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(BNNs) [6] or XNOR-Networks [7], still requires expensive
computation costs due to the floating-point calculation and
backpropagation algorithm during the training. The energy
constraint of edge devices hinders them from the real-time
training of NN models [8].

Although sending the data to a powerful cloud platform
to perform tasks is one of the options, there are still trans-
mission delays and privacy security issues. For example, in
health care monitoring, we often require learning algorithms
to have real-time control of the patient’s daily behavior,
speech, and bio-medical sensors. Sending all data points
to the cloud, cannot guarantee scalability and real-time
response, which is often undesirable due to privacy and
security concerns [9]. Hence, for edge devices with limited
hardware resources, the demand for a more processing-
efficient model is rising.
Brain-inspired hyperdimensional computing (HDC) has

been proposed as a computing method that processes
cognitive tasks in a more lightweight way [10]. HDC aims at
realizing real-time performance and robustness through using
strategies that more closely model the human brain [11].
HDC relies on mathematical properties of high-dimensional
vector spaces and use high-dimensional distributed rep-
resentations called hypervectors [12]. HDC works based
on the existence of orthogonal hypervectors which can be
combined using well-defined vector space operations. The
mathematics governing the high dimensional space enables
HDC to be easily applied to different learning problems.
The first step in HDC is to encode/map data points from
the original domain to the high-dimensional space with bit-
wise operations. During the training, HDC combines the
encoded hypervectors to generate a hypervector representing
each class. The classification task at inference performs by
searching the similarity of an encoded test hypervector with
all trained classes.
However, there are still several remaining challenges in the

application of HDC in edge devices: (i) Huge memory cost
for the encoding procedure. In most HDC models, they need
to represent both the index and value of the input features
via hypervectors, which requires a large size of memory
blocks. Such a process takes huge occupation of the total
inference memory cost, e.g., 96.15% for letters recognition
task. (ii)ManyHDCalgorithmsneed to be trained on expensive
floating-point (FP) hypervectors and perform the inference
with costly cosine similarity measurement, which leads to the
increase of hardware resource requirement in edge devices.
(iii) The hypervector ofmostHDC is generated holistically. For
the hypervector with thousands of dimensions, optimization
based on dimension-wise sparsity has been proposed in some
prior works. However, feature-wise sparsity should also be
under consideration when it comes to image processing tasks.
(iv) The widely used retraining procedure in current HDC
algorithms requires tens of iterations to get saturated, which
leads to long training time.
In this work, we propose a novel HDC system: StrideHD.

The uniqueness of StrideHD is to capture the critical features

utilizing window striding method and organize the HDC
architecture in a distributed way. After utilizing the window
striding to chop the input images, thermometer binarization
and max-pooling are applied. The extracted binary features
are further encoded to hypervectors with high orthogonality,
which enables efficient training/testing in our HDC model.
Meanwhile, the hypervectors can be generated without the
expensive item memory requirement. The main contributions
of our StrideHD model are as follows:

1) Successfully eliminated the costly Channel item
Memory (CiM) and item Memory (iM) by exploiting
a pseudo-random hypervector generation mechanism
in the encoder. Besides the traditional dimension-wise
sparsification, a feature-wise model sparsification is
further proposed for image processing tasks.

2) Compared to two HDC baselines, our single-pass
training achieved a 27.6× and 8.2× reduction in
memory cost without hurting the accuracy, while the
iterative training can further improve 8.7× memory
efficiency.

3) Under the same inference memory cost, the clas-
sification accuracy of single-pass mode StrideHD
is averagely 13.56% higher than the baseline HDC
models.

4) As an extension, we propose an iterative retraining
mode in our StrideHD, which averagely provides
11.33% accuracy improvement to its single-pass mode
in DistriHD [13], which can be accomplished in fewer
iterations compared to the other baseline HD models.

5) For hardware cost, we achieved over 9.9× and 28.8×
reduction compared with baseline HD [9] in area and
power, respectively.

II. RELATED WORK
Hyperdimensional Computing (HDC) leads to fast learning
ability, high energy efficiency and acceptable accuracy
in learning and classification tasks [14]. For the further
improvement of memory efficiency and classification accu-
racy, many works have been proposed.
The first general idea is to utilize hypervector with high-

precision elements. In [15], [16], [17], [18], [19], [20],
authors need to encode data points to hypervectors with non-
binary elements, i.e., storing integer or FP value for each
element. This leads to the high memory requirement and
expensive computational cost. To reduce the inference cost,
Rahimi et al. [21] and Imani et al. [9] propose binarizing the
elements of class hypervectors after the training. Although
these approaches can simplify the inference similarity matrix
to Hamming distance and lead to a faster computation
speed, it comes with the cost of significantly degraded
HD classification accuracy on practical image recognition
applications. For instance, Imani et al. [19] proposed a
HDC model for face image classification task. If the model
is binarized, the accuracy performance sharply decreases to
38.9%, which is far lower than the non-binarized mode.
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FIGURE 1. (a) Overview of General HDC. (b) Functionality of Record-based Encoder I. (c) Dimension-wise Compression.

To recover the model performance degraded through
the quantization step, iterative training algorithms have
been proposed [15], [16], [17], [18], [19], [20], [22].
After encoding all the training data point into high-
dimensional binary vectors, these hypervectors are stored in
the Associative Memory (AM). Utilizing the labeled train-
ing data, the similarity between the encoded hypervectors
and stored hypervectors of each class can be measured.
According to the correctness of prediction, the HD models
are adjusted and optimized iteratively. By employing such
gradient descent, the error rate of the HD model can
be significantly reduced. However, this strategy requires
tens of iterations to adjust the model, which leads to
a long training time in comparison with the single-pass
training.
Since the number of dimensions in the HDC model is

strictly related to the performance of classification accuracy,
Imani et al. [19] proposed a framework to sparse the
HDC model. They explore the prospect of sparsity in
hypervectors to improve HDC efficiency without serious
loss to accuracy. The research mainly focused on the
sparsity of hypervectors class-wise and dimension-wise.
Such strategy enables discarding the elements with minimal
impact on the results and discarding the inconsequential
(non-informative) dimensions shared across all learned
hypervectors, which means the number of dimensions in
hypervectors can be equally reduced. In this way, the clas-
sification accuracy can be improved with the same memory
cost.
However, the redundancy of dimensions in hypervectors is

not the only limitation. The difference of contributions from
each feature should be taken under consideration, especially
in the image classification tasks. Most of the current HDC
algorithms use a simple encoder, in which all the pixels of
images play an equal role in the generation of the non-binary
hypervectors. Then it applies the majority voting to get the
binary hypervectors as the representation of the input image.
In this encoding mechanism, the crucial information from
the key patterns could be minified by the noise from the
other less important pixels, which may limit the application
of HDC in image processing tasks.

III. PRELIMINARY
A. HYPER-DIMENSIONAL COMPUTING
HDC is a computing paradigm involving long vectors
with dimensionality in the thousands, which are called
hypervectors. In high-dimensional space, there are several
nearly orthogonal hypervectors. HD exploits well-defined
vector operations to combine these hypervectors, while also
preserving most of the information of the hypervectors.
Hypervectors are holographic and (pseudo) random with
i.i.d. components and full holistic representation, thus no
component has more responsibility to store any piece of
information than any other hypervector.
Fig. 1(a) shows the overview of the classification in high

dimensional space. HD consists of an encoder and an AM.
For all sample data within a class, HD maps data to high
dimensional vectors, called hypervectors, then combines
them together to create a single hypervector modeling each
class. Thereafter, the encoded hypervectors belonging to the
same prediction class (label) are accumulated to build up
the class’s hypervector. All trained class hypervectors are
stored in the AM. During the inference process, the same
encoding scheme maps test input data to high dimensional
space. AM looks at the similarity of the generated query
hypervector against all stored class hypervectors. The input
then gets the label of that class with which it has the highest
similarity.

B. GENERAL ENCODING APPROACH
The goal of HDC is to represent the input data in
high-dimensional space. In the current existing HDC algo-
rithm, models need to encode the input data to a single
hypervector with D dimensions. Aygun et al. [23] sum-
marized many encoding styles for the prior HDC. The
difference of encoders epitomizes from two perspectives:
(i) The operation in the HD space. E.g., the binding in
Record-based encoder, the bundling in Random-projection
encoder, and the permutation in N-gram based encoder [21].
(ii) The way to consider the impact of each feature
value on the final hypervector. For the reference, we
explain the functionality of three popular encoders in
detail:
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FIGURE 2. (a) Functionality of Encoder II. (b) Functionality of Encoder III.

Encoder I: Record-based encoder
Fig. 1(b) shows the functionality of this encoding scheme,

which was proposed and utilized in [9], [24]. Assume the
original data point has n features {f1, . . . , fn}. The first step
is to quantize the range of pixel values into m levels. Then it
assigns a random binary hypervector with D dimensions to
each quantized level {L1, . . . ,Lm}, where Li is the ith feature
values level. The number of dimensions D in the hypervector
is large enough compared to the number of features (D>>n)
in the original data. The level hypervectors are generated
such that the neighbor levels have higher similarity, as their
absolute values have closer distance. To take the impact
of each feature position under consideration, the encoding
module assigns a random binary hypervector to each existing
feature index {ID1, . . . , IDn}, where ID ∈ {0, 1}D. These
IDs are randomly generated such that all features will
have orthogonal IDs. The encoding can happen by linearly
combining the feature values over different indices, where a
hypervector corresponding to a feature index preserves the
position of each feature value in a combined set:

H = ID1 ⊕ L1 + ID2 ⊕ L2 + · · · + IDn ⊕ Ln. (1)

Here the H is the non-binary encoded hypervector, ⊕
denotes the XOR operation, and Li is the binary hypervector
corresponding to the i-th feature of vector F. The binarization
of the encoded hypervector can happen by comparing each
dimension of H with n/2 value. All dimensions with a
smaller value than n/2 are assigned to 0, while other
elements are assigned to 1.
Encoder II: Random-projection encoder
Unlike Encoder I, the second encoder differentiates feature

positions by multiplying feature values with the correspond-
ing index hypervector, ID ∈ {−1, 1}D and adding them for all
the features. Fig. 2(a) shows the functionality of the second
encoding scheme, which is proposed in [16]. For example,
where fi is a feature value, the following equation represents
the generation of encoded hypervector H:

H = sign(f1 ∗ ID1 + f2 ∗ ID2 + · · · + fn ∗ IDn) (2)

Here the H is the binary encoded hypervector, the ∗ denotes
the element-wise multiplication, and sign is a sign function
that maps the elements of results to ‘+1’ or ‘0’.

TABLE 1. Previous HDC encoders comparison.

TABLE 2. Inference memory occupations in [9].

Since the element in IDs is ‘-1’ or ‘+1’, which simplified
the element-wise multiplication of fi ∗ IDi to the wire
connection in hardware, i.e., using the readout data from
the index hypervectors IDs as the sign bit of input features
fi. This encoder also assigns a unique index hypervector ID
to each feature position and is stored in the Channel item
Memory (CiM). But on the other hand, the item Memory
(iM) is eliminated at the cost of broadening the range of
summarizing results

∑n
i=1 fi ∗ IDi.

Encoder III: Non-linear encoder
Fig. 2(b) shows the functionality of the third encoding

scheme, which is proposed in [25]. This method explicitly
considers non-linear interactions between input features.
Though the data is not linearly separable in original dimen-
sions, it might be linearly separable in higher dimensions. To
generate a binary hypervector H = {h1, h2, . . . , hD} with D
dimensions from an input feature vector F = {f1, f2, . . . , fn},
the first step is to calculate a dot product of the feature vector
with a randomly generated vector as hi = cos(IDi ·F). Here
the IDi represents the index hypervector, which is a randomly
generated vector from a Gaussian distribution (mean λ=0
and standard deviation σ=1) with the same dimension as
the feature vector. After this, the final encoded hypervector
can be obtained by binarization with a sign function.
Note that to ensure the index hypervectors IDs follow

the Gaussian distribution and keep the summaries results
in a suitable range before applying cosine function, the
elements in IDs need to be floating-point data, which
seriously increases the memory requirement in the CiM.
Meanwhile, in comparison with Encoder II, it requires the
more expensive floating-point arithmetic, which limits the
computation efficiency during the encoding procedure.
Table 1 shows the comparison between these three popular

encoders. The values of level hypervectors Ls and index
hypervectors IDs are stored in the item Memory(iM) and
the Channel item Memory (CiM) respectively. Take the
Encoder I utilized in [9] as an example, for different
classification tasks, the occupations of memory cost during
the inference are shown in Table 2. We observed that the
CiM and iM averagely take more than 93.4% and 4.7%
of the inference memory cost, respectively. Meanwhile, the
arithmetic difference is seriously affecting the hardware
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FIGURE 3. (a) Overview of the proposed StrideHD. (b) Overview of proposed encoder procedure.

resource requirement, e.g., the FP calculations in Encoder III
increase the computational complexity and memory require-
ment under the same number of dimensions. Hence, we
proposed a novel encoding scheme to eliminate the usage of
CiM and iM while maintaining the simplicity of arithmetic,
which is described in Section IV-E.

C. MODEL SPARSIFICATION
The goal of HDC at inference is to find a class hypervector
with the highest similarity to the query hypervector, which
is relative to the class hypervectors. However, not all
dimensions of the class hypervectors have useful information
that can distinguish one class from others. In some of the
dimensions, all class hypervectors store common information
shared among all classes, which add relatively similar
weight to all classes in calculating the Cosine distance or
Hamming distance. Reference [19] proposed a framework
to explore the sparsity of hypervectors on the class-wise
and dimension-wise, which enables discarding the elements
with minimal impact on the results and discarding the
inconsequential (non-informative) dimensions shared across
all learned hypervectors. The number of dimensions in
hypervectors can be equally reduced and the classification
accuracy can be improved with the same inference memory
cost.
For the dimension-wise sparsity in HDC, the changes in

the class elements in each dimension should be measured.
After obtaining the variation of dimensions, the dimensions
with the lowest change are selected to be dropped from the
HDC model as they have the least impact on differentiating
the classes. Fig. 1(c) shows the overview of sparsification
on dimension-wise.
However, the redundancy of dimensions in hypervectors is

not the only limitation. The difference of contributions from
each feature should be taken under consideration, especially
in the image classification tasks. Most of the current
HDC algorithms use a simple encoder as we explained in
Section III-B, in which all the pixels of images play an equal
role in the generation of the non-binary hypervectors. Then
it applies the majority voting to get the binary hypervectors
as the representation of the input image. In this encoding

mechanism, the crucial information from the key patterns
could be minified by the noise from the other less important
pixels, which may limit the application of HDC in image
processing tasks. Hence, we proposed a novel sparsification
mechanism to match our StrideHD model, which can be
applied on the dimension-wise and feature-wise. The details
will be described in Section IV-E.

IV. PROPOSED METHOD
As a novel HDC system, StrideHD utilizes window striding
to capture the critical features in the distributed way, and
enables to train/test the model with such distributed binary
hypervectors. Fig. 3(a) shows the overview of StrideHD for
image classification task. In StrideHD, the first step is to
extract the feature from the original images, in which we
apply the window striding technique. Utilizing the receptive
window striding, the critical locality patterns can be captured
effectively. Then, for features in each receptive window, we
apply maxpooling layer and thermometer encoding method
to quantize the non-binary values into binary data [26]. After
obtaining the binary features for each receptive window,
we apply the hypervector encoder to convert features into
hypervectors. Note here that, contrary to the conventional
HD, a single input image is converted into multiple (i.e.,
distributed) hypervectors. During the initial single-pass
training, these distributed hypervectors are combined in a
training module in order to create a set of binary hypervector
representing each class. The classification is performed by
finding the class distributed hypervectors set which has the
highest similarity with the test distributed hypervectors set.
Note again that the similarities are respectively computed

for each hypervectors. Further, for the model size reduction,
we prune part of the class distributed hypervector by
using validation dataset whose procedure is detailed in
Section IV-E. Since StrideHD works with a binary model,
the inference can be performed with hardware-friendly
Hamming distance as the similarity matrix. As an extension,
we also proposed the iterative learning in our framework
for performance improvement. The pseudo-code for the
StrideHD is further shown as the Algorithm 1 and the
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Algorithm 1 StrideHD Computing Framework
Design Parameters: shape of striding window Wrec × Hrec,
number of training subsets Le, number of dimension-wise
selected distributed hypervectors Ms, number of feature-wise
selected distributed hypervectors Ls, thermometer binarized
levels Lb, number of dimensions D.
Require: Initialize an integer model C and a binary model B
in shape of N×M×L×D with ‘0’s, where N is the number of
categories, M is the number of dimension-wise distributed hyper-
vectors, L is the number of feature-wise distributed hypervectors.
Ensure: Update the binary model B=sgn(C)
{① Single-pass & Iterative Training}
Split training set to Le minibatch including samples ue with
Nfeature non-binary features u(n), which corresponds to the labels
y(u).
u(e)(n)←u(n), e=1, 2, ...,Le
for e=1 to Le do

for n=1 to Nfeature do
# thermometer binarization
u(e,b)(n)←u(e)(n), b=1, 2, ..., Lb using Eq.(3)
for b=1 to Lb do
# window striding & max-pooling
u(e,b,l)(n′)←u(e,b)(n), l=1, ..., Lb; n′=1, ...,Wrec×Hrec

Reshape u(e,b,l)(n′) as f ln, l∈[0,L], n∈[1,Wrec × Hrec]
where L=Le×Lb×Lr
Generate a random matrix R(i,j)∈[1,Wrec × Hrec]M×B
for i=1 to M do

pi←
∑B

j=1 fR(i,j)2
B−j using Eq.(5)

for l=1 to L do
if single-pass training then
for k=1 to N do # all categories
C
l
k[pi]←C

l
k[pi]+1

else if iterative training then
if ypredict �= y then
C
l
correct[pi]←C

l
correct[pi]+1 # correct category

C
l
predict[pi]←C

l
predict[pi]−1 # predict category

Algorithm 2. In the following, we explain the details of the
StrideHD functionality.

A. FEATURE EXTRACTION BY WINDOW STRIDING
For the input image, we firstly apply a Wrec × Hrec size
receptive field with a stride of Trec, i.e., chopping the
pixels with striding windows. Then we apply a max-pooling
operation to improve the generalization of the model. After
these two steps, Lr distributed patterns with non-binary
elements are generated. Subsequently, we binarize the non-
binary element with thermometer way [26]. Assume the
range of non-binary element u is �u = umax − umin and
quantize it into Lb levels as follow:

u(b) =
{

1, �u·b
Lb

< u,

0, �u·b
Lb
≥ u. (3)

where b ∈ [1,Lb]. In this way, Lr × Lb distributed binary
patterns are extracted from each image.

B. ENCODER
Considering the expensive memory cost of item Memory,
we proposed an encoder with a pseudo-random hypervector

Algorithm 2 Sparsification & Inference
{② Sparsification}
Calculate the accuracy of distributed hypervectors C

l[pi]
where i∈[0,M], l∈[0,L], discard the Cl[pi] with poor Acc.
Model C and B are compressed as: M −→ Ms,L −→ Ls
{③ Inference/Prediction}
for k=1 to N do

for l=1 to Ls do # before ②:L; after ②:Ls
Similarity(k) += AND(Cl

k[pi]), i=1, 2, ...,Ms

# before ②:M; after ②:Ms

Output← Argmax(Similarity)

FIGURE 4. Hypervector Orthogonality of Encoders.

generation mechanism that can map a pattern to a hyper-
vector only using the shifting operation. Fig. 3(b) shows
the overview of the proposed encoder, and Fig. 4 shows
the orthogonality comparison between the hypervectors
generated by different encoders. Assuming the l-th binary
pattern (l ∈ [1,Lb × Lr]) obtained via feature extraction is
represented by vector Fl. Where Fl = {f1, f1, . . . , fn} with
n elements (fi ∈ N), will be mapped to the distributed
hypervector Hl = {hl1, hl2, . . . , hlD} with D dimensions (hi ∈
{0, 1}D). Firstly, we randomly select the elements from vector
Fl and construct a matrix R:

R =

⎛

⎜
⎜
⎜
⎝

fσ(1,1)
fσ(1,2)

· · · fσ(1,B)

fσ(2,1)
fσ(2,2)

· · · fσ(2,B)

...
...

. . .
...

fσ(M,1)
fσ(M,2)

· · · fσ(M,B)

⎞

⎟
⎟
⎟
⎠

(4)

where fσ(i,j) ∈ {f1, f1, . . . , fn}, i ∈ [1,M], j ∈ [1,B]. M
and B represent the number and range of the generated
binary numbers, respectively. And the function σ represents
the random selection. Each row of the matrix R can be
considered as a binary number pi:

pi =
B∑

j=1

fσ(i,j)2
B−j (5)

Similar to Bloom filter [26], we can generate M binary
vectors in the range of B-bits by flipping the pi-th bit
of the empty vector (all logic “0”), which can be easily
accomplished with shifting operation. Finally, the distributed
hypervector Hl is the connection of these binary vectors.
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Such a mechanism has three main advantages as compared
to the other encoding methods in the HDC algorithms [9],
[16], [17], [18], [19], [20], [21]. First, unlike existing
approaches which need to read the index hypervectors
from item Memory, this encoding method can generate
hypervectors only using shifting operation.
The expensive memory cost by item Memory (shown in

Table 2) can be avoided. Second, this method doesn’t need
to do accumulation and majority voting for each dimension
during encoding, which means it is hardware-friendly and
suitable for parallel implementation. Third, the hypervectors
generation with high orthogonality. We randomly select
1,000 training images from MNIST dataset and generate the
hypervectors with different encoders. As shown in Fig. 4,
the orthogonality measure is based on Hamming distance,
while our encoder achieved superior performance.

C. SINGLE-PASS TRAINING
Initially the AM is blank, i.e., all the values are set to logic
“0”. After the feature extraction, Lr × Lb distributed binary
patterns are obtained. By using the encoder we described
in Section IV-B, a set of distributed hypervectors Hl are
generated (l ∈ [1,Lb × Lr]). For all input within the same
class, the training data will be divided into Le training subset.
For all the data within the same training subset {S1, . . . , SK},
the distributed hypervectors are added to create the class
distributed hypervectors C = {C1,C2, . . . ,CL} with integer
addition for each dimension as follow:

C
l = Hl

1 + Hl
2 + · · · + Hl

K (6)

where C
l
i represents the l-th distributed hypervector belong-

ing to the i-th class and L = Lb × Lr × Le. These class
distributed hypervectors will be stored in the AM during
the training. Note that in comparison with the existing HD
model, the majority voting is simplified to OR operation,
which contributes to a fast and ultra-efficient learning
process.

D. INFERENCE
After the feature extraction and encoding procedure, L dis-
tributed hypervectors Hl are generated to represent one input
image for query. Similarly, L distributed class hypervectors
C
l have been trained and stored in the AM part, which

contains the universal information of each class in HD space.
When it comes to the inference, we measure the similarity
of them as follows:

Similarity =
L∑

l=1

sgn
[
δ
(
Hl&C

l,Cl
)
−M

]
. (7)

Where & represents the bitwise AND operation and the
δ is the Hamming distance between two vectors. The sgn
represents the sign function that extracts the sign of a
real number. The class of distributed hypervectors with the
highest similarity is chosen as a representative category of
the testing image.

FIGURE 5. Overview of Feature-wise Compression.

E. OPTIMIZED MODEL SPARSIFICATION
To improve memory efficiency, we proposed to sparsify asso-
ciative memory with the labeled validation data. Compared
with the existing mechanism, our model sparsification is
changed from unsupervised to supervised mode, which are
performed dimension-wise and feature-wise. The details are
shown in Fig. 1(c) and Fig. 5.

For dimension-wise sparsity, we use the labeled validation
images to calculate the accuracy of each dimension. In the
ideal scenario, the value of a dimension in the validation
hypervector should be equal to the corresponding dimension
in the matching class hypervector, while all other values of
this dimension in the mismatching class hypervectors should
not be equal to it. After obtaining the accuracy performance
of dimensions, the dimensions with the lowest accuracy are
selected to be dropped from the HDC model as they have
the least/worst impact on differentiating the classes. Note
that in our proposed encoding, the distributed hypervector Hl

is a connection of the shifted binary vectors, which means
the dimensions in these shifted binary vectors can not be
dropped separately. Hence, the discard of dimensions only
happened for the whole shifted binary vectors, which makes
the dimensions of class distributed hypervectors decrease:
C
l ∈ {1, 0}M·D→ C

l ∈ {1, 0}Ms·D.
Similarly, for the feature-wise sparsity, we can also

calculate the accuracy for class distributed hypervector by
validation images simultaneously. The C

l with the lowest
accuracy are selected to be dropped as those represented
features have the least impact on differentiating the classes.
The number of Cl is decreased: l ∈ [0,L]→ l ∈ [0,Ls].

F. ITERATIVE RETRAINING
As an extension, we also proposed iterative learning in
our framework, which aims at reducing the error rate of
the initial HD model by employing gradient descent. As
shown in Figure. 3(a), the StrideHD firstly encodes the
training data to query distributed hypervectors, then check its
similarity with each pre-stored class distributed hypervector
set as mentioned in Section IV-D. If the class distributed
hypervector set with the highest similarity matches the
correct label, the StrideHD ignores updating the model.
However, if an encoded training data H incorrectly matches
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FIGURE 6. The hardware implementation of StrideHD during inference includes Encoding, Associative Memory Blocks, AND Gates Array, and Nearest Distance Searching
modules.

with the model, we add this query to the correct class Ccorrect

while subtracting it from the predicted incorrect class Cpredict

as follows:
{
Ccorrect = Ccorrect[+ ]H
Cpredict = Cpredict[− ]H

(8)

Where [+ ] and [− ] is a binary addition and subtraction for
each dimension. Note that such accumulation is performed
in class distributed hypervectors with integer elements in a
pre-defined range, which is also considered as the counters
model [9]. When it comes to the inference, we can use an
additional binarized model with the same size of dimensions.
All dimensions with a smaller value than 0 are assigned to 0,
while other elements are assigned to 1.
Based on the novel encoding procedure described in

Section IV-B, the percentage of logic ‘1’ in the encoded
hypervector of StrideHD is much less than the conventional
hypervector. Hence, the update of model mainly focuses on
the more significant dimensions, which leads to efficient
iterative retraining and fewer iterations.

V. HARDWARE IMPLEMENTATION OF INFERENCE
The hardware implementation of StrideHD during inference
mainly consist of four different blocks: (❶) Encoding, (❷)
Associative Memory Blocks, (❺) AND Gates Array, and
(❻) Nearest Distance Searching modules. Figure 6 shows
the overview of our hardware architecture.

A. ENCODING BLOCKS
The hardware implementation of each encoding block is
shown in Figure 6 (❹). This process performs the (❸)
feature extraction and pseudo-random hypervectors genera-
tion mechanism with the memory address decoder, which
are integrated in the (❶) as hardware implementation of
the Encoding Blocks. Mathematically, the computation of

feature extraction can be performed by the window striding,
thermometer binarization, and max-pooling techniques.

• As for the window striding, it is mainly implemented
with the wire connection, which does not require
additional transistors in hardware implementation.

• The next step is to convert each original decimal feature
to the Lb-bits thermometer binary data. This process
can be accomplished with cheap combinational logic
circuits. According to Eq.(3), the more continuous ‘1’s
at the beginning of the converted data represent the
larger value of the original feature.

• Based on the characteristic of thermometer binary data,
it is convenient for the implementation of the max-
pooling layer, which can be performed by bit-wise OR
gates for each bit of the binary data.

Figure 6(❸) shows an example of thermometer binarization
and its corresponding max-pooling operation. After this
step, each original data point is converted to Ls different
Ms-bits binary patterns, which are the input of the address
decoders. Based on the decoded addresses, the data from
the corresponding memory cells in C different categories
are read. Note that the Ls and Ms represents the number
of feature-wise and dimension-wise distributed hypervectors
after the model sparsification, which has been accomplished
by validation data during the training. Such model sparsifi-
cation process aims at further reducing the memory usage
of well-trained model, leading to a light weight requirement
for hardware implementation during the inference.

B. ASSOCIATIVE MEMORY (AM) BLOCKS
Figure 6(❷) shows the implementation of the AM Blocks.
Unlike the prior HDC algorithms that read the data from all
the memory cells, the StrideHD only requires reading parts of
the memory cells. For each inference operation, Ls×Ms×C
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bits of data are read from the AM Blocks, while the AM
Blocks contain D times larger memory in total. Based on the
decoded addresses, the data from the corresponding memory
cells are read, which leads to Ms different C-bits data as
the input of the following AND gates array. Note that the
readout data are not the hypervector of each category but
represent the similarity measure results.

C. AND GATES ARRAY
Figure 6(❺) shows the implementation of the AND gates
array. Compared to the XOR gates array in prior works, even
costing the same number of memory cells in AM Blocks, the
scale of AND gates array in StrideHD is much smaller. On
one hand, the scale of readout data from AM is reduced for D
times. On the other hand, the StrideHD are checking whether
the readout dimensions are ‘+1’, while the traditional way
(Encoder I, II, and III) requires to check whether the readout
dimensions are equal to query hypervector. Hence, readout
data from AM blocks are the only input of AND gates array,
while the two inputs of the traditional XOR gates array are
the readout data and query hypervector, respectively. When
Ms-bits of readout data from the same category are ‘+1’,
the similarity of the corresponding category is increased by
1, which makes the similarity in the range from 0 to Ls.

D. NEAREST DISTANCE SEARCHING
Figure 6(❻) shows the implementation of the nearest distance
searching module. After getting C × Ls bits data from
AND gates array, it requires C different binary counter to
calculate the number of ‘+1’ in the Ls-bits data, which is
considered the similarity for each category. Finally, utilizing
the comparators to get the output. The range of similarity in
StrideHD is much smaller than the traditional one (D>>Ls).

VI. EXPERIMENT
A. EXPERIMENTAL SETUP
We consider the popular HDC algorithm [9] as the baseline,
which is similarly utilizing binary hypervectors and elimi-
nating FP calculations. We evaluated StrideHD and baseline
HD training and inference with three encoders on an Intel
Core i7 7600 CPU using an optimized C++ implementation.
To verify recognition quality of StrideHD, we consider three
problems: MNIST [4], Kuzushiji-MNIST [27], Fashion-
MNIST [28], and SMILES [29]. For the MNIST-kind
datasets, we randomly select 55k images for training and 5k
images for validation.
MNIST: is a collection of handwritten digits in grayscale

format and is intensively used to compare the performance
of many classification models.
Kuzushiji-MNIST: is a dataset that focuses on Kuzushiji

(cursive Japanese) [27]. Even though this dataset is created
as a drop-in replacement for the MNIST dataset, the char-
acteristics of Kuzushiji and Arabic numbers are completely
different, which makes it more challenging than MNIST.
Fashion-MNIST: is a new dataset comprising of fashion

products, such as shirts, T-shirts, or coats that look very

similar at 28×28 pixel resolution in grayscale, making many
samples ambiguous even for humans (Human performance
on Fashion-MNIST is only 83.5% [28]).
SMILES: is a face recognition task that aims at classifying

the images with or without smiling. There are 13,165 images
in the dataset, with each image having a size of 64×64
pixels. Among all the face images, 9475 of these examples
are not smiling, while only 3,690 belong to the smiling class.
Hence, we randomly select 600 positive images 600 negative
images for testing, and 300 images for the validation.
In software, we utilize the MNIST dataset to explore the

impact of several design parameters in StrideHD single-pass
training, and the reduction of the inference memory cost
are evaluated in comparison with the baseline HD. As an
extension, we make a comparison between our proposed
StrideHD, and three baseline HD algorithms. The BinHD,
SecureHD, and DUAL represent the iterative HDC learning
framework in [9] utilizing the Record-based Encoder I
from [9], Random-projection Encoder II from [16], and Non-
linear Encoder III from [25], respectively.

B. SINGLE-PASS TRAINING PARAMETERS TUNING
In our experiment for MNIST dataset, the max-pooling layer
is selected to have a stride of 2, a squared window of size 2,
and zero padding. According to the evaluation results shown
in Fig. 7(a), we applied a 5 × 5 receptive window with a
stride of 3. Meanwhile, Fig. 7(b-c) illustrates the impact of
binary levels Lb and the number of training subsets Le. With
higher Lb and Le, the classification accuracy is improved
with a larger memory cost. Hence, for competitive accuracy
and memory efficiency, we choose Lb = 4 and Le = 2 as
a performance trade-off. Fig. 7(d-f) shows the classification
accuracy under different Feature-wise sparsity, Dimension-
wise sparsity, and the dimensions D. Similarly, we adopt
the Feature-wise and Dimension-wise sparsity as 20% and
95%, respectively. The parameters setting of our StrideHD
in different tasks are listed in Table 3.

C. MEMORY EFFICIENCY
As we mentioned in Table 2, the iM and CiM are averagely
taking huge occupation of memory cost (93.4% and 4.7%)
during inference for the BinHD, which is unnecessary in
the StrideHD. Based on the observation of Table 1 and
Table 2, we found that the hardware cost for Encoder III
in DUAL is much higher than the Encoder I in BinHD and
Encoder II in SecureHD due to the expensive FP calculation
and high data precision. Hence, we make a comparison of
StrideHD, BinHD, and SecureHD in terms of classification
accuracy and memory cost, which is shown in Fig. 8. For
a comprehensive and fair comparison, we evaluated the
performance of the baselines in two different ways.
The first way is to calculate the inference memory cost

including the CiM and iM part, which performs very poor
accuracy in Fig. 8 (a). To achieve the same level of accuracy
(e.g., 94.8%), the iterative BinHD and SecureHD require
27.6× and 8.2× memory cost compared to the single-pass

VOLUME 5, 2024 219



LIANG et al.: StrideHD: A BINARY HD COMPUTING SYSTEM UTILIZING WINDOW STRIDING

FIGURE 7. Impact of Different Parameters: (a) Length of Receptive Window. (b) Binary Levels Lb . (c) Number of Training Subsets Le . (d) Dimensions D. (e) Dimension-wise
Sparsity. (f) Feature-wise Sparsity.

TABLE 3. Parameters setting.

FIGURE 8. The comparison of accuracy and memory cost.

training StrideHD model. When applying iterative learning
to our proposed model, the accuracy is improved compared
to the single-pass training, which results in 8.7× memory
efficiency. The significant memory reduction mainly comes
from the elimination of the costly CiM and iM.
The second way is to calculate the baseline memory

cost without the expensive CiM and iM parts, which can
give a fair comparison to the performance of the trained
classifiers. Although increasing the number of dimension
D in BinHD and SecureHD results in improving the
classification accuracy, but also leads to a huge usage of
memory during inference. In MNIST dataset, when D is
increased to 10K, the accuracy of the iterative baseline

HDC models gets saturated at around 96%, which consumes
97.7 KB for the associative memory (AM) part and 7.7 MB
for the total memory cost. We found that with the same usage
of AM, our single-pass training has the advantage over the
iterative BinHD algorithm but is not competitive with the
iterative SecureHD. When we apply iterative learning to our
proposed model, the accuracy of StrideHD is improved to the
same level as SecureHD. Hence, such experimental results
show that our method successfully eliminated the expensive
CiM and iM while maintaining the same accuracy as the
classifier.

D. RETRAINING ITERATIONS & CLASSIFICATION
ACCURACY
Besides the huge memory efficiency, the fast training process
is also considered as the advantage of StrideHD. Fig. 9
shows the comparison during the iterative training. The
parameters setting of StrideHD is shown in Table 3, while
the D = 10k for the baseline HDC models. Compared
to the baseline HD algorithms, our method requires much
fewer iterations to achieve saturated and stable classification
accuracy. Since the percentage of logic ‘1’ in the encoded
hypervector of StrideHD is much less than the conventional
hypervecotor in baseline HD algorithms [9], [16], [25].
Therefore, the update of the model can mainly focus on
the more significant dimensions, which leads to efficient
iterative retraining and fewer required iterations. Meanwhile,
most traditional HDC algorithms simply calculating the
Hamming distance during the inference query. Although
the iterative learning mode of HDC tends to increase
the similarity between the class hypervectors and training
hypervectors, some of the dimensions still changes back and
forth. The noisy information within each training hypervector
are accumulated within such dimensions, which might result
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FIGURE 9. Comparison of Iterative Retraining for StrideHD and Baseline HD models in different datasets.

TABLE 4. Classification accuracy comparison.

in the performance fluctuations of the HDC model. For our
StrideHD, the bit-wise AND operation and sign function
are included during hypervector query, which provides
a threshold to reduce the noisy information during the
retraining.
For the single-pass training mode, the classification

accuracy of StrideHD is averagely 13.56% higher than
the baseline HDC models. As an extension, the iterative
retraining procedure averagely provides an 11.33% accuracy
improvement to the single-pass StrideHD model. The com-
parison of classification accuracy is shown in Table 4.
Overall, in comparison with the popular HDC models

BinHD, SecureHD, and DUAL, our StrideHD significantly
reduced the memory cost for the inference by the elimination
of costly item Memory. Meanwhile, the fast and simplicity
of the training process avoids expensive iterative training
while maintaining the same level of classification accuracy.

E. HARDWARE IMPLEMENTATION
The hardware architecture and functionality of StrideHD
and BinHD are designed via RTL SystemVerilog. Then
we use Synopsys Design Compiler to synthesize and report
the area and power consumption in 65-nm ASIC flow. All
the synthesis are based on minimum hardware area cost
approach, and the clock period are set as 5 nanoseconds. The
memory part can be individually simulated with CACTI [30].
The memory type is also chosen to be the main memory in

TABLE 5. Hardware performance comparison.

65-nm ASIC flow, which doesn’t contain any tag array and
every access will happen at page granularity.
Table 5 shows the comparison of StrideHD and the

BinHD during inference in terms of ASIC area and power
consumption with the same level of classification accuracy
(94.8%). The maximum propagation delay of StideHD and
BinHD is 4.61 and 4.83 nanoseconds, respectively. There
are no timing violations. Both StrideHD and baseline are
using the binary mode, which mostly exploits the hardware-
friendly Hamming distance for similarity measurement.
The memory block takes over 96.9% of the area and

99.1% of the power consumption in the StrideHD model.
The gap in hardware cost between the proposed model
and the baseline mainly comes from memory efficiency.
The key concept behind StrideHD is to eliminate the
costly memory blocks in HDC, i.e., the CiM and the
iM blocks, which provides significant energy consumption
reduction. We aim for this HDC model to bring benefits
to customers, irrespective of the type of memory used in
hardware implementation. Hence, to exclude the performance
gap of the memory, we didn’t manually design the memory
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part for StrideHD and synthesize it alone with the logic
parts, but simulate it by the architectural simulation model
CACTI individually. Both of the baseline HD architecture
and our StrideHD are compared using the same method to
evaluate the power/area performance of the memory block,
the accuracy of CACTI does not affect the comparison of the
hardware cost. Another reason is that the baseline requires
the majority voting mechanism to generate the hypervectors
while the encoding in StrideHD only requires shifting and
OR operations, which also contributes to the improvement
of hardware efficiency.

VII. CONCLUSION
In this work, we proposed a novel HDC system StrideHD
that utilizes window striding to capture the locality feature of
images. This framework supports using binary hypervectors
and achieves high accuracy with fast training speed and
significantly low hardware cost. Compared to the baseline
BinHD and SecureHD utilizing iterative learning strategy,
our framework achieves a 27.6× and 8.2× reduction in
memory cost without hurting the accuracy in single-pass
mode, while the iterative training can further provide 8.7×
memory efficiency. Under the same inference memory cost,
the accuracy of single-pass mode StrideHD is averagely
13.56% higher than the baseline HDC. As an extension,
the iterative retraining mode of StrideHD averagely provides
11.33% accuracy improvement to its single-pass mode,
which can be accomplished in fewer iterations compared to
the baseline HDC. Our hardware evaluation results demon-
strate that compared to BinHD, our StrideHD achieves over
9.9× and 28.8× reduction in area and power, respectively.
The experiment result illustrates StrideHD successfully

eliminates the expensive Channel item Memory (CiM) and
item Memory (iM) that is frequently used in most HDC
algorithms. Compared to the general way, the distribution of
hypervectors based on features not only helps the encoder to
replace the iM with shifting operation but also constrains the
noisy information from the less important pixels or binary
channels. Due to the memory efficiency and competitive
accuracy, StrideHD shows promising potential for image
classification tasks aimed at hardware implementation.
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