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ABSTRACT In the era of advanced nanotechnology where billions of transistors are fabricated in a single
chip, high-speed operations are challenging due to packaging related issues. In High-Speed Very Large Scale
Integration (VLSI) systems, decoupling capacitors are essentially used in power delivery networks to reduce
power supply noise and to maintain a low impedance of the power delivery networks. In this paper, the
cumulative impedance of a power delivery network is reduced below the target impedance by using state-
of-the-art metaheuristic algorithms to choose and place decoupling capacitors optimally. A Matrix-based
Evolutionary Computing (MEC) approach is used for efficient usage of metaheuristic algorithms. Two case
studies are presented on a practical system to demonstrate the proposed approach. A comparative analysis of
the performance of state-of-the-art metaheuristics is presented with the insights of practical implementation.
The consistency of results in both the case studies confirms the validity of the proposed appraoch.

INDEX TERMS Power delivery networks, power integrity, decoupling capacitors, metaheuristic algorithms,
matrix-based evolutionary computation (MEC).

I. INTRODUCTION
With the advent of nanotechnology followed by the vision
presented in the famous lecture of R. Feynman,1 a signifi-
cant development due to miniaturization in all the fields of
technology started. A drastic advancement of nanotechnology
over the last couple of decades has enabled multifunctional
electronic devices for end-market users by very large scale
integration (VLSI). This has been possible due to the tran-
sistors having dimensions in nanometer range which facili-
tate very fast rise/fall times and/or operating frequencies. The
sizes are still shrinking and so far, Moore’s law has predicted
this trend very well. However, in the current state-of-the-art
high-speed designs, the impact of nano dimensions is much
more prominent than any other aspect in the VLSI systems [2].
Because of the nanoscale dimensions of switching devices or
transistors, the design margins have become very narrow. On
top of that, the bandwidth limitation of the interconnects is
making it worse.

1There’s Plenty of Room at the Bottom! [1].

Today, when the 5 nm VLSI technology based end-products
are already available in the consumer market, the nanotech-
nology and VLSI communities should not be seen as sep-
arate entities. There have already been reported extensive
works on interconnects in the nanotechnology community,
which are majorly focused on Graphene and Carbon based
nanotubes [3]–[6]. In the literature, it is noteworthy that the
relevance of nanotechnology at the circuit level can also be
seen even from the lower level of abstraction such as from
the atomic level [7]. Vertical Nanowire FETs (V-NWFET) are
also being developed as an alternatives targeted for high-speed
applications in 5 nm and beyond technology nodes [8].

In addition to this, in context of nanotechnology it should
be noted that, as the advanced memory cells such as Re-
sistive Random Access Memory (RRAM), Phase Change
Memory (PCM), etc. are being developed using nanotechnol-
ogy, the packaging effects should be analysed essentially to
ensure the robustness of the system [9]. The interconnects
within the Nano Integrated Circuits face several SI issues
such as crosstalk, reflection, EMI effects, surface roughness,
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etc. [10]–[13]. Therefore, there is a strong need to study the
effects of interconnect on system performance in terms of
SI and PI. The bandlimited interconnects which are present
both at on-chip and off-chip are responsible for Signal In-
tegrity (SI) and Power Integrity (PI) issues in the system.
SI corresponds to the quality of signal propagated through
interconnects from one point to another point in the system
while PI corresponds to the quality of power distribution
within the system. The continuous scaling down of transis-
tors allows accommodating billions of transistors in present
integrated circuits (ICs), leading to a huge increase in current
and a correspondingly a significant decrease in noise margins.
The simultaneous switching of millions of transistors together
makes prominent fluctuations in power supply.

Power delivery networks (PDNs) are designed to provide
low-noise DC power supply to the active components of the
system. As the supply voltage drops, the variance in power
supply produced by current transients becomes more promi-
nent. The dynamic change of the supply voltage is a major
contributor to supply noise. Maintaining the PI is an impor-
tant step in system design since supply noise can affect the
speed of the ICs and the performance of the PDN at various
frequency ranges [2], [14]–[17].

The voltage noise and worst-case transient current together
provide a limit for the maximum permissible PDN impedance,
ensuring that the supply noise never exceeds the specification.
In PDN design, the maximum allowable PDN impedance is
termed as target impedance(ZT ) which is given by:

ZT = �V

Imax−t
(1)

where �V is the maximum specified voltage rail noise to
meet performance requirements and Imax−t is the worst-case
transient current under any possible operation. PDN ratio, a
ratio of PDN impedance to the target impedance, is a rough
estimate of the probability of failure of circuits to function
at rated performance. Low risk of PDN-related failure is sug-
gested by a ratio of less than one. As this ratio rises, the risk
of failure of PDN rises with it. In general, achieving low PDN
impedance and lower PDN ratio is expensive as it requires the
use of more components, more layers in the package/board,
or the use of more expensive materials. Placing decoupling ca-
pacitors (commonly called as ‘decaps’) on the board and/or on
packages is a simple and cost-effective option to achieve low
PDN impedance. Identification of anti-resonance frequencies
in the PDN impedance profile guides the intuitive selection of
decoupling capacitors.

The intuitive selection of decoupling capacitors is guided
by the identification of anti-resonance frequencies in the PDN
impedance profile. When there are numerous ports on the
board and multiple capacitors accessible, the intuition-based
approach is not effective. Computational Intelligence (CI)
based techniques have been proved to be very useful to
address such large-scale combinatorial problems. There are
several studies that use various optimization approaches to

FIGURE 1. System considered for Analysis [32].

optimise the selection and placement of decoupling capaci-
tors [18]–[30]. However, the primary drawback of the meta-
heursitics based approach is its time complexity. The time
complexity of optimization problem can be reduced by using
recently introduced Matrix-Based Evolutionary Computation
approach [31].

This paper presents two case studies demonstrating optimal
selection and placement of in-package decoupling capacitors
using various swarm intelligence-based metaheuristic opti-
mization techniques to minimize the self impedance of the
PDN below the ZT to maintain a low PDN ratio. The Per-
formance comparison of several algorithms is also presented
in this paper. The optimization problem is formulated using
s-parameter data from PDN and decoupling capacitors for
this work. The rest of the paper is organised as following.
Section II presents description of system used for the problem
statement. Section III presents the overview of metaheuris-
tic algorithms used in the paper. In Section IV, optimization
problem is discussed while Section V shows results and com-
parative analysis of the algorithms. Section VI concludes the
paper.

II. SYSTEM DESCRIPTION
In this paper, for both the case studies, a practical system is
used. The block diagram of the system is shown in Fig. 1. In
this system, a DDR3 memory is used for which a memory
controller IC controls the READ/WRITE operations. In the
system, there are two power supplies: one for the digital core
and another one for the I/O circuits. This controller IC has
many internal blocks which work based on the instructions
obtained from a clock tree. In this paper, the PDN of the
core circuit is taken into account for both the case studies. As
shown in Fig. 1, the clock gets power supply from this PDN. If
there is noise in the PDN, it will eventually affect the timing of
the clock tree. The jitter introduced due to the PDN noise can
cause the setup and hold time violations in the system. This
power supply is very critical as the fluctuations in this supply
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FIGURE 2. Self-impedance of PDN without Decoupling capacitors.

will cause timing variations in the rise/fall times which can
eventually affect the READ/WRITE operations and may even
fail the system.

As mentioned earlier, it’s a common practice to choose
capacitors intuitively based on the antiresonance points in the
PDN impedance profile, choosing the values of capacitors
accordingly and then placing them as near as possible to the
core circuit [33]. In the PDNs where there are multiple ports
available for placing decaps and there is a choice of plenty of
capacitors available to choose from, it becomes very difficult
to place decoupling capacitors efficiently. The objective of
this work is to minimize the number of decoupling capacitors
while maintaining the impedance of the PDN lesser than the
target impedance.

Fig. 2 illustrates the self-impedance of the PDN con-
sidered, measured at the pad of the IC. It is the cumula-
tive impedance of all the elements of PDN such as Volt-
age Regulator Module (VRM) and interconnects on package,
PCB, and chip. A commercial 3D solver is used to extract s-
parameters for the PCB and package models and a Chip Power
Model (CPM) [34] is employed for the on-chip PDN model.
The dimensions of ZPDN (Z-parameters are computed from
the S-parameters) used for the analysis is 21 × 21 × 1391,
where 21 indicates the number of ports and 1391 denotes
the number of frequency points. All the ports available are
inside the package so this paper deals with in-package de-
cap optimization. The maximum value of self impedance of
PDN is 361.2m� when no decoupling capacitor is present, as
shown in Fig. 2.

In this paper, two datasets of decoupling capacitors are
used for two case studies. The dimensions of decaps for
first dataset (Case-study 1) is 8 × 1391 and for second
dataset (Case-study 2) is 3348 × 1391. The first dataset
consists of 8 capacitors. Table 1 lists the capacitors used
for Case-study 1 with their indices and their other details.
The dataset for Case-study 2 consists of 3348 capacitors
manufactured by AVX. The impedance Z11 is measured at
port-1 (which is the port the closest to the IC) to minimize
the equivalent self impedance of the PDN. Thus there are

TABLE 1. Decaps for Case-Study 1

20 ports accessible for decaps. ZT is 60m � to meet system
requirements.

The equivalent cumulative impedance matrix, Zeq, can be
computed as when the decoupling capacitors are placed at the
corresponding port [35]:

Zeq = (Z−1
pdn + Z−1

Decap)−1 (2)

where Zpdn represents the Z-parameter matrix of PDN, ZDecap

represents the Z-parameter of the decaps which is a diagonal
matrix. Zpdn has a decaps impedance at diagonal elements that
corresponds to the port number where they are placed. The
following is an alternative relationship for equation (3) [33]:

Zeq = (Ypdn + YDecap)−1 (3)

The objective of the optimization problem is to reduce Z11

to less than ZT . Therefore, the maximum value of a self
impedance of the PDN is the objective function for this anal-
ysis, which is defined as follows:

Zob j = max(Zeq(1, 1)). (4)

Thus, it is a minimization problem with (4) as an objec-
tive function. There might be constraints also based on
the application e.g. using as small a number of decaps as
possible, etc.

In the next section, a brief overview of various metaheuris-
tic algorithms used in this paper is presented.

III. METAHEURISTIC OPTIMIZATION
Metaheuristic algorithms employ stochastic optimization and
don’t need gradient computations [36]. As a result, these al-
gorithms do not require the optimization problem to be dif-
ferentiable, instead, the solution is based on the collection of
random variables created. When compared to other optimiza-
tion methods, these techniques find suitable solutions with
less computing. Swarm Intelligence metaheuristics [37] are
Evolutionary Computation (EC) algorithms that determine the
optimal solution based on the collective behavior of decen-
tralized, self-organized candidates in a population or swarm.
Swarm-based metaheuristics use a common framework to find
the global optimum by a process based on a population. The
process includes initialization, objective function evaluation,
and new population reproduction. Therefore, swarm-based
metaheuristics are population-based and iteration-based algo-
rithms with more outstanding global search capabilities than
single-solution search algorithms like Simulated Annealing
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FIGURE 3. Average number of decaps and Time comparison for Case-Study 1.

FIGURE 4. Average number of decaps and Time comparison for Case-Study 2.

FIGURE 5. Optimal Impedance of PDN for Case-Study 1.

(SA). Particle Swarm Optimization (PSO), Differential Evolu-
tion Algorithm (DE), Artificial Bee Colony (ABC), and Fine-
Tuning Meta-Heuristic Algorithm (FTMA) are the state-of-
the-art Swarm Intelligence metaheuristics used in this work.

A. PARTICLE SWARM OPTIMIZATION
Kennedy and Eberhart introduced Particle Swarm Optimiza-
tion (PSO) [38], [39] in 1995 as a nature-inspired optimization

approach based on the swarm behavior of birds’ flocks or
fish schools. PSO is one of the most widely used swarm-
intelligence-based algorithms due to its simplicity and flexi-
bility. Particle Swarm Optimization with the Linear Decreas-
ing Inertia Weight (LDIW) [40] is used in this paper to
address the optimization problem. Swarms, or particles in
PSO, are created at random, with each particle representing
a solution to the objective problem inside the given search
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FIGURE 6. Optimal Impedance of PDN for Case-Study 2.

space. In the PSO algorithm, particle movements are con-
trolled by their velocities (V) and locations (X), which are
as follows:

V n+1
kd = w V n

kd + r1c1(X p
kd − X n

kd ) + r2c2(X g
kd − X n

kd ) (5)

X n+1
kd = X n

kd + V n+1
kd (6)

where N is the number of particles in the population, D de-
notes the number of dimensions i.e. d = 1, 2. . .D; n denotes
the current iteration, X p

kd each particle’s individual or personal
best, and X g

kd the current global best. c1 and c2 are acceleration
coefficients, while r1 and r2 are random numbers in the [0,1]
range. Here, W represents the inertia weight. For LDIW-PSO
inertia weight is given as follows:

w = w f + (wi − w f ) × MaxIt − n

MaxIt
(7)

where wi and w f denote the initial and final inertia weights,
respectively, and MaxIt denotes maximum number of itera-
tions.

B. DIFFERENTIAL EVOLUTION ALGORITHM
Storn and Price introduced the Differential Evolution Algo-
rithm (DE) in 1997 [41], [42], which leverages prior candi-
dates’ solutions to generate new ones. The DE algorithm is a
self-organizing stochastic search method that does not employ
derivative information. As a result, it’s a population-based,
derivative-free approach. Due to its use of crossover and muta-
tion, DE is similar to pattern search and genetic algorithms. In
DE, mutation of population (V ) and crossover of population
(U ) is given as follows:

V n+1
k = X n

r1 + F (X n
r2 − X n

r3) (8)

U n+1
kd =

{
V n+1

kd if (rand ≥ pCR) or j = randi(k)

X n
kd if (rand > pCR) and j �= randi(k)

(9)

where d = 1, 2, . . ., D for nth particle, and r1, r2, and r3
are random integers in population size N and �= k. Here, F
and pCR represent the amplification and crossover constants,
respectively; rand is random number in [0,1] and randi(k) is
a randomly chosen index from 1 to D. For selection of new
population, the greedy criterion is used.

X n+1
k =

{
U n+1

k if Ob j(U n+1
k ) < Ob j(X n

k )

X n
k otherwise

(10)

C. ARTIFICIAL BEE COLONY
Artificial Bee Colony (ABC), introduced by Karaboga and
Basturk in 2007 [43], [44], is another nature-inspired opti-
mization approach based on the intelligent foraging behavior
of a honey bee swarm. In the ABC algorithm, the employed
artificial bees make up half of the colony, while the observers
make up the other half. There is only one hired bee for each
food source. In other words, the number of employed bees
is equivalent to the amount of food sources in the immediate
vicinity of the hive. When the employed and onlooker bees
have exhausted their food supply, the employed bee becomes
a scout. Normally, the number of onlooker bees (NO) is taken
equal to the number of employed bees i.e. population size (N ).
The ABC use the following expression to generate a candidate
food position from an existing one:

X n+1
kd = X n

kd + φkd (X n
kd − X n

rd ) (11)

where r ∈ 1, 2, .., N is randomly chosen index and r �= i,
and φkd is random number ∈ [−1, 1]. After all employed
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bees have completed their search, they communicate infor-
mation about their food sources with onlooker bees. An on-
looker bee assesses the nectar data collected from all em-
ployed bees and selects a food source with a probability
related to its nectar quantity. This probabilistic selection is
actually a roulette wheel selection process, as seen in the
following equation:

Pk = Ob jk∑
Ob j j

(12)

If a position cannot be improved further after a certain number
of cycles (known as the Abandonment Counter Limit L), the
food source is considered abandoned and then the scout bee
discovers a new food source.

D. FINE-TUNING META-HEURISTIC ALGORITHM
Fine-Tuning Meta-Heuristic Algorithm (FTMA) [45] is a so-
lution update algorithm introduced by Allawi, Ibraheem, and
Humaidi in 2019. It utilizes exploration, exploitation, random-
ization, and selection sequentially for solution updating. The
formula for exploration is as follows:

Ykd = X n
kd + rand × (X n

kd − X n
kd ) (13)

where r ∈ 1, 2, .., N is a randomly chosen index and r �= k.
The temporary fitness g is then calculated using the value
of the objective function for the temporary solution Yk . Now,
exploration equation is as follows:

if g > Ob j(X n
k ) and p > rand,

Ykd = X n
kd + rand × (X n

kd − X n
kd )

(14)

where p is the exploitation probability; rand is a random num-
ber ∈ [0, 1], and X n

b is the current global best solution. So, new
g is calculated using new Yk . Now, if g > Ob j(X n

k ) and r >

rand , new randomize Yk is generated and g is evaluated, where
p is the randomization probability. The final step i.e. selection
step is as follows:

X n+1
k =

{
Yk if g < Ob j(X n

k )

X n
k otherwise

(15)

X n+1
b =

{
Yk if g < Ob j(X n

k )

X n
b otherwise

(16)

IV. OPTIMIZATION
In this section, a general solution of the optimization prob-
lem introduced in Section II is discussed. Later, a compu-
tationally superior approach is used to improve the general
solution.

A. METAHEURISTICS BASED SOLUTION
The objective function for the optimization problem (equa-
tion (5)) is a function of two variables: the port number and
the index of the decoupling capacitor corresponding to that
port; this means that each capacitor has two decision vari-
ables, D. For N number of population and MaxIt number of

Algorithm 1: Decap Optimization using Metaheuristic
Optimization.
1: Input: Zpdn = Zp×p× f , Z1× f (from manufacturer),

ZT , N , MaxIt , and the parameters
2: Output: Optimum capacitors and their port

numbers, Zob j = (max(Zeq(1, 1))).
3: Objective function: Zob j = max(Zeq(1, 1)), where

(Zeq ) f = (Z−1
pdn + Z−1

Decap)−1
f ,∀ ∈ [0, fmax].

4: Initialize nD = 0.
5: while (Zob j > ZT ) do
6: nD = nD + 1; n = 0;
7: Generate Initial population X n=0

8: Compute initial best (minimum) Zn=0
ob j

9: while (n < MaxIt)do
10: n = n + 1;
11: for k = 1, 2, . . . , N do
12: for d = 1, 2, . . . , ND do
13: Update position (X n

k,d ) as per the algorithm
14: end for
15: Compute Zob j for new position
16: end for
17: Check current best (minimum) Zob j and Xb at Zob j

18: end while
19: Output: Zob j , Xb = (Capacitor, Port)
20: end while

maximum iterations, the output of each algorithm would be
the optimum value of self impedance of the PDN (Zob j), the
number of decaps (nD), and decoupling capacitors with their
corresponding indices (C) and port numbers (P). Algorithm-1
summarises pseudo code for the decoupling capacitor op-
timization methodology in a PDN, where p represents the
number of ports and f is the number of frequency points. The
self-impedance of the port closest to the IC is evaluated to
minimize the self impedance of PDN, resulting in p − 1 ports
being accessible for decaps placement.

B. MATRIX-BASED EVOLUTIONARY COMPUTATION (MEC)
APPROACH
Swarm-based metaheuristics for large-scale optimization
problems may result in extremely high computing time. Due
to the huge population, large-scale decision variables, or
both. Designing parallel or distributed algorithms is a po-
tential method to ease the computing strain while dealing
with complicated optimization problems, solving large-scale
optimization problems with the Matrix-Based Evolutionary
Computation (MEC) [31] to reduce time complexity. MEC
accelerates the processing speed by utilizing the matrix’s par-
allel computing functionalities, the matrix operations [31].
This matrix operations such as addition (+), subtraction (–),
multiplication (×), find maximization or minimization, and
other linear operations have been widely studied in the par-
allel and distributed computing community. A vector is fre-
quently used to represent an individual in metaheuristics, is
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given as:

Xk = (xk1, xk2, . . ., xkD) (17)

and a group of individuals (vectors) forms the popula-
tion. In MEC, the whole population is represented as a
matrix:

X =

⎡
⎢⎣

x11 . . . x1D
...

. . .
...

xN1 . . . xND

⎤
⎥⎦ (18)

where a row represents an individual and a column represents
a dimension. So, the population X can be randomly initialized
as:

X = ones × lb + ones × (ub − lb) · randN×D (19)

where ub and lb are lower and upper bounds respectively,
ones is matrix of element 1, and randN×D is N × D matrix
where each element is a random number ∈ [0, 1]. Here, · is
scalar multiplication and × is matrix multiplication operation.
Moreover, the global best solution can be found using matrix
operation as:

[Zob j, i] =
{

max(Ob j(X )), for maximization problem

min(Ob j(X )), for minimization problem
(20)

Xb = Xi (21)

Population conduct position updates at individual and dimen-
sion levels throughout an iteration in the algorithm, eventually
approaching the global optimum. For complete population,
position update can be done at once using matrix operations,
e.g. in M-PSO, position updates as:

V n+1 = w · V n + c1 · randN×D · (X p − X n)

+ c2 · randN×D · (onesN×1 × X g − X n) (22)

X n+1 = X n + V n+1 (23)

All the elements of the individuals in the population must
lie between the lower and upper bounds. After updating the
position, the boundary condition of whole population can be
checked and updated using matrix operation at once, like for
the lower bound condition:

Logic = X < (ones × lb) (24)

X = Logic · lb + (1 − Logic) · X (25)

Here, Logic matrix is N × D matrix which contains 0 and 1
only and helps to update X for the instant where the given
condition (as in equation(25)) is true. Similarly, upper bound
condition can be checked and updated.

In this way, MEC can alleviate the significant computa-
tional strain imposed by large population sizes and large-scale
decision variables. MEC is a parallel and distributed algo-
rithm on the population level, individual level, and also on

Algorithm 2: Decap Optimization Using Matrix-Based
Metaheuristics.

1: Input: Zpdn = Zp×p× f , Z1× f (from manufacturer),
ZT , N , MaxIt , and the parameters

2: Output: Optimum capacitors and their port
numbers, Zob j = (max(Zeq(1, 1))).

3: Objective function: Zob j = max(Zeq(1, 1)), where
(Zeq) f = (Z−1

pdn + Z−1
Decap)−1

f ,∀ ∈ [0, fmax].
4: Initialize nD = 0.
5: while (Zob j > ZT ) do
6: nD = nD + 1; n = 0;
7: Generate Initial population X n=0

8: Compute initial best (minimum) Zn=0
ob j

9: while (n < MaxIt)do
10: n = n + 1;
11: Update position X n as per algorithm
12: Compute Zob j for new position for whole

population
13: Check current best (minimum) Zob j and Xb at Zob j

14: end while
15: Output: Zob j , Xb = (Capacitor, Port)
16: end while

TABLE 2. Parameters Taken for Metaheuristic Algorithms

dimension level. As a consequence, when MEC is combined
with metaheuristics for large-scale optimization problems, the
computing time is reduced.

Algorithm-2 summarises pseudo code for the decoupling
capacitor optimization methodology in a PDN using Matrix-
Based Metaheuristics; that is, MEC is combined with meta-
heuristics. For matrix-based metaheuristics, the position up-
date (also for each dimension) and objective function eval-
uation for each individual in the population occur in paral-
lel, reducing the run time for each algorithm compared to
the implementation of Algorithm-1. In Algorithm-2, there is
no involvement of loops as the whole population is updated
through the matrix operations at once unlike Algorithm-1 us-
ing loops (at an individual level, dimension level) for updating
the population.

V. RESULTS AND COMPARATIVE ANALYSIS
For a fare comparison, for all the algorithms used for this
work, the population size N is set to 20 and the maximum
number of iterations MaxIt is set to 50. Table 2 lists the
parameters required to implement these algorithms. The algo-
rithms were implemented in MATLAB R2019b and executed
on a computer with 8 GB RAM and Intel i5 8th Gen 2.4 GHz
cores. For both the case studies, there were 10 independent
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TABLE 3. Performance Comparison of the Metaheuristics for Case-Study 1

TABLE 4. Performance Comparison of the Metaheuristics for Case-Study 2

TABLE 5. % Gain in Terms of CPU Time

TABLE 6. Optimum Decoupling Capacitors and Port Numbers for
Case-Study 1

runs performed for all the algorithms to get an average es-
timate of the performance of each algorithm. The detailed
results are not given due to the space constraints and the
summary is given in this section.

Table 3 and Table 4 summarise the comparison of per-
formance for Case-Study 1 and Case-Study-2, respectively,
where nAvg and nDmin indicates the average and minimum
number of decaps, respectively, Z (in m�) is the optimum
impedance corresponding to nDmin, T (in sec) is the aver-
age CPU time, A1 and A2 corresponds to Algorithm-1 and
Algorithm-2, respectively. Fig. 3 and Fig. 4 show critical
results pictorially to get a quick idea about the performance
comparison of these algorithms. It is evident that the MEC ap-
proach significantly reduces CPU time. This is summarised in
Table 5. Fig. 5 and Fig. 6 shows the results for self impedance
of PDN by each algorithm using minimum number of decaps.
Table 6 and Table 7 shows the list of the optimum number of
decaps with their index numbers (C) and corresponding port
numbers (P) by FTMA.

Following are some of the observations about this specific
optimization problem:

TABLE 7. Optimum Decoupling Capacitors and Port Numbers for
Case-Study 2

� For all the metaheuristic algorithms used in this paper,
MEC based implementation is computationally very effi-
cient than their conventional implementations. The max-
imum gain reported is upto 52% while the minimum one
is 17%.

� The best-optimized impedance value and the minimum
number of decaps is obtained by FTMA. Also, the av-
erage number of decaps obtained by FTMA is less as
compared to other algorithms. ABC and DEA require
more decaps, as illustrated in Fig. 3 and Fig. 4.

� The minimum average computation time (CPU time)
was taken by PSO, and the ABC required maxi-
mum average computation time as compared to other
algorithms.

� MEC-based algorithms have reduced the computation
time (CPU time) significantly, as illustrated in Fig. 3 and
Fig. 4.

� For the large dimensional problem in Case-study 2 (i.e.
more decoupling capacitors are used for optimization),
the percentage reduction in CPU time of the algorithms
using MEC increases except in case of DE. This needs
to be investigated further.

VI. CONCLUSION
This paper presents an approach for efficient selection and
placement of decoupling capacitors in a power delivery net-
work. The proposed approach use Matrix Evolutionary Com-
putation (MEC) based techniques for optimization to im-
prove the timing efficiency of metaheuristic algorithms. The
MEC-based optimization approach proves to be more efficient
than conventional metaheuristic algorithms. For this study,
a practical power delivery network is considered, with the
impedance being lowered by employing the fewest number of
decoupling capacitors possible. In the context of MEC, a com-
parison of many prominent optimization algorithms (PSO,
DE, ABC, and FTMA) is also provided. FTMA provides the
best impedance with the fewest capacitors among the methods
employed in this study, whereas PSO is the fastest approach
for optimization.
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