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ABSTRACT This work presents an overview of challenges and solid pathways toward ubiquitous and
sustainable hardware security in next-generation silicon chips at the edge of distributed and connected
systems (e.g., IoT and AIoT). As the first challenge, the increasingly connected nature and the exponential
proliferation of edge devices are unabatingly increasing the overall attack surface, making attacks easier and
mandating ubiquitous security down to each edge node. At the same time, the necessity to incorporate zero-
trust policies in large-scale distributed systems requires a complete set of security primitives for hardware-
backed authentication, and a higher degree of physical context awareness (including primitives detecting the
onset of physical attacks). Thus, making the inclusion of such security primitives economically sustainable
even in low-end devices is a second key challenge. As third challenge, the ever-changing vulnerability
landscape and the need for increased chip longevity in distributed systems require security assurance
methods that are sustainable and adaptive across the entire chip lifecycle. In this work, design principles
and promising directions to enable ubiquitous and sustainable security capabilities along with physical
awareness are discussed. Such achievements require a fundamental rethinking of design methodologies
to enable aggressive design and resource reuse (e.g., area, power, and design effort), along with low-cost
on-chip sensorization and intelligence for physical attack detection. Such rethinking inevitably crosses over
the traditional design abstractions, and requires innovation from the physical to the algorithmic level. At
the physical and circuit levels, design and resource reuse is enabled by immersed-in-logic and in-memory
security approaches. At the algorithm level, “hardware patching” is introduced and exemplified to show
that runtime intelligence (machine learning) allows security capabilities to adapt and improve over time,
as typical of security patching in software. Sensing techniques to detect attacks in situ from noninvasive
to invasive are illustrated while still preserving fully automated design approaches. Overall, the above
design principles are expected to push security capabilities in distributed systems to a new level, ultimately
making the edge more intelligent and self-reliant, and security measures more distributed.

INDEX TERMS Hardware patching, hardware security, in-memory security, laser attacks, machine
learning, physically unclonable functions (PUFs), sensors, side-channel attacks, true random number
generators (TRNGs), ubiquitous and sustainable security.

I. INTRODUCTION

THE INCREASINGLY distributed and decentralized
nature of the computing infrastructure is well known

to lead to alarming trends in terms of yearly data breach
count and cybercrime cost [1], [2], [3], [4], [5]. The global
annual cost of cybercrime is growing by 15% per year from
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FIGURE 1. IoT devices added annually and cumulative count [8].

U.S. $3 trillion in 2015 to a projected U.S. $10.5 trillion
by 2025 [6], which would correspond to the third largest
economy worldwide if counted as GDP.
The above cybersecurity trends are mainly due to the

increasing value of data, along with the increasing physi-
cal fragmentation and the proliferation of silicon systems,
which, in turn, expose an unceasingly larger attack surface
from cloud to edge. At the cloud level, the widespread adop-
tion of hybrid multicloud architectures with ever-expanding
infrastructure decreases threat visibility and leads to frag-
mented security solutions [7]. As focus of this work, the edge
is exposed to similar considerations, as the number of con-
nected devices added every year is exponentially increasing
at a rate of 2× every 29 months, and is expected to reach the
trillion scale in about a decade [8] (Fig. 1). Also, the secu-
rity threats at the edge are becoming particularly concerning
since edge devices are tightly resource constrained [9] and,
hence, they cannot nearly afford the same level of security
of silicon systems in the cloud [10]. The concern becomes
more pronounced considering that the physical data gen-
erated by edge devices are increasingly used in actuation
feedback schemes without a human-in-the-loop, which has
major safety implications.
From the above considerations, security at the edge needs

to be ubiquitous (i.e., assured in every node), since security
in connected systems is only as good as the weakest link in
the chain of trust. Ubiquitous security fundamentally con-
flicts with the constrained nature and low-cost requirement of
edge nodes and, hence, requires innovative and inexpensive
hardware security primitives and solutions to make security
economically sustainable even in low-end devices (e.g., low
area, design and system integration effort, and power).
Economic sustainability becomes particularly challenging

in distributed systems, in which network perimeter defence
(e.g., concentrating security measures on dedicated devices
such as firewalls) is well known to be inadequate, since phys-
ical perimeters are vanishing [11]. Indeed, today’s distributed
systems mandate the adoption of zero-trust frameworks and,
hence, the principles of: 1) hardware-backed device authen-
tication with end-to-end session encryption and 2) active
security assessment through physical context awareness [12],
[13], [14]. From these principles, all edge nodes need to be

FIGURE 2. Graphical abstract: summary of security goals in edge devices, recent
technology directions, and design enablers for scale-up to the trillions.

equipped with a complete set of on-chip security primitives
for: 1) secret key generation [e.g., physically unclonable
function (PUF) and true random number generator (TRNG)]
and encryption and 2) physical security primitives provid-
ing physical context awareness, i.e., the ability to be aware
of the physical surroundings to detect the onset of physical
attacks.
As a further challenge in distributed systems, the signif-

icantly prolonged longevity of edge devices (e.g., several
years to decades) requires security solutions to be effective
and sustainable over time. This would require the ability to
incorporate security fixes in edge devices upon the discov-
ery of new vulnerabilities over their lifecycle. Unfortunately,
hardware patchability to adapt to an ever-changing vulner-
ability landscape is currently unavailable, and needs to be
enabled as an expansion of traditional software patching.
In this work, promising directions to make edge security

ubiquitous, sustainable (both economically and over time),
and physically aware are discussed through case studies
based on silicon demonstrations, as summarized in the graph-
ical abstract in Fig. 2. Section II introduces key challenges
posed by the scale-up to the trillions in the number of con-
nected devices. Section III presents a broad overview of the
technological trends in the generation of secret keys as root
of trust, and foundation of any secure system. Sections IV
and V present a range of low-cost and low-power solutions
to embed security primitives for secret key generation into
memory and logic fabrics (“immersed-in-logic”). Case stud-
ies of techniques enabling physical awareness under fully
automated design are discussed in Section VI for nonin-
vasive attacks, and in Section VII for invasive attacks. The
enablement of hardware patching via on-chip machine learn-
ing modeling is discussed in Section VIII (not related to
machine learning attacks). Conclusions are summarized in
Section IX.

II. SECURITY AT THE EDGE TOWARD THE TRILLION
SCALE
The physically scattered distribution of edge nodes and their
exponential increase in number make zero-trust policies and
the related security primitives supporting them necessary. In
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zero-trust security frameworks, security primitives typically
consist in a hardware root of trust (e.g., a PUF), renewable
credential generation (e.g., true random number generation)
and encryption/decryption capabilities [12]. Their addition to
low-cost and low-power nodes must be made economically
sustainable to enable ubiquitous security, as most edge nodes
need to be very low cost (e.g., deep sub-$).
The cost of added security primitives is mainly deter-

mined by nonrecurring engineering (NRE) costs and the
recurring expenses (REs). The NRE costs related to secu-
rity primitives are directly impacted by the design effort
from design entry to layout, the system integration effort
to embed them into a system on chip, the related verifi-
cation effort, and the ability to reuse/port the same design
across systems and technology generations. The RE costs are
mostly determined by the extra silicon area that is required to
add the primitives. From a design methodology perspective,
divide-and-conquer design approaches are generally adopted
to facilitate design, partitioning a system into a collection of
standalone blocks. However, they are inherently additive in
terms of area, power, design effort and integration effort and,
hence, preclude opportunities to create economies of scale
across subsystems [3]. Also, conventional design partition-
ing conflicts with basic security requirements as it facilitates
the identification of attack targets, and reduces the related
effort by focusing on specific areas of the overall attack
surface. Accordingly, aggressive design reuse and tight inte-
gration of security primitives with existing subsystems can
be highly beneficial in terms of design and system integra-
tion costs, as well as in terms of security. As key examples of
such general principles, Sections IV-V illustrate in-memory
and immersed-in-logic embedment of security primitives in
ubiquitously available subsystems (i.e., storage, processing).
Immersion in memory and logic provides the further benefit
of 1) leveraging the fully automated nature of their design
as enabled by memory compilers and standard cell auto-
mated flows, 2) suppressing any system integration effort,
3) allowing technology and design portability as in Fig. 2.

The RE costs of security primitives can be directly reduced
through resource reuse (e.g., circuit), so that their addition
comes at very low area cost by mostly leveraging existing
circuits as in Fig. 2 (e.g., a cryptographic core or an SRAM
memory array). Once again, in-memory and immersed-in-
logic primitives offer a higher level of security thanks to
inherent physical-level obfuscation against physical attacks
(e.g., microprobing, photon emission, laser voltage prob-
ing), as well as stricter data locality for architecture-level
security [3]. At the same time, the additive power consump-
tion of security primitives must be kept minimal to avoid
increasing the system energy source size and cost.
From a physical awareness viewpoint, edge devices are

particularly vulnerable since they are spatially scattered and,
hence, more exposed to physical attacks, as opposed to the
confinement of the cloud infrastructure. In addition, edge
nodes are often placed in inaccessible locations, making their
inspection unfeasible. As a consequence, physical awareness

of edge nodes typically comes only from on-chip physical
security sensors. Physical security primitives to detect the
onset of physical attacks are also needed to support the nec-
essary zero-trust policies, as discussed in the Introduction. As
security primitives, such on-chip sensors need to be inexpen-
sive from an NRE and RE perspective and, hence, need to be
deployable through fully digital fully automated approaches
as in Fig. 2.
Once edge devices are protected through inexpensive

security primitives, security over their long lifespan is
assured only until new vulnerabilities are discovered and
exploited. In software systems, security fixes in the form
of software patches are routinely released to withstand new
threats, improving security over time. Unfortunately, hard-
ware patches are largely unavailable, and even more so for
physical attacks. The inability to cope with new threats
fundamentally limits the usable lifespan of edge devices,
determining premature obsolescence that can easily become
shorter than the typical battery shelf life (e.g., two decades
for micro-batteries [15]). To restore full lifespan potential,
edge nodes need to acquire the ability to keep up with new
threats and, hence, develop hardware patching capabilities to
sustain the necessary level of security over time. At the logic
level, hardware patchability is easily enabled via logic-level
adaptation, whereas the real challenge lies in physical attack
counteraction. In this respect, on-chip runtime machine learn-
ing comes to the rescue by offering the necessary intelligence
to model new physical attacks and support reconfigurability
(e.g., via weight update), based on on-chip features mim-
icking adversary’s observations to extract information from
physical (side) channels. In other words, machine learning
for hardware patching is here referred to as a counteraction
tool, rather than conventionally using it as a tool to attack
secure systems.
The above security goals for scale-up to the trillions at the

edge are discussed in the following sections along with the
promising technology directions and the key design enablers
in Fig. 2.

III. TRENDS IN SECRET KEY GENERATION
(ROOT OF TRUST)
The chain of trust in secure systems has its own foundation
in the root of trust, which is a secret shared between parties
exchanging data securely [1]. To confine their generation and
utilization within the chip environment for physical security
reasons, digital keys are generated on chip and on the fly by
binarizing device physical deviations either in space (across
the chip) or time (over the chip lifespan). Their on-the-fly
generation avoids the many well-known physical vulnerabil-
ities of on-chip memories (or other storage methods such
as fuses) and the predictability of deterministic generation,
eliminating any exposure of the keys to physical attacks
when the device (and physical protections) is off [1].
From an application viewpoint, secret key generation is

routinely split into two main functions with opposite focus
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TABLE 1. Secret key generation and properties of related security primitives.

on space and time physical deviations [10], as shown in
Table 1.

1) SPACE: Chip-specific mismatch patterns generate
unpredictable and perfectly repeatable keys serving as
silicon fingerprint (e.g., for identification and authenti-
cation of individual physical chips, among the others);
this function is routinely executed by PUFs. PUFs
simply respond to an external digital word (chal-
lenge) with a unique digital response. Although ideally
repeatable, the response bits inevitably suffer from
occasional instability, which is routinely mitigated
through digital postprocessing [2] (e.g., error correc-
tion codes), and error correction codes for residual
instability suppression (ECC).

2) TIME: Time-varying bit sequences are generated to
provide fresh session keys, nonces and initialization
vectors for encryption/decryption, and bit padding to
stretch the word length to the encryption block size;
this is generally achieved through TRNGs [1].

A summary of the state of the art in PUFs and TRNGs
is kept up to date in the HWsecdb public database [16], as
companion of this article. Trends in PUFs and TRNGs are
discussed in the following sections. The utilization of the
resulting root of trust via digital cryptographic accelerators
is not discussed in the following, as their implementation
and integration challenges are no different from any other
digital block (e.g., power–performance–area tradeoff in stan-
dard cell-based designs). As a more distinctive requirement
of secure systems, physical security challenges and solutions
common to digital blocks are discussed in Sections VI–VIII.

A. TRENDS AND ADVANCES IN PHYSICALLY
UNCLONABLE FUNCTIONS
In general, PUFs are based on circuit principles ranging
from analog-, to delay-, memory-, metastability-based to
monostable PUFs, hybrid architectures combining multiple

principles, and others [16]. To date, most of the innova-
tion effort has been focused on weak PUFs, whose limited
responses are generally used as cryptographic keys within
the chip (or the server) to avoid the direct exposure to the
off-chip environment. Strong PUFs have an exponential num-
ber of challenge–response pairs at the cost of much higher
energy consumption, and their use is much less frequent
(also due to its lack of usability as cryptographic key). The
limited sample of available architectures does not reveal any
clear technological trend [16]. Hence, the following analysis
focused on weak PUFs.
Fig. 3(a) shows that the area/bit improvements in raw

PUFs (i.e., before postprocessing) are more pronounced in
volatile memory-based [17], [18], [19], [20], [21], [22],
[23] and analog [24], [25], [26], [27] architectures. The
figure clearly shows that such improvements are mostly
taking place somewhat faster than allowed by technol-
ogy scaling only. Monostable PUFs essentially scale at
the same pace enabled by technology scaling [28], [29],
[30], [31], [32], [33], [34], [35], being mostly digital cir-
cuits. Metastability-based PUFs tend to be on the higher
side of the silicon area range [36], [37], [38], [39], [40].
Delay-based PUFs are not taking full advantage of tech-
nology scaling due to their slower scaling, due to the
cost of peripheral circuits to preserve margin against PVT
variations [41], [42], [43], [44].
From Fig. 3(b) [16], the native stability of raw PUFs

is not improving over time, as revealed by the generally
increasing trend of the bit error rate (BER). In general, the
BER needs to be sufficiently low to make the mean time
between failures (MTBF) long enough to make the effect of
PUF instability irrelevant. In edge nodes with typical MTBF
targets between months and a decade, the percentage key
error rate (KER) must lie in the 10−6–10−3 range [33].
In turn, the KER is approximately equal to the product
of the PUF wordlength and the BER, when no ECC is
employed and the BER is reasonably low. As a conse-
quence, edge nodes routinely target a percentage BER in
the ∼0.00001%–0.001% (∼0.000001%–0.0001%) range for
short (long) 32-bit (256-bit) PUF words [see gray area in
Fig. 3(b)]. In most PUF demonstrations, the BER is well
above this allowed range, thus requiring the addition of
the invariably dominant area and energy cost of ECC (e.g.,
2–3 orders of magnitude higher than the raw PUF and post-
processing). In a few silicon demonstrations, the native BER
has reached sufficiently low levels that allow the suppression
of ECC in embedded DRAM PUFs [19], oxide rupture-based
PUFs [45], and RRAM arrays in view of their pronounced
process variations [46].
As in Fig. 3(c), innovation in postprocessing techniques

is substantially improving the stability in most PUF archi-
tectures, especially in nonvolatile memory-based [46], [47],
[48], [49], [50] and analog PUFs [24], [25], [26], [27].
Volatile memory-based PUFs are also substantially improv-
ing [17], [18], [19], [20], [21], [22], [23], and allow ECC-less
operation through methods, such as VSS-bias generator for
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FIGURE 3. PUF trends in terms of (a) silicon area, (b) native bit stability (BER), (c) post-stability enhancement BER, and (d) energy/bit.

dark bit detection [20] and hot carrier injection-induced
stability reinforcement [21]. Monostable PUF stability is
becoming divergent with a rapidly improving trend for some
of recent demonstrations equipped with machine learning for
runtime PVT margin handling [33] and self-healing [34],
and a moderately increasing BER for some others [28],
[29], [30], [31], [32], [35]. Explicit runtime design margin
handling in [33] and [34] also enables ECC-less operation,
as opposed to other monostable PUF types. On the other
hand, metastability-based PUFs are on the higher side of
the post-stability enhancement range, and are experiencing
a degradation over time due to the substantial increase in
their native BER [16].
The energy efficiency of PUFs keeps improving relent-

lessly and faster than allowed by pure technology scaling
for digital PUF classes, such as volatile memory-based [17],
[18], [19], [20], [21], [22], [23] and monostable [28], [29],
[30], [31], [32], [33], [34], [35], thanks to the adoption of
energy-aware circuit principles. The energy of analog PUFs
is also significantly decreasing, although it remains on the
higher side of the energy range [24], [25], [26], [27]. The
energy/bit in best-in-class PUFs is achieved by monostable
PUFs and is in the fJ/bit range and below. Further reductions

are unnecessary since the overall power to generate static
entropy would be dominated by postprocessing (and/or ECC)
building blocks anyway.
In summary, ubiquitous adoption of PUFs is well sup-

ported by monostable PUFs in view of their competitive
energy efficiency and stability, with area improvements being
mainly set by technology scaling. Better area efficiency
for low cost is expectedly enabled by volatile and non-
volatile memory PUFs, although at higher energy by orders
of magnitude.

B. TRENDS AND ADVANCES IN TRUE RANDOM
NUMBER GENERATORS
From [16], the throughput of TRNGs is consistently increas-
ing in most TRNG architectures, supporting the exchange
of larger volumes of data with fresher keys as summarized
in Fig. 4(a). High-speed TRNGs reach a throughput in the
multi-Gb/s range, whereas it is in the 1–100-Mb/s range
for most of the others. Metastability-based TRNGs are on
the higher end of the throughput range [40], [51], [52],
[53], [54], [55], [56], although their advantage is becom-
ing less pronounced over time due to the heavier effect of
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(a)

(b)

(c)

(d)

FIGURE 4. TRNG trends in terms of (a) throughput, (b) silicon area, (c) energy/bit,
and (d) throughput–energy tradeoff and resulting power consumption.

mismatch and, hence, the number of raw bits to be postpro-
cessed to extract each output bit. Jitter- [22], [57], [58],
[59], [60], [61], [62], [63], [64], [65], [66] and chaotic

map-based TRNGs [67], [68], [69], [70] generally have
lower throughput than metastability-based chaotic maps.
The benefits brought by different randomness sources in
hybrid TRNGs is making them particularly well suited
for mid-to-high throughputs [71], [72], [73], [74], and in
particular [73], [74].
As shown in Fig. 4(b), the area efficiency of TRNGs

is consistently improving beyond allowed by technology
scaling for most architectures. Chaotic maps [67], [68],
[69], [70], hybrid [71], [72], [73], [74] and other TRNG
classes [75], [76], [77] are exhibiting the most pronounced
improvements, thanks to the recent adoption of more or
mostly digital approaches. Jitter-based TRNGs still exhibit
quite pronounced improvements, thanks to the recent adop-
tion of PVT-resilient schemes and noise enhancements [22],
[57], [58], [59], [60], [61], [62], [63], [64], [65], [66].
The best-in-class area efficiency is achieved by specific
demonstrations belonging to the jitter-based and chaotic
map TRNGs.
From Fig. 4(c), the energy per bit keeps decreasing sig-

nificantly, especially for chaotic map [67], [68], [69], [70],
jitter-based [22], [57], [58], [59], [60], [61], [62], [63],
[64], [65], [66] and expectedly hybrid architectures [71],
[72], [73], [74]. These classes are benefitting from energy
downscaling well beyond allowed by technology scaling. As
an exception, metastability-based TRNGs are experiencing
a moderate increase in their consumption [40], [51], [52],
[53], [54], [55], [56], again due to the progressively heavier
effect of mismatch and, hence, amount of postprocessing to
suppress it. However, their energy efficiency is still competi-
tive and near to best-in-class. Noise-based TRNGs lie in the
higher end of the area and energy range [46], [78], [79], [80],
[81]. Best-in-class energy efficiency is achieved by specific
demonstrations belonging to the jitter-based [63], chaotic
map [69], [70] and metastability-based TRNGs [55], [56].
Fig. 4(d) shows that the throughput–energy tradeoff

is most favorable in jitter-based TRNGs, leading to
a full-throughput power consumption in the µW to mW
range. Some specific instances of chaotic maps [69] and
metastability-based TRNGs [56] are also equivalent to the
best jitter-based ones in terms of throughput–energy trade-
off and, hence, power efficiency. The same figure shows
that the adoption of multiple entropy sources in hybrid
TRNGs inevitably pushes their power on the higher end
of its overall range.
In summary, both jitter- and metastability-based TRNGs

exhibit the lowest area and the lowest energy/bit along with
some specific instances of chaotic maps, and are hence the
most suited for the enablement of ubiquitous security.

IV. IN-MEMORY AND OTHER UNIFIED SECURITY
PRIMITIVES
Unified security primitives combine multiple functions into
the same circuitry to enable aggressive design reuse and tight
integration with existing subsystems, reduce area via circuit
sharing, and eliminate any integration effort over multiple
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FIGURE 5. Principles and advantages in in-memory unified security primitives.

systems once the primitive is designed. A higher degree of
design reuse is achieved when unifying security primitives
with blocks that are widespread across systems on chip.
This suggests that unified primitives should be embedded in
building blocks that are inherently ubiquitous such as on-
chip memories (Section IV-A), although they can also be
incorporated into several other blocks (Section IV-B).

A. IN-MEMORY PRIMITIVES
The combination of a PUF embedded in an SRAM array
is just an SRAM PUF [17], [18], [21], which should allow
conventional memory access anyway and is hence not really
a unified primitive. As an interesting class of unified primi-
tives, on-chip SRAM memories embedding both a PUF and
a TRNG have been recently demonstrated [22], as in Fig. 5.
The unified in-memory PUF+TRNG SRAM architecture

in [22] is a complete and low-cost root of trust in terms of
area, design, and integration effort. The randomness gener-
ated by the SRAM array is harvested through an enhanced
column periphery while sharing the conventional SRAM cir-
cuitry, limiting the area overhead to 12% for the smallest
memory comprising one subarray. The overhead is further
reduced when amortized across typical multiple subarrays.
The row and column pitch-matched physical design of the
periphery retains the traditional capability of using compiler-
based automated SRAM design for immediate reuse across
systems. SRAM bank read/write can be temporally inter-
spersed with TRNG and PUF operation without intermediate
data flushing for seamless system integration, as opposed
to prior SRAM PUFs [17], [18], [21]. In [22], in-memory
TRNG and PUF operation is based on the same principle of
digitizing the bitline discharge time, as determined by differ-
ent currents with very high (leakage) or very low (bitcell read
current) noise component, compared to mismatch. In TRNG
mode, randomness is generated by digitizing the discharge
time of the bitline capacitance discharge due to the leakage
current provided by all bitcells within the same column, when
all wordlines are disabled. The accumulated noise translates
into time jitter that is a white stochastic process with a negli-
gible effect of mismatch, thanks to the noise participation of
all bitcells in a column and the mismatch averaging through-
out the several bitcells. In the PUF mode, the selected bitcell
read current is digitized to generate multiple bits per bitcell,
as opposed to single-bit extraction from the power-up bit-
cell state of conventional SRAM PUFs [17], [18], [21]. The

extraction of two bits per bitcell increases the capacity of
the PUF and, hence, allows to reduce its area for a given
PUF word count requirement. PUF bits are harvested from
adjacent bitcell pairs of a selected and a half-selected bitcell
under common column multiplexing. This allows full reuse
of the half-selected bitcells in terms of both area and energy
for lower cost and power.
Although less widespread than SRAMs, other on-chip

volatile memory arrays are encountered in connected
systems, and are hence candidates for low-cost low-power
unified primitives. Within the eDRAM memory class, in-
memory PUFs, such as [19] and [23] are not really unified
primitives for the same reasons mentioned for SRAM
PUFs. Off-chip DRAM-based primitives have also been
explored [54], although the immediate physical accessibility
of the root of trust through their I/Os makes them unappeal-
ing from a security perspective (unless area/energy penalty
is paid for additional off-chip memory encryption).
Unified in-memory primitives have also been recently

embedded in nonvolatile memory arrays. Security primi-
tives can be embedded in eFlash memories, as in the case
of the unified PUF+TRNG eFlash array in [49]. An in-
memory TRNG was also shown in a voltage-controlled
MRAM array [82], which eliminates the need for calibra-
tion in TRNG mode. A unified PUF+TRNG has been also
demonstrated in an RRAM array [46], which enables design
reuse in an inherently high-density fabric.
In summary, SRAMs are more widespread than other

on-chip memories, and are hence the best candidate for
ubiquitous and inexpensive security primitive integration.
Additional opportunities are available in DRAM and non-
volatile memories. In addition, the ability to reuse con-
ventionally unused bitcells and extract multiple bits/bitcell
is crucial to make in-memory primitives inexpensive and,
hence, ubiquitous down to low-end devices, and is expectedly
raising significant interest in the field (see next section).

B. OTHER UNIFIED PRIMITIVES WITH SINGLE- AND
MULTIBIT/BITCELL
Although outside memory arrays, various unified security
primitives incorporated in other building blocks have been
demonstrated for ubiquitous security.
Starting from the class of multibit/bitcell-unified PUFs, the

SRAM macro in [83] unifies a cache, a PUF, and a temper-
ature sensor by connecting bitcells to form pairs of voltage
reference generators, and digitizing the mismatch-induced
voltage difference. The formation of voltage reference gen-
erators through the combination of different bitcells enables
the generation of multiple bits/bitcell. As another example
of multibit/bitcell PUF, [84] generates 2 bits/cell in an array
of MOS transistors (not including the periphery) where the
analog position of soft breakdown spots is exploited as a ran-
domness source. The TRNG in [58] generates multiple bits
per cycle in a two-phase oscillator-based architecture by
extracting random bits from both oscillator phases.
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As another example of aggressive design reuse,
a PUF+TRNG primitive has been unified by reusing
the unstable bits of a metastability-based PUF as TRNG
source [40]. PUFs and TRNGs have been unified into on-chip
communication fabrics, as demonstrated in the 3-D threshold
switching crossbar in [81]. Also, TRNGs have been uni-
fied in analog-to-digital converters based on SAR [69] and
Delta-Sigma architectures [60].

V. IMMERSED-IN-LOGIC SECURITY PRIMITIVES
Aggressive design reuse can also be achieved by embedding
security primitives into the processing subsystem, which is
routinely designed with standard cells as in Fig. 6. From this
figure, the root of trust is just part of the same design of the
digital logic that uses it. This drastically simplifies design
and integration, while enforcing data locality and physical
obfuscation since there is no obvious point of attack, as
opposed to standalone root of trusts.

A. IMMERSED-IN-LOGIC PUFS
The main challenge in immersed-in-logic PUFs is in the
requirement to: 1) have the randomness source implemented
in the form of standard cells and 2) keep the PUF unaffected
by the unpredictable placement (i.e., the surrounding layout
environment) and routing (i.e., load and noise coupled with
the cells used in the root of trust).
Among the existing PUF classes in Section III-A, the

most suited class that is compatible with the standard cell
design discipline and can potentially fulfill the above require-
ments is represented by monostable PUFs. Indeed, analog
and volatile/nonvolatile memory PUFs are incompatible with
standard cell flows. On the other hand, delay and metasta-
bility PUFs are heavily impacted by placement and routing,
as their operating principle is dictated by signal timing.
Instead, monostable PUFs are based on the generation of
dc voltages, and their binarization through a logic network
restoring full-swing signaling. In monostable PUFs, voltage
generation can be easily embedded into a special standard
cell [28], [30], [33] or created by connecting existing stan-
dard cells [32], [85], and are hence naturally immersed in
logic as a result.
The above two subclasses of immersed-in-logic monos-

table PUFs share the same ability to be robust against the
unpredictability of automated routing. Indeed, they are both
based on dc voltage generation, which makes its distribu-
tion unaffected by the layout parasitics and, hence, timing
during its transient. At the same time, the effect of coupling
noise is negligible in view of its transient nature [28]. On the
other hand, the two classes differ in terms of their robustness
against the layout environment surrounding the cells gener-
ating randomness. Indeed, the adoption of special standard
cells allows to include layout structures that maintains the
same layout environment around the circuitry that is most
sensitive to layout-dependent variations [30]. The resulting
insensitivity to placement has been extensively evidenced
across placement patterns in prior art [30].

FIGURE 6. Immersed-in-logic root of trust enables automated standard cell design
along with seamless integration, data locality, and obfuscation.

Immersed-in-logic monostable PUFs using solely existing
standard cells have the advantage of being implementable
in any technology, suppressing the extra effort of laying out
and characterizing the special PUF cell. At the same time,
their inevitably high sensitivity to the layout environment and
placement mandates a very regular array organization of cells
generating randomness (see the implementation in [32]).
In turn, this prohibits full interspersion of PUF and the
surrounding logic, makes the PUF design less automated,
and makes points of attack within standard cell logic more
obvious (although less obvious than a standalone PUF).

B. IMMERSED-IN-LOGIC AND UNIFIED TRNGS
Various immersed-in-logic TRNGs have been demonstrated
in prior art. As TRNG class that is most interesting for ubiq-
uitous security, unified immersed-in-logic TRNGs have been
recently introduced. In particular, Taneja and Alioto [53]
introduced a novel class of architectures that unify the root
of trust generation (TRNG) and private-key cryptographic
accelerators by reusing the latter for both tasks. This archi-
tecture is based on the implementation of a cryptographic
accelerator with pulsed latch clocking. Narrow clock pulse
width makes pulsed latch operate like conventional flip-
flops, as necessary to correctly execute encryption. When
the clock pulse is overstretched, randomness is generated by
inducing latch metastability due to the violation of hold time
constraints. Further pulse width overstretching activates com-
binational loops since pulsed latches are kept transparent for
a long time, therefore triggering jittered oscillations. In other
words, clock pulse overstretching injects randomness as in
metastability- and jitter-based TRNGs (see Section III-A).
The cryptographic datapath amplifies the changes of indi-
vidual bits, and makes the output entropy of cryptographic
grade. As further benefits, the unification of TRNG and
cryptographic accelerator preserves tight data locality and
physical obfuscation of key generation within the logic
making use of it.
Regarding nonunified TRNGs, various other fully synthe-

sizable architectures that can be implemented automatically
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with standard cell flows1 have been demonstrated in recent
years [62], [64], [73]. The TRNG in [64] is based on 3-
edge ring oscillators with odd number of stages and three
120◦-shifted output phases. The race of the three accu-
mulated jitters at the three edges ultimately leads to state
collapse, shifting from 3× to 1× oscillation frequency with
a random time (i.e., the TRNG output). The effect of process,
voltage, temperature variations and load differences due to
automated placement&routing is canceled by construction
since the three edges pass through the same delay stages.
Although this method to counteract the effect of automated
placement&routing is effective, it is specific to the TRNG
architecture in [64] and, hence, not generally applicable.
As a more general approach to suppress the effect of

timing mismatch induced by uneven placement and routing,
automatic tuning loops have been explored to restore the
targeted 0/1 bias (i.e., nearly 50%) [62], [73]. Automatic
tuning loop allows to cancel the effect of process variations,
including mismatch, slow voltage and temperature varia-
tions, as well as the uneven load or layout environment seen
by the elementary cells generating randomness. In particu-
lar, [73] is based on an architecture that is similar to [64],
where the output randomness is generated by the random
time-to-collapse in a ring of delay stages (although with an
even number of stages). Similarly, Mathew et al. [73] com-
bined multiple independent sources of randomness to extract
a cryptographic-grade bitstream via an entropy extractor,
while suppressing the effect of process, voltage, temperature
and layout-dependent variations with a runtime tuning loop.
As an alternative to automatic tuning loops, Pamula et al. [52]
combined multiple sources of randomness through Markov
chain-based correction to de-correlate and de-bias the output
bitstream.

VI. ON-CHIP SENSORIZATION FOR NONINVASIVE
PHYSICAL ATTACK DETECTION: POWER ANALYSIS
CASE STUDY
Ubiquitous security against physical attacks is also required
in connected devices. Indeed, until not so long ago, the
main objective of hardware security was to simply counter-
act cryptanalytic attacks, based on secure bitstream analysis
as main channel of observation. Their counteraction required
a solid on-chip root of trust with cryptographic-grade ran-
domness, and a trusted cryptographic algorithm. Since
physical attacks have become very effective and widely
accessible, they now represent a very appealing opportu-
nity for adversaries. Hence, their counteraction needs to be
embedded ubiquitously even in low-end devices.
Among physical attacks [2], noninvasive attacks are par-

ticularly simple since they do not require any de-packaging
or die processing, and can hence be carried out unnoticeably

1. This category includes all TRNG architectures that are based on logic
cells and can hence be potentially designed automatically, although some
of the demonstrations were chosen to be designed with custom cells and
might also be considered as a class on its own (e.g., TRNGs based on
3-edge ring oscillator, time-to-collapse principle).

FIGURE 7. Power analysis attack detection corresponds to the detection of changes
in the impedance seen from the supply pad of the chip under attack.

during in-field system operation. In particular, side-channel
attacks based on the observation of physical channels are
now very inexpensive and require minimal equipment. As
highly representative class of attacks, power analysis and EM
attacks correlate the data-dependent consumption patterns to
the data being processed, including the secret key being used
during the encryption/decryption. Nowadays, low-cost (e.g.,
U.S. $50 [86]) open-source boards to execute power analysis
and EM attacks are widely available to black- and white-hat
hackers to break or assess the security of silicon systems,
mandating ubiquitous protection against such attacks.
The rising need for ubiquitous protection against side-

side-channel attacks has led to advances in power anal-
ysis attack detection only in the last few years, whereas
counteraction has been widely explored in the last two
decades (see Section VIII). Since the analysis of the power
consumption during an attack requires the insertion of a prob-
ing device, attack detection essentially consists in revealing
changes in the off-chip supply impedance seen from the
chip [87], [88], [89]. In other words, the detection of power
analysis attacks requires the inclusion of physical context
awareness around the supply pad. This is equivalent to devel-
oping an intelligent impedance sensor suitable for the supply
pad, and a simple binary classifier that associates the sensed
impedance with a threat flag (or threat level, under multiple
classes), as illustrated in Fig. 7.
Among the techniques for supply impedance monitoring

summarized in Table 2, Kim et al. [87] introduced a digi-
tal low drop-out regulator (DLDO) embedding some attack
detection capability by monitoring the resistive component
of the supply resistance. In other words, the DLDO includes
a resistor meter and allows to check if a resistor has been
inserted at any point of time, as the simplest form of probing
device. The effectiveness (and power) of the embedded side-
channel counteraction is raised only when needed (i.e., when
an attack is detected), to minimize the overall impact on the
average consumption. This solution has no awareness of the
supply environment above dc, and cannot detect the insertion
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TABLE 2. Summary of state-of-the-art techniques to detect impedance changes
(useful for power analysis attack detection).

of current probes, and PCB- and package-level tampering.
Alternatively, changes in the imaginary parts of the supply
impedance are captured by the interactive PUF in [88]. In
this case, the inductive component changes due to modi-
fications in the physical surroundings is evaluated through
a chaotic oscillator coupled with an inductor. Although this
solution interestingly gains physical context awareness in the
imaginary part of the impedance, it is not suitable for supply
monitoring due to its oscillatory nature. Also, it cannot cap-
ture the resistive part or quantify the impedance deviation,
as necessary for reliable discrimination and balance of false
positives and false negatives. Both the real and imaginary
part of the supply impedance can be monitored by the on-
chip digital sampling oscilloscope in [89], which accurately
models both supply noise and impedance at chip bring-up
thanks to dedicated software support (not easily available
in low-cost devices or affordable during workload execu-
tion). This capability requires in-field recalibrations against
temperature fluctuations and an area of ∼40 pads, which
make it suitable only for higher end silicon systems.
A low-cost solution for runtime supply impedance moni-

toring of its both real and imaginary part has been recently
introduced in the form of a broadband runtime monitor [90].
The bandwidth from dc to 2 GHz covers the impedance
resonance peaks at the PCB, packaging and bonding level,
allowing end-to-end supply physical context awareness. The
fully digital architecture based on ring oscillator voltage
sensing and variable-frequency current excitation makes the
impedance monitor technology and design portable [90].
The effect of global process variations, moderately fast
voltage fluctuations, and temperature variations is sup-
pressed through ratiometric acquisitions with and without
current perturbation, when exciting the supply impedance
for its quantification. As shown in Table 2, the solution
in [90] eliminates the restriction to resistance [87] and induc-
tance monitoring [88], and expands the bandwidth by 2.5×

over [89]. Compared to solutions suitable for supply moni-
toring, the normalized area of [90] is close to [87], and 21 ×
smaller than [89]. In particular, its area fits a pair of supply
pads and, hence, allows its integration underneath the sup-
ply pads, introducing near-zero area overhead for ubiquitous
adoption.
Regarding EM attacks, passive techniques based on rout-

ing discipline have been recently introduced to vastly
increase the necessary attack effort [91]. Indeed, lower metal
routing and upper metal shielding drastically reduce the radi-
ation of the EM fields correlated to the secret being processed
during encryption. This translates into at least five to six
orders of magnitude heavier attack effort [91], [92], as evi-
dence of the effectiveness of physical-level counteraction.
As an alternative approach to be used when routing dis-
cipline is not acceptable, active techniques for EM probe
detection have also been demonstrated [93]. In detail, the
EM probe detection circuit in [94] is based on a fully dig-
ital sensor circuit with reference-free dual-coil sensing, as
well as a ring-oscillator-based sensor calibration with per-
centage point-range area overhead and intermittent operation
for lower power. The sensor is suited for short range detec-
tion and, hence, when the probe is in proximity of the chip
under attack.
A related sensor class for detecting EM fault injection

attacks has also been widely investigated [95], [96], [97],
[98], aiming to detect external field radiation with intense
fields. Compared to the above EM attack sensors, these
sensors have a much more relaxed sensitivity requirement
and are hence well established in terms of technological
development. Accordingly, the challenge in the foreseeable
future is to enable increasingly reliable and higher sensitivity
detection of EM attacks, rather than EM fault injection.

VII. ON-CHIP SENSORIZATION FOR INVASIVE PHYSICAL
ATTACK DETECTION: LASER VOLTAGE PROBING CASE
STUDY
Compared to the side-channel attacks discussed in
Section VI, invasive attacks lie at the other end of the level
of sophistication and effectiveness in physical threats. As
class of particularly insidious threats, laser beams are very
effective in terms of both laser fault injection (LFI) [99]
and laser voltage probing (LVP) capabilities [100], [101], as
illustrated in Fig. 8(a)–(c). LFI attacks aim to induce faults
into logic through exposure of individual cells to a high-
power laser beam (e.g., bit flip in registers). LFI attacks allow
a fine and strict control down to individual bits, compared to
other fault injection attacks leveraging clock, voltage, or tim-
ing. In contrast, LVP attacks aim to read individual bits by
shining a highly focused laser beam that does not upset the
state of the cell(s) being attacked. Hence, LVP attacks take
place at much lower power levels and above-bandgap wave-
lengths as opposed to LFI attacks, as necessary to prevent
photon absorption in the circuitry under attack. The data-
dependent optical signal reflected by individual transistors
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FIGURE 8. Pictorial description of (a) laser fault injection attacks (LFI), (b) laser
voltage probing attacks (LVP), along with (c) their comparison.

is then read out as in Fig. 8(b). Significant digital postpro-
cessing is required to uncover the signal from the underlying
noise (e.g., incorrelated reflections). In either case, laser-
based attacks are now quite inexpensive due to the steadily
lowering cost of equipment and the relatively short time
required for the attack.2

The low cost and the high effectiveness of laser-based
attacks make them a much more concerning threat than just
a few years ago. Accordingly, the availability of intelligent
on-chip sensors for laser-based attacks is becoming a require-
ment in a wider range of silicon systems, and is expected
to continue to expand down to low-end devices. As pointed
out above, on-chip sensors to detect laser fault injection have
a rather relaxed sensitivity requirement, compared to those
for laser voltage probing. This makes LVP attack detection
much harder than LFI attacks, and currently represents the
main challenge in the area of laser attacks.

2. For example, the most expensive piece of equipment for LVP attacks
(more costly than LFI) is the SEM microscope, whose cost has dropped to
less than $20 000 for used equipment. Attack execution in reliability and
failure analysis labs typically takes hours or few tens of hours at a typical
hourly cost of $1000.

On-chip detection of LFI attacks is now well estab-
lished [102], [103], and exploits mechanisms at the logical
or the physical level. In particular, the approach in [102]
detects LFI attacks by duplicating portions of the encryp-
tion data path and checking data consistency. Although this
comes at a nearly doubled area cost, duplication of logic
also enforces data independence in the power patterns, thus
improving the resistance against side-channel attacks. On the
other hand, [103] is based on distributed bulk built-in cur-
rent sensors (BBICS) with sparse placement for moderate
area overhead (28%). Sparse placement with full area cover-
age is enabled by the nature of the laser-silicon interaction
at wavelengths below the bandgap (1.1 µm), which are
invariably used in LFI attacks to significantly perturb circuit
operation and induce bitflips in flip-flops. Indeed, a laser
beam at sub-bandgap wavelengths determines abundant gen-
eration of electron–hole pairs, which disperse in the common
substrate of the cryptographic core. Hence, they are readily
caught with BBICS sensors detecting anomalous bulk cur-
rents, and can be placed near body/well taps (i.e., at a pitch
of few tens of µm).
Regarding LVP attacks, their main challenge lies in the

fact that circuit operation needs to be largely unperturbed
through the adoption of much lower laser power, above-
bandgap wavelengths, and precise laser spot (down to single
transistor) [100], [101]. In LVP attacks, the laser beam hit-
ting the die backside is scattered by the transistors within
the targeted standard cell depending on the digital cell out-
put, which is hence highly correlated with the reflected
light. Time averaging across several acquisitions recovers
the necessary signal-to-noise ratio for successful retrieval
of the bit under attack. Since LVP attacks can use above-
bandgap wavelengths, the generation of electron–hole pairs
is typically reduced by at least four orders of magnitude com-
pared to subbandgap wavelengths in LFI attacks in Fig. 8(c).
This drastically tightens the sensor sensitivity requirement,
making BBICS unusable and preventing any significant dif-
fusion of electron–hole pairs. Accordingly, full area coverage
requires truly in-situ sensors that are densely distributed
within a laser spot from every single transistor. Also, like
LFI detection, sensors for LVP attacks need to be embed-
ded within the logic being protected and, hence, must be
compatible with standard cell-based design flows.
Various techniques to detect LVP attacks have been inves-

tigated to date [104], [105], [106], [107], [108]. Some
of them require major manufacturing process modifica-
tions [104], [105], and are hence unsuitable for most
mass-produced silicon products. Simple ring oscillators have
been exploited as standard cell-based LVP sensors to moni-
tor their surroundings, although their short sensing range and
significant power and area penalty make full area coverage
unfeasible [106], [107].
LVP attack detection with always-on full area coverage

under standard cell-based sensors has been recently enabled
in [108], as illustrated in Fig. 9(a) and (b). This scheme is
based on the creation of a standard cell library where each
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FIGURE 9. Always-on standard cell-based LVP sensors with full area coverage
in [108]: (a) layout architecture of LVP-aware standard cell library with interspersed
sensors and (b) aggregation of sensor signals across neighboring cells.

cell contains photosensors (i.e., pn junctions) at every other
transistor finger to sense the laser beam at any location.
The sensor embedment is fully compatible with restricted
design rules, and is hence scalable to advanced technologies.
Multiple sensor outputs (e.g., 100) are then aggregated as
in Fig. 9(b) through a detector cell, and further aggregated
through a simple logic tree to generate a single LVP attack
detection flag. The approximately doubled area is reduced
when full coverage is necessary only in portions of the digital
subsystem (e.g., crypto-core, rather than the entire system).
The effect of process, voltage, and temperature variations is
rejected by the symmetric and differential nature of sensor
aggregation. The sensitivity of the sensors is sufficient to
capture any laser beam with intensity leading to a successful
attack.
In summary, laser-based attacks and, most importantly,

LVP attacks have become inexpensive and are extremely
effective in revealing on-chip secrets. Hence, they require
detectors that are always-on and provide full area coverage,
while being compatible with standard cell flows. The main
challenge in the coming years lies in the development of new
LVP attack sensing techniques that reduce the area overhead
(> 2× currently) to make it affordable in low-end devices.

VIII. HARDWARE PATCHING ENABLEMENT
VIA ON-CHIP MACHINE LEARNING: CASE STUDY
Traditionally, system security upgradeability fundamentally
depends on the level of abstraction that the underlying recon-
figuration targets, as summarized in Fig. 10. At the highest

FIGURE 10. Security vulnerability patching over the system lifespan is easy at
software levels of abstraction, hard toward the physical level, and limited at
intermediate levels (e.g., via reconfigurable logic).

level, software update routinely allows to fix vulnerabilities
discovered over the system lifespan. Also, limited functional
upgradeability can often be allowed via reconfigurable logic
or firmware update. On the other hand, physical reconfigu-
ration is generally unfeasible, due to the lack of runtime
flexibility of the circuit implementation. From an attack
viewpoint, this translates into today’s massively deployed
software patching capabilities, as well as nonexistent hard-
ware and physical patching. Equivalently, vulnerabilities
involving software levels can be fixed over time, improving
the level of system security over time. In contrast, physical
(e.g., side-channel) vulnerabilities discovered simply accu-
mulate over time, limiting system usability over time and,
hence, its lifespan under practical security requirements.
From the above considerations, sustainable security assur-

ance over time would require the enablement of hardware
patchability. The latter is expected to become a main goal and
driver of innovation in hardware security in the coming years,
although it is largely unavailable in present systems on chip.
To exemplify the key principles that hardware patching needs
to follow, a first demonstration of physical patching [92] is
here discussed in the context of side-channel analysis attacks
(see considerations in Section II).
In prior art, side-channel attack counteraction techniques

can be classified as in Fig. 11. Design-specific solutions
need to be redesigned to protect any new design, as typ-
ical of early counteraction techniques [109], [110], [111]
(e.g., dual-rail precharge logic). More recent solutions are
now design-reusable in that the same counteraction design
IP can be just reutilized to protect different designs (e.g.,
voltage regulation with embedded counteraction), although
it cannot be upgraded over time [91], [112], [113], [114],
[115], [116], [117].
As recently proposed class of counteraction techniques,

design-adaptive solutions enable post-silicon upgrade and
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FIGURE 11. Hardware patching for side-channel security vulnerability fix requires
adaptation over time (design adaptive), beyond traditional and nonupgradeable
design-specific and design-reusable countermeasures [92].

FIGURE 12. General architecture of side-channel counteraction with hardware
patching, as enabled by a machine-learning-based power estimator [92].

hardware patching against side-channel attacks [92]. Design-
adaptive techniques allow reuse across single/multiciphers,
standard updates, and targeted compensation of information-
sensitive power contributions to minimize the power over-
head. Their general architecture in Fig. 12 is centered
around a lightweight runtime on-chip machine learning
power model [92] (e.g., linear regression, being power linear
with activity). The latter is driven by a feature extractor and
drives a power compensator (i.e., a power DAC). Post-silicon
improvements are supported by weight updates, which are
trained to counteract a set of attacks and known vulner-
abilities, and are then massively distributed throughout the
connected devices. The architecture in Fig. 12 is fully digital
and implemented with standard cell-based flows for ubiq-
uitous adoption. The counteraction technique in [92] was
shown to increase the attack effort to best-in-class levels
(>1.2 billion power traces necessary to retrieve the secret
key) across different ciphers and different microarchitectural
designs of the same algorithm. The counteraction of new
vulnerabilities was demonstrated for a newly found attack
to the PRESENT lightweight cryptographic algorithm, show-
ing that weight update simultaneously protects the system
from previous and newly discovered side-channel attacks.
In summary, on-chip machine learning algorithms can

serve as runtime threat models that can be reused across
designs to reduce design costs [92]. The amenability for stan-
dard cell design enables low-effort implementation, seamless

integration with the logic to be protected, as well as design
portability. At the same time, machine learning modeling
allows to compensate only the truly information-sensitive
power contributions, pushing conventional large-signal to
small-signal (low-power) compensation. More importantly,
it uniquely enables hardware patching for sustainable secu-
rity assurance and lifespan extension, and even more so when
system replacement is unaffordable.

IX. CONCLUSION
In this work, an overview of trends, challenges and promis-
ing directions to support ubiquitous and sustainable hardware
security in connected systems has been presented. At the
root of trust level, ubiquitous and economically sustainable
security is pursued through aggressive design and resource
reuse (e.g., in-memory and immersed-in-logic primitives).
At the on-chip sensing level, physical context awareness
is mandated by zero-trust frameworks, and requires low-cost
intelligent sensors implementable with standard cell method-
ologies. Sustainable security over time requires design reuse
over time and, hence, hardware patching capabilities, as
enabled by machine learning-based architectures.
In perspective, such challenges will become even more

interesting in the context of heterogeneous integration,
where solutions are naturally broken down into multiple
silicon dice.
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