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ABSTRACT This work proposes novel proactive caching schemes for minimizing the communication
latency in Vehicular Ad Hoc Networks (VANETs) under freeway and city mobility models. The main
philosophy that underlies these schemes is to exploit information that may be available a priori for vehi-
cles’ demands and mobility patterns. We consider two paradigms: cooperative, wherein multiple Roadside
Units (RSUs) collaborate to expedite the transfer of information to the intended user, and non-cooperative,
wherein each RSU operates independently of other RSUs in the network. To develop the proposed schemes,
for each of the considered models we formulate optimization problems that expose the impact of velocity and
demand profile of the vehicle on the optimal caching decision. Unfortunately, the developed formulations are
NP-hard, and hence difficult to solve for moderate-to-large problems. To circumvent this difficulty, we use the
insight developed through these formulations to develop practical caching algorithms based on the knapsack
problem and suboptimal relaxations. These algorithms are shown to yield close-to-optimal solutions at much
lower computation costs than the corresponding exhaustive search. Our numerical investigations suggest that
the proposed proactive caching schemes yield substantial gains over the traditional caching policy, and their
respective reactive baselines with no caching. Furthermore, the cooperative schemes are significantly more
advantageous than their non-cooperative counterparts.

INDEX TERMS Knapsack, optimization, proactive caching, VANETs.

I. INTRODUCTION
Vehicular Ad-Hoc Networks (VANETs) comprise a particu-
lar class of wireless networks in which the communicating
nodes are moving vehicles. Relying on Vehicle-to-Vehicle
(V2V) and Vehicle-to-Infrastructure (V2I) communications,
VANETs are prospected to be a key enabler for a plethora of
delay-sensitive industrial and civil applications, including in-
telligent transportation, emergency services, self-driving vehi-
cles, and information sharing and entertainment services [1].
Such applications place stringent latency constraints, which
may not be possible to meet in VANETs due to delays inher-
ent in transferring data from backhaul servers. An effective
approach to alleviate this difficulty is to invoke caching tech-
niques, which are expected to enhance energy efficiency, data
accessibility and spectrum utilization of the network [2].

In conventional caching, popular files are transferred to
intermediate nodes within the proximity of prospective users
prior to being requested. This approach reduces the delay of
transferring files from remote servers and its effectiveness is
determined by the probability of cache hits, i.e., the probabil-
ity that a cached file is indeed requested by the users.

To enhance the probability of cache hits, a class of proactive
caching schemes has been introduced [3]. In contrast with
its conventional counterpart, which tends to depend on col-
lective demand patterns, proactive caching relies on identi-
fying demand patterns of individual users. In particular, in
proactive caching the service provider predicts the users’ de-
mand on user-by-user basis and caches information proac-
tively either to the base station (BS) to which the user is
connected or directly to the user’s terminal. To achieve this
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goal, proactive caching takes advantage of the information
available about individual users, which may include the user’s
contexts of interest, and temporal and spatial mobility pat-
terns. Acquiring these patterns requires the network to track,
learn and build mobility and demand profiles of individual
users. Incorporating such patterns in the design of caching
policies yields substantial quality of service (QoS) gains in
emerging 5G VANETs [4], [5]. In line with this vision, our
goal in this paper is to develop proactive caching methodolo-
gies that harness the information available about individual
users to minimize latency under various mobility and traffic
models.

A. RELATED WORK
The use of caching techniques have been investigated in the
context of cellular communications under various mobility
conditions [6]–[9]. For instance, the case in which the users
and the BSs are fixed was considered in [6]. Therein it was
shown that optimizing the files to be cached to minimize
overall latency constitutes an NP-complete problem. To allevi-
ate this difficulty a computationally-efficient greedy algorithm
was developed in [6]. The solution yielded by this algorithm
is shown to be within a constant factor from the optimal one.

The case in which users migrate between cells was con-
sidered in [7]–[9] under various migration models. In these
papers, the network coordinator uses prior information about
the location of individual users to develop a caching technique
that accounts for the changes in the network topology induced
by users’ migration. Unfortunately, the models in [7]–[9] do
not make use of the information available on the user’s ve-
locities and travelling directions nor do they consider the con-
straints imposed by the particular roads travelled by the users.
Incorporating this information can significantly enhance the
communication effectiveness of VANETs.

Caching in VANETs depends on a combination of V2V
and V2I communications. In V2V, caching depends on the
cooperation between neighbouring vehicles [10], whereas in
V2I, caching is effected using roadside units (RSUs), which
provide connectivity support to passing vehicles and act as
gateways to serve vehicles requesting data files from the back-
haul network. Caching effectiveness depends on the contact
time between the vehicles and the RSUs, and the periodicity
with which the cached items are refreshed [11], [12].

The use of RSUs in caching is known to have a signifi-
cant impact on the delay performance of the network [13],
[14]. For instance, using RSUs with large storage capacities
to cache popular files has been proposed in [13] to tackle
latency problems in VANETs. Further delay reductions were
sought in [14] by introducing a split-content caching method.
In this method, large data files are partitioned into smaller
chunks that are distributed across multiple RSUs. Although
this method increases the probability of cache hits, its im-
plementation requires the backhaul network to have an area
controller to manage caching placement across the RSUs.
Subsequent development in content caching was introduced

in [15]. Therein file caching is performed jointly across vehi-
cles and RSUs. This technique increases the storage capacity
of the network and offers the potential of making effective
reduction in latency. However, this technique places stringent
constraints on the vehicles, requiring them to coordinate their
mobility and directions, which can be reasonable in freeway
mobility models, but not in urban ones.

In addition to the abstract models in [13]–[15], other mod-
els that account for high mobility freeway and urban sce-
narios, bi-directional routes, traffic lights and building struc-
tures have been developed. For instance, the freeway model
considered in [16] and [17] is commonly used to describe
the mobility patterns in VANETs. In this model, the freeway
is assumed to be in the the free-flow state and the traffic
density is assumed to be low. In this case, the speeds of the
vehicles can be assumed to be independent and identically
distributed random variables which can be generated through
appropriately truncated Gaussian distribution. Another model
that is based on the actual traces obtained through the global
positioning system (GPS) was developed in [18] and later
enhanced in [19] to include stop signs and traffic lights. To
capture building structures and bi-directional routes in urban
environments, the so-called Manhattan mobility model was
introduced in [19]. In this model, the city is organized in a
grid of orthogonal streets along which the vehicles are allowed
to travel. At intersections, the vehicles may turn in either
direction or they may continue straight ahead with prescribed
probabilities.

In forthcoming developments, we will consider the, com-
monly used, freeway and city traffic models [16]–[21]. De-
spite their simplicity, these models enable us to draw insight
into the complexity of cache allocation and the impact of
caching on latency. In fact, these model will result in NP-hard
optimization problems, which are difficult to solve. Although
more complicated models might be more accurate to describe
practical traffic, such models are likely to result in even more
cumbersome optimization problems, and may be difficult to
extract insight from.

Although existing work incorporates mobility patterns in
developing caching schemes [13]–[15], no work seems to
incorporate the demand history and mobility patterns of indi-
vidual users in these schemes. In particular, existing caching
schemes do not exploit the information available about peo-
ple’s daily routines reported in the literature, e.g., commuting
to work and visiting particular websites [22]–[24]. These rou-
tines render the behaviour of individuals rather predictable,
and provides valuable side information to enhance the effec-
tiveness of caching.

A methodology for identifying the mobility patterns of mul-
tiple users was developed in [22] and [23]. This methodology
relies on collecting statistical information from the BSs along
the route taken by each user. This information enables the
network coordinator to build a profile to help it predict future
routes of each user. Analogously, the history of the websites
visited by individuals can be tracked to build a demand pro-
file. Such an approach was considered in [24] to enhance a
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recommendation system that predicts future users’ demands.
Our goal in this paper is to invoke the mobility patterns and
demand prediction techniques in proactive caching to reduce
communication latency in VANETs.

B. MOTIVATION AND CONTRIBUTIONS
Our motivation is to invoke the mobility patterns and demand
profiles of mobile users to alleviate the stress on the commu-
nication resources. Freeing up resources not only improves
the quality of experience of the end user, but also contributes
to reducing cost, energy and bandwidth, allowing for critical
delay-sensitive information to be reliably communicated. As
such, the caching framework considered herein can be viewed
as a means of trading, the typically abundant, memory for
scarce spectral, temporal and energy resources.

The main contribution of this work lies in the develop-
ment of a realistic mathematical model of the latency expe-
rienced by users in caching-assisted mobile networks, taking
into consideration their actual parameters, including velocity,
demand profiles and rate requirements. This is in contrast
with the development in [13] and [14], which only consider
caching of popular files without taking these parameters into
account.

The developed framework characterizes the latency in the
freeway model, and subsequently in the more involved Man-
hattan city model. This framework is then used to develop
optimization algorithms to determine the caching policies
that reduce the overall latency experienced by the users
of the network. To the best of our knowledge, our frame-
work is the first to study the impact of the users’ velocities,
demands and rate requirements on latency and the caching
policies that minimize it. As a by-product, our framework pro-
vides performance assurances, whereby the maximum latency
experienced by a user of the system is guaranteed to fall below
prescribed thresholds. This aspect of making caching deci-
sions has not been considered in related literature on caching
in VANETs and RSUs [11], [12], [15].

Our main contributions are summarized as follows.
� We propose two novel caching paradigms: non-

cooperative, wherein each RSU operates independently
of other RSUs in the network, and cooperative, wherein
multiple RSUs collaborate to serve the intended users.
Such schemes have not been reported previously in the
VANETs literature.

� For each of the proposed models, we formulate optimiza-
tion problems to minimize the latency in the network
under freeway and city mobility models.

� We show that special cases of the proposed formulations
represent instances of the knapsack problem. Hence,
we concluded that these formulations are NP-hard, and
hence difficult to solve for moderate-to-large problems.
This connection does not appear in the current VANET
literature and is instrumental in developing efficient
cache placement algorithms.

� We develop practical caching algorithms based on the
identified connection with the knapsack problem and

FIGURE 1. Freeway Model.

FIGURE 2. City Model.

suboptimal relaxations thereof. These algorithms yield
close-to-optimal solutions and have a much lower com-
putational complexity than the corresponding exhaustive
search.

� Our numerical results reveal that proactive and cooper-
ative caching schemes yield significant gains over their
reactive and non-cooperative counterparts.

The rest of the paper is organized as follows. In Section II,
we state the system model and the main assumptions. The
problem is formulated in Section III, wherein reactive and
proactive scenarios and different caching schemes are de-
veloped for the freeway and city models. In Section IV we
discuss the complexity of the proposed algorithms and in
Section V we present and discuss our numerical results. The
paper is concluded in Section VI.

II. SYSTEM MODEL
We consider two classes of proactive caching schemes in two
common traffic models, the freeway model [18], [25] and the
city model [19], [26]. Despite their simplicity, these models
will enable us to draw insight into the complexity of cache al-
location and the impact of caching on latency. In both models,
we consider a set of S RSUs, S = {1, . . . , S}, connected by
optical-fiber links, cf. Figs. 1 and 2, and a set of V vehicles,
V = {1, . . . ,V }. Each RSU s ∈ S is equipped with a cache
of size Zs and covers a circular area with diameter Ls. The
vehicles are interested in a set of M uncorrelated data items,
M = {1, . . . , M}, where the size of the m-th data item is Cm

bytes. Each RSU s ∈ S serves a number of vehicles within
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its coverage zone. The s-th RSU communicates with the v-th
vehicle at a data rate of rsv bytes/sec. Due to mobility, a vehi-
cle will be connected to an RSU for a certain amount of time
before handing over to the next RSU along its travelling direc-
tion. We denote the contact time vector by τs = (

τ s
1, . . . , τ s

v

)
,

where τ s
v is the contact time between vehicle v and RSU s in

seconds.
We assume that the RSUs can track, learn and predict the

behaviour of each vehicle within its coverage zone. Hence,
each RSU constructs a demand profile for each vehicle based
on its history, and communicated this information to the net-
work coordinator. As such, the network coordinator treats
the demands as deterministic, rather than random, quantities.
Each profile can be described by the probability with which
a user will request a certain file. In particular, let the demand
profile of vehicle v be denoted by pv := (p1

v, . . . , pM
v ), where

pm
v is the probability that vehicle v requests data item m.

The RSUs are assumed to cache data independently to each
vehicle. In other words, the demands of one user at a particular
time instant are independent of the demands of other users and
the demands of the same user at other time instants.

Let xm
s be the caching decision of data item m at RSU s, that

is,

xm
s ∈ {0, 1},∀m ∈ M,∀s ∈ S. (1)

With this notation setting xm
s = 1 implies that the data item

m is cached by the s-th RSU, whereas setting xm
s = 0 implies

that this data item is not cached by the s-th RSU.
The size of the cached items must satisfy a storage con-

straint, whereby the total size of these items must be less than
or equal to the total RSU storage Zs. Therefore, we have

M∑
m=1

Cmxm
s ≤ Zs, ∀s ∈ S. (2)

We note that, since herein the RSUs are assumed to be con-
nected by optical fiber links, which can support significantly
higher rates than their wireless counterparts, we ignore the
capacity constraints imposed by the inter-RSUs connections.
Indeed, the disparity between the capacity of optical fiber and
wireless links typically renders the rate constraints imposed
by the inter-RSU links inactive, see e.g., [27]–[29].

Having described the general caching framework consid-
ered in this paper. In the next section, we will provide a
mathematical characterization of the latency experienced by
individual vehicles in the freeway and city models.

III. PROBLEM FORMULATION
In this section we formulate the average latency of the network
as an optimization problem for the freeway and city models. A
key assumption in this work is that each vehicle can be served
by exactly one RSU. This assumption is realistic in VANETs,
especially when the RSUs operate over high frequencies and
their coverage regions are small to avoid interference. To
characterize the latency with which the m-th data item is
delivered to a vehicle in either the freeway or the city model,

we note that the time required to deliver a data item of size
Cm when the transmission rate between the s-th RSU and the
v-th vehicle is rsv is given by Cm

rsv
if the data item is available

in the cache of the RSU and
(

Cm
rsv

+ �m

)
if this item is not

available in the cache, and must be fetched from the network
backhaul with an additional delay �m. Since each RSU has a
finite cache size, our objective is to find the optimal caching
policy {xm∗

s }M
m=1 to determine the data items to be be cached

at each RSU to ensure minimal latency in the network.
For the freeway model, we propose non-cooperative and

cooperative caching schemes. In the first scheme, each RSU
finds its optimal caching decision independently of the de-
cision of the other RSUs. In contrast, the second caching
scheme, the RSUs cooperate to reach collective caching de-
cisions by updating the users’ profiles containing informa-
tion about the direction, demand and velocity of individual
vehicles. The implementation of these schemes assumes that
the roads are unidirectional and follow the free-flow model.
Hence, these schemes are not readily implementable in the
city model, wherein the roads are bidirectional with nonzero
probabilities of being congested. In that case, we develop
two caching methodologies, non-cooperative and cooperative.
Both schemes are based on the non-cooperative scheme de-
veloped for the freeway model. The non-cooperative approach
takes into account congestion probabilities and the route taken
by the vehicle. In the cooperative approach, multiple RSUs
cooperate to deliver data items from within a cluster of RSUs
without resorting to the backhaul network. Numerical simula-
tions show that these approaches result in significant reduction
in the average latency of the network.

A. FREEWAY SYSTEM MODEL AND FORMULATION
The freeway model is depicted in Fig. 1. For simplicity, we
consider the case of S = 2 RSUs, but our approach can be
readily extended to S > 2 RSUs. To characterize the caching
framework in this model, let θv be the probability that the v-th
vehicle enters the freeway. This probability can be obtained
from the BSs to enable the network coordinator to build the
mobility profile of each user [22]. In this model, the vehicles
flow in one direction, implying that a vehicle lying within the
coverage area of the RSU at the entry point, is guaranteed to
lie within the coverage area of subsequent RSUs along the
freeway.

For ease of exposition we consider the case in which the
freeway is in the free-flow state, whereby the traffic density
is low and the velocities of the vehicles can be assumed to
be independent and identically distributed. In this case, the
random velocity uv ∈ [umin, umax] of any vehicle v ∈ V can
be modelled with a truncated Gaussian distribution [16], [30]
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with mean μ and variance σ 2. This distribution can be ex-
pressed as

fuv (u) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2 exp

(
−(u−μ)2

2σ2

)
√

2πσ 2
(

erf
(

umax−μ

σ
√

2

)
−erf

(
umin−μ

σ
√

2

)) ,
umin ≤ u ≤ umax,

0, otherwise.

(3)

The freeway model is a special case of the city model, wherein
multiple rather than one road is considered and each road is
bidirectional. This model will be described in Section III-B.

We consider the freeway model with two types of networks,
viz., proactive and reactive.

1) PROACTIVE NETWORK
In this type of networks, each RSU exploits its available
memory to proactively cache elect data items based on the
mobility and demand profiles of individual users. The goal is
to identify the optimal choice of the data items that minimizes
the expected overall delay in the network. We note that in the
reactive network model, where the users’ requests are served
directly from the network backhaul without caching at the
RSUs. The delay to deliver the m-th data item to the v-th

vehicle is
(

Cm
rsv

+ �m

)
. However, when this item is available

in the cache, the delay reduces to Cm
rsv

. The total number of
items available in the cache of the s-th RSU can be expressed
as
∑M

m=1 xm
s , cf. (1).

Towards characterizing proactive networks, let Ms
v be the

maximum number of data items that can be guaranteed to be
received by the v-th vehicle from the s-th RSU. This number
depends on the contact time between the vehicle and the RSU,
τ s
v , the sizes of the data items in the library, {Cm}M

m=1, and the
time delay required to retrieve these items form the backhaul
network, {�m}M

m=1. Since the m-th item takes an overall time
(Cm

rsv
+ �m) to be delivered, in the absence of caching, we have

Ms
v = min

⎛
⎝
⎢⎢⎢⎣ τ s

v

maxm∈M
(

Cm
rsv

+ �m

)
⎥⎥⎥⎦ , M

⎞
⎠ . (4)

In other words, the v-th vehicle is guaranteed to receive k
data items from the s-th RSU, provided that k lies in the set
{1, . . . , Ms

v}. The demand profile of the v-th vehicle comprises
the probabilities {ρk

v }M
k=1 that it requests k ∈ {1, . . . , M} data

items, in addition to the probability of demand of the m-th
data item, pm

v , m = 1, . . . , M. In contrast with traditional ap-
proaches, e.g., [13], [15], the probabilities {pm

v } enable us
to consider an enhanced demand profile wherein not only
the probability that a particular vehicle demands k items is
given, but also the probabilities that a particular combination
of k items is requested by this vehicle. To characterize this
profile, we note that, for each number of demands k, there
are Gk = (M

k

)
combinations of data items that the v-th vehi-

cle may request. Let the i-th combination of the k requested
files be indexed by Aik = {li1, li2 , . . . , lik }, and let qi

vk denote
the conditional probability that the v-th vehicle requests the

items in Aik , i ∈ {1, . . . , Gk}. Assuming that the requests are
independent yields

qi
vk =

∏
l∈Aik

pl
v

∏
r /∈Aik

(
1 − pr

v

)
. (5)

Now, since the v-th vehicle will be connected to the s-th
RSU for τ s

v seconds, the maximum number of data items
guaranteed to be delivered to the v-th vehicle by this RSU
when all requested data items are available in the cache is

M̂s
v = min

⎛
⎝
⎢⎢⎢⎣ τ s

v

maxm∈M
(

Cm
rsv

)
⎥⎥⎥⎦ ,

M∑
m=1

xm
s

⎞
⎠ . (6)

In addition to cached items, the v-th vehicle may request
items that are not available in the cache. The RSU will be
able to deliver those items only if the contact time τ s

v ex-
ceeds the time required to deliver the M̂s

v cached items, i.e.,

τ s
v > M̂s

v maxm∈M
(

Cm
rsv

)
. In this case, the maximum number

of uncached data items that can be delivered to the v-th vehicle
can be expressed as

M̃s
v =

⎢⎢⎢⎣τ s
v − M̂s

v maxm∈M
(

Cm
rsv

)
maxm∈M

(
Cm
rsv

+ �m

)
⎥⎥⎥⎦ . (7)

Note that since

⌊
τ s
v

maxm∈M
(

Cm
rsv

)⌋ is an upper bound on M̂s
v ,

M̃s
v ≥ 0.
Combining (6) with (7) yields that the number of guaran-

teed data items that each vehicle can receive is at most

M̄s
v = min

(
M̂s

v + M̃s
v, M

)
. (8)

Using the notation in (5) and (8), we obtain an expression
for the expected total delay in the proactive model. Doing so,
yields

WP
s =

V∑
v=1

⎛
⎝θv

M̄s
v∑

k=1

ρk
v

Gk∑
i=1

qi
vk

∑
l∈Aik

(
Cl

rsv
+ �l (1 − xl

s)

)⎞⎠ ,

(9)
where the superscript P is used to identify the proactive
model. In the expression in (9), the inner summation accounts
for the expected delay incurred by the requests of the v-th
vehicle, averaged over all combinations of data items and
demand profiles whereas the outer summation accounts for the
overall expected delay observed by the vehicles served by the
s-th RSU. We note that the backhaul delay �m is multiplied
by an indicator of whether the m-th item is cached.

Our goal is to find the optimal caching policy, {xm∗
s }m∈M,

for each RSU s ∈ S to ensure that the overall latency is
minimized. Towards that end, we will propose two caching
schemes, namely, non-cooperative and cooperative. In the first
scheme, each RSU determines its optimal caching decision
independently of the decisions of other RSUs. In contrast, in
the second scheme, the RSUs cooperate to reach collective
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caching decisions by updating the users’ profiles by incor-
porating information about their directions, demands and ve-
locities. Numerical results show that the cooperative scheme
significantly outperforms its non-cooperative counterpart.

a) Non-Cooperative Caching Scheme: In this scheme, each
RSU finds its optimal caching decision independently of the
decisions of other RSUs. This is possible because each vehicle
is assumed to have a unique association with a serving RSU.
Hence, for the s-th RSU to determine its optimal caching
policy, it solves the following optimization problem:

min
xm

s

WP
s ,

subject to xm
s ∈ {0, 1},∀m ∈ M,

M∑
m=1

Cmxm
s ≤ Zs. (10)

This problem is in the form of an integer linear program,
that is generally difficult to solve. We note that the quantities
{M̄s

v} depend on the (binary) decision variables {xm
s } as shown

in (8). Hence, it can be seen that this problem is not affine in
the decision variables. In fact, we have the following result,
which is formally proved in Appendix A.

Theorem 1: The caching placement problem in (10) is a
generalization of the knapsack problem.

Proof: See Appendix A. �
The NP-hardness of this problem implies that finding the

global optimal solution {xm∗
s }m∈M of (10) is only possible

for small-to-medium size problems, but computationally in-
feasible for problems with practical sizes. In particular, using
exhaustive search to solve (10) can be readily shown to require
a number of operations that grows super exponentially with
M and V . To show that, we note that in the exhaustive search,
the total expected latency for each candidate solution is calcu-
lated. The algorithm tests all possible combinations of cached
items from the library M, which requires 2M iterations. More-
over, the algorithm tests all possible demand combinations for

all users which requires
∑V

v=1
∑M̄s

v

i=1

(M
i

)
operations. Hence,

the overall complexity of solving (10) with exhaustive search

is O(2M ∑V
v=1

∑M̄s
v

i=1

(M
i

)
).

To overcome the computational difficulty arising from the
NP-hardness of (10), we exploit the structure of (10) to pro-
pose an efficient greedy algorithm which is shown via numer-
ical simulations to yield close to the optimal caching policy.
The use of the greedy algorithm is motivated by the con-
nection between the knapsack problem and the optimization
problem in (10). Towards finding this algorithm, we rewrite
the expected total delay of the s-th RSU in (9) as follows:

WP
s =

V∑
v=1

⎛
⎝θv

M̄s
v∑

k=1

ρk
v

Gk∑
i=1

qi
vk

∑
l∈Aik

(
Cl

rsv
+ �l

)⎞⎠

−
V∑

v=1

⎛
⎝θv

M̄s
v∑

k=1

ρk
v

Gk∑
i=1

qi
vk

∑
l∈Aik

�l x
l
s

⎞
⎠ , (11)

=
V∑

v=1

⎛
⎝θv

M̄s
v∑

k=1

ρk
v

Gk∑
i=1

qi
vk

∑
l∈Aik

(
Cl

rsv
+ �l

)⎞⎠

−
M∑

m=1

⎛
⎝ V∑

v=1

θv

M̄s
v∑

k=1

ρk
v

Gk∑
i=1

IU (m)qi
vk

⎞
⎠�mxm

s , (12)

where for an arbitrary set U we define

IU (m) =
{

1, m ∈ U ,

0, otherwise.
, (13)

and in (12) we use U = Aik . To obtain (12) from (11), we
noted that in the last summation in (11), the caching decision
variable of the l-th data item, xl

s, is weighted by the sum of all
the combination probabilities that contain this item.

In Appendix A, we observed that, for a given value of
M̄s

v , the minimization in (10) is equivalent to a problem

in which
∑M

m=1(
∑V

v=1 θv

∑M̄s
v

k=1 ρk
v

∑Gk
i=1 IAIk (m)qi

vk )�mxm
s

is maximized, thereby giving rise to a standard (0-1)-knapsack
problem. In this problem, a set M containing M items is
given. Associated with each item, m ∈ M, are a value, vm,
and a weight, wm, that account for the benefit and the cost of
adding this item to the knapsack, respectively. The goal in this
problem is to maximize the total value of the selected items
in the knapsack without exceeding its capacity. As shown in
Appendix A, this problem maps directly to the problem in (10)
when M̄s

v is fixed. To see this, in Appendix A we set vm =
(
∑V

v=1 θv

∑M̄s
v

k=1 ρk
v

∑Gk
i=1 IAik (m)qi

vk )�m and wm = Cm. This
observation will enable us to apply standard approaches for
the knapsack problem [31], [32] to obtain good solutions for
the problem in (10).

Among the effective approaches to obtain solutions for the
(0-1)-knapsack problem is the greedy technique. This tech-
nique features low complexity and is known to yield reli-
able, albeit not necessarily optimal, solutions for large scale
problems which are likely to arise in the practical caching
scenarios considered herein.

The philosophy of the greedy technique, which is com-
monly used in solving the knapsack problem [31], is to make
caching decisions successively, starting from the item that
has the largest gain-to-cost ratio. Applying this philosophy
in the current context implies that, at the i-th iteration of
this technique there are M − i members in the set of items
to be considered and the m-th item in this set is included
in the knapsack if it has the largest value of πm = vm/wm.
This process continues until no more items can be included
in the knapsack without exceeding its capacity. The greedy
technique is known to yield locally optimal solutions [31].
Unfortunately, the fact that the value of M̄s

v depends on the
caching decision, prevents this technique from being directly
applied to the problem in (10).

To circumvent this difficulty, we propose an iterative al-
gorithm wherein a feasible vector of caching decisions is
assumed to be given, e.g., xm

s = 0 for every s and m ∈ M.
For these decisions, the value of M̄s

v is calculated and assumed
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constant. The greedy algorithm is then applied to the problem
corresponding to the fixed value of M̄s

v and a new a set of
caching decisions is obtained. These caching decisions are
then used to update the value of M̄s

v and the greedy algorithm
is applied again to the new problem. The algorithm continues
until convergence.

In Section V we will show that the proposed algorithm
yields close-to-optimal caching decisions, but with a signifi-
cantly higher computational efficiency in comparison with the
exhaustive search needed to obtain the optimal decision. In
fact, whereas exhaustive search requires an exponential num-
ber of computations, the proposed algorithm requires only
O(MV + M log M ) per iteration, where MV is the number
of computations required to evaluate each entry of the vector
{πm}M

m=1, and M log M is the complexity of the algorithm
required for sorting this vector. For completeness, the details
of the proposed technique are given in Algorithm 1 above.

b) Cooperative Caching Scheme: In contrast with the non-
cooperative caching scheme, the cooperative counterpart as-
sumes that the RSUs along the freeway cooperate by exchang-
ing information signals. In particular, in this model, the RSUs
update the location, direction and demand profiles of each ve-
hicle using information received from preceding RSUs. This
mechanism incurs negligible communication delay because
of the high speed optical fiber inter-RSUs connections, and
can hence be ignored. The main advantage of this scheme is
that it avoids redundant caching. To see this, we note that
in the non-cooperative scheme each RSU runs its caching
algorithm independently of other RSUs. Hence, a data item
may be cached in a given RSU even though it has been already
downloaded by all users from prior RSUs. Additionally, the
cooperative caching scheme invokes the updated profiles to
modify the caching priority. For instance, if a data item has
already been downloaded by the majority of users from prior
RSU, its caching gain in subsequent RSUs is reduced.

The main assumption in the freeway model is that each
user enters the freeway with a probability θv , i.e., θv is the
probability that the v-th vehicle was in the coverage area of
the first RSU. In the cooperative scheme, the probability that
the v-th vehicle lies in the coverage area of subsequent RSUs

is deterministic with Boolean values. Enabling this feature
increases the certainty of the vehicles’ locations, and improves
the caching efficiency. That is, once a vehicle enters the free-
way, it is expected to continue travelling along it indefinitely.
Note that this model does not consider the possibilities that
vehicles enter or exit the freeway between consecutive RSUs.
These possibilities will be addressed in the City Model con-
sidered in the next section.

To characterize the cooperative caching scheme, we define
the indicator function Cv (s) to be

Cv (s) =
⎧⎨
⎩

1, if the v-th vehicle lies in coverage
area of the s-th RSU

0, otherwise .

(14)

Note that the freeway assumption implies that Cv (s) =
Cv (s − 1) for all s ∈ {2, . . . , S}. We also define the set of the
data items downloaded by the v-th vehicle from the s-th RSU
as

Ms
v = {

m|the v-th vehicle received item m from RSU s
}
.

To provide the s-th RSU with information about the prior
demands of the vehicles, we use pvs to denote the updated
demand profile of vehicle v ∈ V when it lies within the cover-
age region Cv (s). To obtain this profile, the s-th RSU updates
the demand profile from pv(s−1) to pvs, the RSU assumes
that a data item that has already been downloaded by the
v-th vehicle by the preceding RSU is unlikely to be requested
by the same vehicle from the current RSU. This assumption
can be mathematically characterized by setting pm

vs = 0, ∀m ∈
Ms−1

v , and leaving the remaining entries of pvs unchanged,
apart from necessary scaling, that is, we set

pm
vs = γvs pm

v(s−1), ∀m ∈ M \ ∪s−1
r=1Mr

v, (15)

where γvs is a scaling factor that ensures that∑
m∈M\∪s−1

r=1Mr
v

pm
vs = 1. (16)

Note that the profile updating procedure described in (15)
takes into consideration all the data items that have been
downloaded by each vehicle v ∈ V since it entered the free-
way.

For (16) to be satisfied, it can be readily seen that the value
of γvs in (15) must be given by

γvs = 1

1 −∑
m∈M\∪s−1

r=1Mr
v

pm
v(s−1)

.

Hence, we have

pm
vs = pm

v(s−1)

1 −∑
m∈M\∪s−1

r=1Mr
v

pm
v(s−1)

. (17)

From (17) it can be inferred that the demand profile up-
dating procedure will assign higher priority to the caching
of data items that have not been previously downloaded,
thereby avoiding the caching redundancy that arises in the
non-cooperative scheme described in Section III-A1a.
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Using the updated demand profiles (17), we obtain condi-
tional probabilities for the possible combinations of data items
analogous to the one given in (5). In particular, the updated
conditional probabilities for the s-th RSU can be expressed as

qi
vsk =

∏
l∈Aik

pl
vs

∏
r /∈Aik

(
1 − pr

vs

)
. (18)

Note that, unlike its non-cooperative counterpart, in the co-
operative caching scheme the conditional probabilities are
indexed by s, that is the formulation is not identical for each
RSU. Proceeding as in the non-cooperative case, we have for
the reactive cooperative model, the total expected delay is
given by

W CO−R
s =

V∑
v=1

Cv (s − 1)
Ms

v∑
k=1

ρk
v

Gk∑
i=1

qi
vsk

∑
l∈Aik

(
Cl

rsv
+ �l

)
,

(19)
whereas for the proactive cooperative model, the total ex-
pected delay is given by

W CO−P
s =

V∑
v=1

Cv (s − 1)
M̄s

v∑
k=1

ρk
v

Gk∑
i=1

qi
vsk

×
∑

l∈Aik

(
Cl

rsv
+ �l (1 − xl

s)

)
. (20)

Note that W CO−R
s and W CO−P

s are the respective analogs of
their non-cooperative counterparts in (21) and (9), but with θv

replaced with Cv (s − 1) and qi
vk replaced with qi

vsk .
Similar to the non-cooperative model, our goal in the co-

operative case is to determine the optimal caching policy,
{xm∗

s }m∈M. However, in this model, the RSUs solve their
respective optimization problems sequentially, using updated
profiles, rather than independently using the original profiles.
In other words, in this model, every RSU keeps a record of
the data items downloaded by each vehicle and passes this
information to the following RSU along the freeway.

The objective of the optimization problem of each RSU
is given by the total expected delay in (20), with constraints
identical to the ones in (1) and (2). Analogous to the non-
cooperative case, these optimization problems possess the
knapsack structure when Ms

v is fixed, cf. Theorem (1), and
can hence be solved using Algorithm 1. Using this observation
we now propose a caching policy for the cooperative caching
scheme. In this policy, the first RSU on the freeway, i.e., s = 1,
uses Algorithm 1 to find its caching policy. For the remaining
RSUs, each uses Algorithm 1 but with the profiles it updated
using the information it received from the previous RSU. This
sequential scheme is summarized in Algorithm 2.

2) REACTIVE NETWORKS
A reactive network can be considered as a special case of the
corresponding proactive network when the cache memory is
set to zero, i.e., xl

s = 0. Using (9), the total delay of all vehicles

when served by the s-th RSU is given by

WR
s =

V∑
v=1

⎛
⎝θv

Ms
v∑

k=1

ρk
v

Gk∑
i=1

qi
vk

∑
l∈Aik

(
Cl

rsv
+ �l

)⎞⎠ , (21)

where R is used to identify the reactive model. The inner
summation is analogous to its counterpart in the proactive
model in (9), but with xl

s = 0, and Ms
v is defined in (4).

B. CITY SYSTEM MODEL AND FORMULATION
The freeway model can be considered as a special case of
the city model. Alternatively, a path in the city model can be
represented as a concatenation of freeways, each with its own
velocity, contact time, and number of data items that can be
reliably delivered, cf. Section III-A. Using this representation
will enable us to carry forward the methodology developed
for the freeway model to the relatively involved Manhattan
city model, allowing users to have different velocities and
contact times on each road. To characterize the city model,
we consider a city in which the vehicles follow a Manhattan
city model, cf. Fig. 2 wherein the vehicles traverse a uni-
form grid of horizontal and vertical bidirectional streets [33].
Herein, we assume that the vehicles use the global position-
ing system (GPS) to determine the fastest path to travel to
their prescribed destinations. For each street in the grid there
are S RSUs, which are assumed to be equidistantly spaced.
When the streets are in the free-flow state, the velocities of
the vehicles can be modelled as random variables that follow
the truncated Gaussian distribution in (3), analogous to the
freeway model. However, in the city model, the streets are
prone to congestion, causing the velocities of the vehicles to
depend on each other. In this case, all vehicles in the zone
with congested flow can be assumed to have the same veloc-
ity which is uniformly distributed over [ūmin, ūmax] [34]. We
assume that each vehicle maintains its assigned velocity uv

while traveling across the coverage area of the closest RSU.
However, uv can be different for each street depending on
the traffic state [17]. Each RSU receives statistical informa-
tion from the network coordinator about each vehicle that
will be passing by its coverage zone. Such information may
include the direction, velocity, and demand profile of each
vehicle. Having described the model under consideration, in
the following sections, two types of caching schemes will be
considered, viz., non-cooperative and cooperative.
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1) A NON-COOPERATIVE (NON-CLUSTERED) CACHING
SCHEME
Analogous to the freeway model, we develop a non-
cooperative scheme for the Manhattan city model considered
in this section. A distinguishing feature of this model is the
bidirectionality of its roads and the fact that each vehicle
can select one of multiple routes between the starting and
end points. These routes may have different traffic conditions
which usually influence the way in which the vehicle favours
a particular route. Information pertaining to traffic conditions
are provided to each vehicle by the GPS, and this information
is subsequently relayed to the network coordinator. For sim-
plicity, in the current model, we assume that once a vehicle
chooses a path, it stays in this path until it reaches the desti-
nation. Unlike the freeway model, the intersections of routes
in the city model give rise to conflicting objectives at each
RSU. For instance, due to channel conditions, an RSU may be
inclined to cache particular data items for vehicles traversing
its coverage region in the East-West direction, even though ve-
hicles traversing the same region in the North-South direction
may have already experienced intolerable delays along their
paths. The goal in this section is to account for such conflicts
in making caching decisions at each RSU.

Towards accounting for decision conflicts at the RSUs,
we assume that the network coordinator uses the informa-
tion about the path chosen by each vehicle to determine its
expected velocity and contact time with the RSUs along its
path. For instance, in congested sections, the slow speed of
vehicles will result in large contact times with the RSUs lying
in this section. The channel conditions in such sections can be
favourable, resulting in high data rates, or poor, resulting in
outages.

To alleviate caching decision conflicts, we will focus on
minimizing the worst case latency experienced by each ve-
hicle along its entire path. In particular, using Cv (s) in (14),
the path of the v-th vehicle, Sv , v ∈ V can be characterized by
the RSUs lying along this path, where

Sv = {s|Cv (s) = 1}, ∀v ∈ V .

To obtain expressions for the expected latency experienced
by the v-th vehicle, we modify the expressions obtained
in Sections III-A2 and III-A1 to account for entire path
of each vehicle. For reactive networks, this latency can be

expressed as DR
v = ∑

s∈Sv

∑Ms
v

k=1 ρk
v

∑Gk
i=1 qi

vk

∑
l∈Aik

( Cl
rsv

+
�l ) (cf. (21)), whereas for proactive networks, this latency
can be expressed as (cf. (9))

DP
v =

∑
s∈Sv

M̄s
v∑

k=1

ρk
v

Gk∑
i=1

qi
vk

∑
l∈Aik

(
Cl

rsv
+ �l (1 − xl

s )

)

=
∑
s∈Sv

⎛
⎝ M̄s

v∑
k=1

ρk
v

Gk∑
i=1

qi
vk

∑
l∈Aik

(
Cl

rsv
+ �l

)⎞⎠

−
M∑

m=1

∑
s∈Sv

( M̄s
v∑

k=1

ρk
v

Gk∑
i=1

IU (m)qi
vk

)
�mxm

s (22)

=
∑
s∈Sv

⎛
⎝ M̄s

v∑
k=1

ρk
v

Gk∑
i=1

qi
vk

∑
l∈Aik

(
Cl

rsv
+ �l

)⎞⎠− Tr(BT
v X ),

(23)

where IU (m) in (22) is defined in (13). In (23) X is the matrix
containing the caching decisions xm

s ,∀m ∈ M, s ∈ S and the
sm-th element of the matrix Bv is given by

bm
vs =

⎛
⎝ M̄s

v∑
k=1

ρk
v

Gk∑
i=1

IU (m)qi
vk

⎞
⎠�m. (24)

Note that, in the expressions of DR
v and DP

v , the location
probabilities {θv} are set to 1, since in the city model, we
assume that the entire path, Sv , of every vehicle v ∈ V is
known a priori.

In the scheme described in this section, the RSUs do not
cooperate, whence each RSU either serves its connected vehi-
cles from its local cache, or delivers the requested data items
from the network backhaul with higher latencies. Analogous
to the case of the freeway model, our goal in the city model is
to determine the optimal caching policy, {xm∗

s }m∈M,s∈S . How-
ever, unlike the case of the freeway model, in the city model,
the goal is to minimize the maximum overall latency expected
by any vehicle, thereby providing a performance guarantee for
the entire system. This goal can be achieved by minimizing a
tight upper bound on the expected delay of any vehicle. This
can be expressed using the following optimization problem:

min
t,X

t,

subject to t ≥ DP
v , v = {1, . . . ,V },

xm
s ∈ {0, 1},∀m ∈ M,∀s ∈ S,

M∑
m=1

Cmxm
s ≤ Zs,∀s ∈ S. (25)

In this formulation, the variable t acts as the upper bound on
all the latencies in the network. That is, after solving this prob-
lem, the optimal t will be equal to the delay of the vehicle with
maximum latency. Unfortunately, this problem constitutes a
mixed integer linear program, which generally difficult to
solve. In fact, in Appendix B we prove the following lemma.

Lemma 1: The caching placement problem in (25) is a
generalization of multidimensional knapsack problem.

Proof: See Appendix B. �
To overcome the computational difficulty arising from the

NP-hardness of (25). We resort to the convex relaxation
whereby the Boolean constraint on xm

s in (25) is removed, i.e.,
xm

s ∈ [0, 1]. When M̄s
v is given and {xm

s } are assumed contin-
uous, the problem in (25) is linear, and can be solved using
standard solvers, e.g., CVX [35]. This relaxation has been
commonly used for solving integer linear programs, e.g., [36],
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and readily yields both a feasible solution and a lower bound
on the maximum delay of the network. Although the lower
bound is not necessarily achievable it provides a benchmark
on the minimum maximum delay.

To find a set of good feasible caching decisions, we pro-
pose an iterative algorithm analogous to the ones used in
the freeway model. We begin from an initial feasible vec-
tor of caching decisions, e.g., xm

s = 0,∀s ∈ S, m ∈ M, and
use (8) to determine the corresponding value of M̄s

v . Now,
we fix M̄s

v and solve (25), but with the Boolean constrained
relaxed. The continuous solutions generated by the relaxed
problem are rounded and violated constraints are eliminated
by setting the corresponding caching decision to zero. The
remaining caching decisions will be feasible. The value of
M̄s

v is updated. This procedure is summarized in the following
algorithm. In each iteration of Algorithm 3, the continuous
solution generated by the solver is denoted by X̂ , whereas the
rounded solution is denoted by X = 	X̂
. We note that, for
a given M̄s

v , the solution of the relaxed problem constitutes
a lower bound on the minimum maximum latency, whereas
the latency corresponding to the rounded caching decisions
constitutes an upper bound on this latency. Hence, a small gap
between these latencies implies that the rounded decisions are
close to optimal. However, the converse is not necessarily true.

2) A COOPERATIVE (CLUSTERED) CACHING SCHEME
Unlike its non-cooperative counterpart, in the cooperative
caching scheme the RSUs share their cached data items with
an elect group of RSUs. In particular, in this scheme the RSUs
in the system are partitioned into non-overlapping clusters. An
RSU collaborates with other RSUs in the cluster to serve not
only the vehicles directly connected to it, but also the vehicles
connected to other members of the cluster. The assumption
that underlies this scheme is that the time latency required
to deliver a data item available in the cluster is less than the
latency required to deliver the item from the backhaul network
without any caching.

As an example, we consider a cluster that consists of three
RSUs, viz., {s1, s2, s3}. Suppose now that the v-th vehicle,
which is connected to RSU s1, requests the m-th data item.
First, RSU s1 consults its local cache for the requested item.
If this item is found, RSU s1 delivers it with latency Cm

rsv
. If,

however, RSU s1 does not find the data item in its local cache,
it consults the caches of the other RSUs in the cluster, i.e.,
s2 and s3. If found at this stage, the item is delivered with

latency
(

Cm
rsv

+ dm

)
, where dm is the time needed to fetch

the m-th data item from the common storage of the cluster.
Finally, if the requested data item is not found in the cache
of any of the members of the cluster, it will be delivered to
the vehicle from the backhaul network, incurring a latency of(

Cm
rsv

+ �m

)
, where �m > dm. We note that in this scheme,

the RSUs share data traffic among each other. Hence, in this
case, the communication delay, dm, between the RSUs cannot
be ignored. This is in contrast with the cooperative scheme
in the freeway model in which the RSUs share only traffic
information, rather than data, signals. We also note that the
delay, dm, automatically takes into consideration the energy
consumed for inter-RSU communication. To see this, we note
that dm can be expressed as the quotient of the size of the
desired data item and the data communication rate, which is
a function of consumed energy and the modulation schemes
used for communication.

To characterize this model, we assume that the system con-
sists of Nc clusters, which are denoted by 	i, i = 1, . . . , Nc.
The number of RSUs in the i-th cluster is denoted by |	i|.
Let α

s j
1 denote the maximum latency incurred by deliver-

ing any data item directly from RSU s j to the v-th vehi-

cle, that is, α
s j
1 = maxm∈M

(
Cm
rs jv

)
. Analogously, we let α

s j
2 =

maxm∈M
(

Cm
rs jv

+ dm

)
denote the maximum latency incurred

by delivering any data item from a cluster member other than
the RSU to which the v-th vehicle is connected. Finally, we

let α
s j
3 = maxm∈M

(
Cm
rs jv

+ �m

)
denote the maximum latency

incurred by delivering any data item from the backhaul net-
work. Using these expressions, we obtain the largest number
of guaranteed data items that can be delivered to each vehicle.

As in previous scenarios, we assume that the contact time
between the v-th vehicle and RSU s j is τ

s j
v . Hence, the max-

imum number of data items that can be guaranteed to be
delivered to the v-th vehicle from the cache of RSU s j is
given by

N̂
s j
v = min

(⌊
τ

s j
v

α
s j
1

⌋
,

M∑
m=1

xm
s j

)
, (26)

where the first term accounts for the number of data items
that can be transferred during the contact time and the second
term accounts for the number of items available in the cache of
RSU s j . Hence, the time required to transfer the N̂

s j
v data items

is N̂
s j
v α

s j
1 . If τ

s j
v > N̂

s j
v α

s j
1 , the RSU will be able to deliver
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at most 	 τ
s j
v −N̂

s j
v α

s j
1

α
s j
2

� data items from the cluster, provided

that this number is less than the number of items cached in
the cluster, excluding RSU s j . Hence, the maximum number
of data items to be transferred from the cluster 	i can be
expressed as

N̄
s j
v = min

⎛
⎝⌊τ

s j
v − N̂

s j
v α

s j
1

α
s j
2

⌋
,
∑
	i\s j

M∑
m=1

xm
s

⎞
⎠ . (27)

Finally, if the contact time τ
s j
v exceeds the required time to de-

liver the (N̂
s j
v + N̄

s j
v ) cached data items, i.e., τ

s j
v > (N̂

s j
v α

s j
1 +

N̄
s j
v α

s j
2 ), the maximum number of uncached data items that

can be delivered from the backhaul network to the v-th vehicle
can be expressed as

Ñ
s j
v = max

(⌊
τ

s j
v − (N̂

s j
v α

s j
1 + N̄

s j
v α

s j
2 )

α
s j
3

⌋
, 0

)
. (28)

Combining (26), (27) and (28), it can be seen that the maxi-
mum number of data items guaranteed to be delivered to the
v-th vehicle when connected to the RSU s j in cluster 	i is
given by

N
s j
v = min

(
N̂

s j
v + N̄

s j
v + Ñ

s j
v , M

)
. (29)

To obtain expressions for the expected latency experienced
by the v-th vehicle, we modify the expressions obtained in
Section III-B1 to account for the entire path of each vehicle.
For reactive networks, this latency can be expressed as in the
non-cooperative scheme in the city model in Section III-B1,

that is, DR
v = ∑

s∈Sv

∑Ms
v

k=1 ρk
v

∑Gk
i=1 qi

vk

∑
l∈Aik

( Cl
rsv

+ �l ). In
contrast, for proactive networks, this latency is given by

DCl−P
v =

∑
s∈Sv

Ns
v∑

k=1

ρk
v

Gk∑
i=1

qi
vkt s

i,k, (30)

t s
i,k =

∑
l∈Aik

(
xl

s

(
Cl

rsv

)
+
(

1− xl
s

)
IU

⎛
⎝∑

	\s

xl
s

⎞
⎠(Cl

rsv
+ dl

)

+
(

1 − IU

(∑
	

xl
s

))(
Cl

rsv
+ �l

))
, (31)

where IU (m) is the indicator function defined in (13), and here
we set U = [1,∞). The first term in (31) accounts for the time
required to transfer the l-th data item in the i-th combination
in Aik to the v-th vehicle, when the item is cached at the s-
th RSU to which the vehicle is connected. The second term
accounts for the time required to transfer the l-th data item
to the v-th vehicle, when a copy of this item is available at
the cluster, 	, but not at the s-th RSU to which the vehicle
is connected. In this term, the function IU (

∑
	\s) serves as

an indicator which yields a value 1 if a copy of the requested
resides in the set 	 \ s, and yields a value 0 otherwise. Finally,
the last term represents the case where no RSU in the cluster

has the requested data item and the item should be fetched
from the backhaul network with more latency.

a) The Case of Two RSUs per Cluster: The expressions
in (30) and (31) capture the latency involved in transferring
data items in a system with an arbitrary number of clusters and
an arbitrary number of RSUs in each cluster. This expression
can be significantly simplified if each cluster contains two
RSUs, say s and s̄, where s is the RSU connected directly to
the vehicle under consideration and s̄ is other RSU in the clus-
ter, i.e., s ∪ s̄ = 	. In particular, suppose that a given cluster
contains the RSUs si and si+1. Then for the path of vehicle v,
Sv , we may have s = si and s̄ = si+1, whereas for the path of
vehicle v′, Sv′ , we may have s = si+1 and s̄ = si. Using this
notation, it can be readily verified that the expression in (30)
reduces to:

DCl−P
v =

∑
s∈Sv

Ns
v∑
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ρk
v

Gk∑
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qi
vk

∑
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l
s − (�l − dl )x

l
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l
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l
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(
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rsv
+ �l
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(32)
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s xm
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where IU (m) in (33) is defined in (13). Let the coefficient of
xm

s be denoted by bm
1vs, where

bm
1vs =

⎛
⎝ Ns

v∑
k=1

ρk
v

Gk∑
i=1

IU (m)qi
vk

⎞
⎠�m, (34)

and the coefficient of xm
s̄ be denoted by bm

2vs̄, where

bm
2vs̄ =

⎛
⎝ Ns

v∑
k=1

ρk
v

Gk∑
i=1

IU (m)qi
vk

⎞
⎠ (�m − dm). (35)

The cache-sharing feature underlying the proposed clustering
scheme enables the RSUs to cooperate to serve the vehicles
connected to the cluster. Consequently, the latency of deliver-
ing data items to each vehicle is reduced in comparison with
the non-cooperative scheme, i.e., when each cluster contains
one RSU. The cooperation in this scheme gives rise to a
conflict of interest wherein each RSU must decide whether
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to favor serving the vehicles directly connected to it or the
vehicles in the coverage area of the other RSUs in the cluster.

Analogous to the case of the non-cooperative scheme in
the city model, our goal herein is to determine the optimum
caching policy that minimizes the maximum overall latency
expected by any vehicle. Hence, we will use an optimization
framework analogous to the one used in the non-cooperative
scheme in (25), but with the latency expression in (33). In
other words, the set of constraints in (25) will be replaced with
the following set:

t ≥ DCl−P
v , v = {1, . . . ,V }. (36)

Analogous to the argument used to prove Lemma 1, it can
be verified that the optimization problem resulting from re-
placing (25) with (36) is NP-hard. In particular, when xm

s̄ = 0,
∀m ∈ M, the cooperative scheme corresponding to the set
of constraints in (36) reduces to the non-cooperative scheme
corresponding to (25), which is shown in Lemma 1 to be
NP-hard.

One approach to obtain a good feasible solution of the op-
timization problem corresponding to the cooperative scheme
is to relax the binary constraints, solve the resulting opti-
mization problem and round the decision variables, as in the
non-cooperative scheme. However, this approach is difficult
to implement due to the non-convexity of the relaxed opti-
mization problem. To circumvent this difficulty, we consider
all possible cases of xm

s and xm
s̄ in (33). When xm

s = xm
s̄ = 0,

there is no caching for the m-th data item and latency assumes
the largest possible value. When xm

s = 1 and xm
s̄ = 0, the m-th

data item is cached by the RSU directly connected to the
v-th vehicle, and the latency is given by the first two terms.
When xm

s = 0 and xm
s̄ = 1, the m-th data item is cached by

the RSU not directly connected to the v-th vehicle, and the
latency is given by the first and third terms. Finally, when
xm

s = xm
s̄ = 1, the last two terms will cancel, and the latency

is given by the first two terms, as in the case with xm
s = 1

and xm
s̄ = 0, however with the penalty that the m-th data item

is cached in the cluster, but without contributing to latency
reduction. From this observation, it can be seen that without
loss of optimality, it suffices to restrict ourselves to the case
in which xm

s xm
s̄ = 0, which implies that each file is at most

cached once in each cluster. Since xm
s , xm

s̄ ∈ {0, 1}, this con-
straint can be expressed in the alternate form xm

s + xm
s̄ ≤ 1,

which is linear and significantly easier to incorporate in the
optimization framework. Summarizing, the expression in (33)
can be written as

D̄Cl−P
v = G(Ns

v ) −
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s∈Sv
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−
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)⎞⎠ . (38)

Now assuming that Ns
v is given renders the problem in (37)

linear and in the form of the multidimensional knapsack prob-
lem. Towards minimizing the average latency, we proceed in a
fashion similar to the one used in the non-cooperative caching
scheme in the city model III-B1. We relax the Boolean con-
straint on xm

s in (37) to be xm
s ∈ [0, 1], and assume that Ns

v is
given. The resulting linear program is solved using standard
solvers and the solutions are rounded to yield feasible caching
decisions.

min
t,X

t,

subject to t ≥ D̄Cl−P
v , v = {1, . . . ,V },

xm
s ∈ [0, 1],∀m ∈ M,∀s ∈ S,

xm
s + xm

s̄ ≤ 1,∀m ∈ M,∀s, s̄ ∈ 	

M∑
m=1

Cmxm
s ≤ Zs,∀s ∈ S. (39)

Similar to the iterative algorithm proposed in the non-
cooperative scheme, we begin with an initial caching place-
ment of xm

s = 0, ∀m ∈ M,∀s ∈ S . Using (29), we determine
the corresponding value of Ns

v . Using CVX, a set of caching
decisions {xm

s } is obtained. These caching decisions are then
used to update the value of Ns

v and the algorithm is applied
again to solve the problem. The details of this algorithm are
summarized in Algorithm 4.

IV. COMPLEXITY ANALYSIS
In this section, we provide the complexity of the considered
algorithms. The complexity of all exhaustive search algo-
rithms is exponential. To see that, we note that finding the
optimum solutions for the non-cooperative scheme in (10) and
the cooperative scheme in (20) requires testing all possible
combinations of cached items from the library M, which
requires 2M iterations, and all possible demand combina-

tions for all users, which requires
∑V

v=1
∑M̄s

v

i=1

(M
i

)
operations.

Hence, the overall complexity of solving (10) or (20) with
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TABLE 1. Complexity of Exhaustive Search Algorithms

TABLE 2. Complexity of Proposed Algorithms

exhaustive search is O(2M ∑V
v=1

∑M̄s
v

i=1

(M
i

)
). For the non-

clustering scheme, this complexity is multiplied by S, whereas
for the clustering scheme, exhaustive search requires testing
all possible caching decisions within the cluster. Hence, the
previous complexity is multiplied by 2|	|. These complexities
are summarized in Table 1.

The complexity of the proposed (sub-optimal) algorithms
are given in Table 2. These algorithms have polynomial com-
plexity and hence practical for medium-to-large networks. In
particular, the greedy algorithms, i.e., Algorithms 1 and 2,
can be readily seen to require only O(MV + M log M ) per
iteration, where MV is the number of computations required
to evaluate each entry of the vector {πm}M

m=1, and M log M is
the complexity of the algorithm required to sort this vector.
For the relaxation-based algorithms, i.e., Algorithms 3 and 4,
every iteration requires a number of multiplications equal to
the square of the number of variables multiplied by number of
constrains [35], which yields the last two entries of Table 2.

V. NUMERICAL RESULTS AND DISCUSSION
In this section, we compare the performance of the schemes
proposed in Sections III-A and III-B with the corresponding
reactive baseline scheme. For each scenario, we use exhaus-
tive search to obtain the optimum solution. Throughout, the
library is assumed to contain M = 20 data items. In each
instance, we assume that the size, Cm, of the m-th item is a ran-
dom variable uniformly distributed over [100,1000] Mbytes.
The rate provided by the s-th RSU to the v-th vehicle, rsv , is
assumed to be a random variable that is uniformly distributed
over the interval [100,1000] Mbytes/sec. The time �m needed
to fetch the m-th data item from the backhaul network is
generated randomly from the interval [0.1,5] seconds. The de-
mand profiles, pv, v ∈ V and the probabilities {ρk

v }M
k=1 that the

v-th vehicle requests k ∈ {1, . . . , M} data items are modelled
using the Zipf distribution [37]. Data items generated by this
distribution are randomly permuted to model the non-identical
interests of the vehicles in the system.

FIGURE 3. Non-cooperative and cooperative caching in the freeway
model. Impact of velocity on rate neglected.

A. FREEWAY SCENARIO
In this example, we consider a case with S = 2 RSUs, each
with a coverage distance Ls = 50 m and serving V = 5 ve-
hicles. The probabilities of entering the freeway, {θv}, are
random and uniformly distributed over [0, 1]. The velocities
of the vehicles uv, v ∈ V are generated using the truncated
Gaussian distribution in (3) with mean μ = 65, variance σ 2 =
10, minimum velocity umin = 10 km/h and maximum velocity
umax = 120 km/h. The entries of the contact time vectors
τs,∀s ∈ S , can be readily computed. In particular, τ s

v = Ls
uv

.

1) NON-COOPERATIVE VS. COOPERATIVE CACHING
Fig. 3 shows the expected time per file for different schemes
versus the cache size Zs. The reactive baseline scenario has
the worst performance due to absence of caching. For the
non-cooperative caching scheme, each RSU takes its decision
independently, neglecting previous information about demand
and location statistics. The figure shows that the expected time
decreases as the RSU cache size increases. For instance, at
cache size of 4 GB, the caching gain is 37.5%. This gain
increases to 50% when the cache size increases to 10 GB.
For the cooperative caching scheme, each RSU collaborates
with the previous RSUs to update its information about the
mobility patterns of the vehicles and demand history. This
collaboration allows the RSUs to increase the certainty about
the users behaviours and enhance their caching decisions. It
is noticeable that cooperative caching outperforms its non-
cooperative counterpart at all cache sizes. For instance, at a
cache size of 4 GB, the cooperative caching scheme achieves
a caching gain of 50% in comparison with the 37.5% achieved
by the non-cooperative scheme at the same cache size. Finally,
we note that the proposed sub-optimal greedy algorithms, viz.,
Algorithms 1 and 2 achieve a performance close to that of the
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FIGURE 4. Proposed algorithms and popular caching policy in the freeway
model. Impact of velocity on rate neglected.

optimal, albeit computationally intensive, exhaustive search
algorithms.

2) PROPOSED ALGORITHMS VS. TRADITIONAL CACHING
POLICY
In this example, we compare the performance of the pro-
posed algorithms with that of the widely used popular files
caching policy [13] in which the RSUs ignore traffic condi-
tions and base their caching decisions solely on prior users’
requests [13]. Towards that end, in Fig. 4 we plot the ex-
pected latency versus the cache size when the number of
users is V = 40. For this number of users, exhaustive search
is computationally infeasible. Hence, a comparison with its
performance is not presented in this figure. From Fig. 4 it can
be seen that, all the considered algorithms feature a latency
decrease as the cache size increases. However, the proposed
algorithms significantly outperform the popular files caching
policy. This is largely because the proposed algorithms take
into consideration, not only the demand history of the users, as
does the popular file caching policy, but also the mobility pat-
terns and traffic conditions. For instance, Fig. 4 shows that the
popular files caching policy has a latency advantage of about
15.8% over the reactive baseline when the cache size is 4 GB.
In contrast, the advantage of the proposed non-cooperative
(Algorithm 1) and cooperative (Algorithm 2) schemes at the
same cache size 4 GB is about 30.5% and 42%, respectively.

3) VELOCITY VS. LATENCY
To incorporate the impact of velocity on latency in the pres-
ence of caching, we use the simulation-based results reported
in [38] pertaining to achievable throughput of LTE-based sys-
tems operating in high mobility environment. The impact of
caching in this case are given in Fig. 5. In this figure, the
expected latency per file is plotted against the velocity when

FIGURE 5. Velocity vs latency at cache size 4 GB in the freeway model.

the cache size is 4 GB for the proposed non-cooperative and
cooperative algorithms. For comparison, the latency of the
reactive baseline is also plotted. It can be seen from Fig. 5
that the latency of all algorithms increase with velocity. For
instance, for the non-cooperative algorithm, the caching gain
over the reactive baseline is around 38.5% when the velocity
is 80 km/h. This gain increases to 48% for the cooperative
scheme. This figure highlights the fact that negative impact
of velocity on latency can be alleviated by using proactive
caching at the RSUs. In other words, caching at the RSUs
reduces the delay associated with transferring files from re-
mote servers, thereby compensating for the loss in throughput
induced by mobility.

B. CITY MODEL SCENARIO
In this example we consider two scenarios: a non-clustered
caching scheme wherein each cluster contains 1 RSU, and
a clustered caching scheme wherein each cluster contains
2 RSUs. The RSUs have equal coverage distances of Ls =
50 m over each road in the city. The time dm to fetch the
m-th data item form the cluster is generated randomly from
the interval [0.1, 2] seconds. For simplicity, we consider the
presence of 3 vehicles, v1, v2 and v3, travelling between given
starting and end points, as shown in Fig. 2. Three clusters,
	1,	2 and 	3, marked by blue ellipsoids are shown in this
figure. Vehicles v1 and v2 move in the same direction but the
destination of v1 is one coverage area ahead of the destination
of v2. Vehicle v3 moves in the opposite direction. The net-
work coordinator suggests the optimal routes, corresponding
to the minimum travel time, based on the GPS and traffic
information. In the free flow state we assume that vehicles
velocities are generated by a truncated Gaussian distribution
with the same parameters as the freeway model. While in case
of the congested flow, we assume that vehicles velocities are
uniformly distributed over the interval [0, 20] km/h.
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FIGURE 6. Non-clustered and clustered caching schemes in the city model.
Impact of velocity on rate neglected.

1) NON-CLUSTERED VS. CLUSTERED CACHING SCENARIOS
Fig. 6 illustrates the expected delay per file for various caching
schemes versus the cache size Zs. The reactive baseline is
also shown for comparison. In the case of the non-clustered
caching scheme, i.e. with 1 RSU per cluster, each RSU serves
the connected vehicles through its local cache if the requested
data items are cached. Otherwise, the data items are fetched
from the backhaul server with higher latency.

The figure shows that the expected time decreases as the
RSU cache size increases to give a caching gain of 51% at a
cache size of 4 GB for the non-clustered caching scheme. In
contrast, in the case of the clustered scheme, cluster members
can share their local caches to serve the connected vehicles
in the coverage area of the cluster, thereby giving the clus-
tered scheme an advantage over its non-clustered counterpart.
For example, the clustered scheme attains a caching gain of
72% at a cache size of 4 GB, in comparison with the 51%
gain achieved by the non-clustered scheme. Numerical results
show that the caching gain increases with the number of
RSUs per cluster. However, the gain declines as the number
of cached files approaches the size of the library M. Fi-
nally, for all numerical experiments, the proposed sub-optimal
relaxation-based algorithms exhibited close-to-optimal per-
formance albeit with a much smaller complexity.

2) RATE VS. LATENCY
Fig. 7 shows the expected latency per file versus the data rate
at a fixed cache memory of 4 GB for the reactive baseline, and
the non-clustering and clustering algorithms proposed herein.
As seen in Fig. 7, for all considered algorithms, the latency
decreases as the data rate increases. For instance, for the
non-clustering algorithm, the caching gain over the reactive
baseline is about 31.5% when the data rate is 250 MBps.

FIGURE 7. Rate and latency in the city model. Impact of velocity on rate
neglected.

This gain increases to 45% when non-clustering algorithm is
replaced with the clustering one.

A key message that can be inferred from this figure is that
to maintain a certain level of latency in the reactive model,
the data rate must be increased. Unfortunately, this approach
stresses the scarce spectral resources of the network, and may
not be even feasible. Alternatively, the network can employ
caching banks, which are relatively abundant, along with in-
telligent caching strategies that take into consideration the
users’ demand profiles and traffic conditions, as per the phi-
losophy of the proposed algorithms. In other words, this figure
highlights the inherent trade-off between the cache memory
resources and the spectral resources of the network.

3) DIFFERENT TRAFFIC SCENARIOS
In this example, we use the results in [38] to compare the ex-
pected latency of Algorithm 3 (non-clustering) at two different
velocities, i.e., 30 and 60 km/h. This comparison is depicted
in Fig. 8, along with expected latency of the reactive baseline.
This figure shows that, as in case of the freeway model, the
expected latency of the network increases with velocity. For
example, at a cache size of 5GB and a velocity of 60 km/hr,
the expected latency obtained by using Algorithm 3 is about
15.44% higher than the corresponding latency at a velocity of
30 km/h. For both velocities, the expected latency decreases
with cache size.

C. COMPARISON BETWEEN FREEWAY AND CITY MODELS
We provide a comparative discussion on the impact of caching
in the freeway and city models depicted in Fig. 3 and
Fig. 6, respectively. In these figures, the impact of velocity
on throughput is assumed negligible and the average size of
the library is assumed to be 10 GB. Examining the slope
of the latency curves of the clustered algorithm in Fig. 6, it
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FIGURE 8. Different traffic scenarios in the city model.

can be seen that latency exhibits a relatively sharp slope at
small cache sizes, but as the cache size increases, the decrease
in latency becomes marginal. In contrast, Fig. 3 shows that
although the impact of caching on latency is less than its
counterpart in the city model, caching continues to provide
substantial improvement in latency as the cache size increases.
This phenomenon can be attributed to the fact that in the city
model, the impact of caching becomes marginal after most of
the data items have been cached in the cluster. For instance,
when each RSU has cached about 4 GB of the 10 GB data
available in the library. This mechanism is not present in the
freeway model; therein caching is performed by individual
RSUs, which will not be able to cache a significant portion
of the library, whence increasing the cache size in that case
continues to exhibit tangible improvement in latency. Hence,
in conclusion, when the impact of velocity on throughput is
negligible, it is more beneficial to allocate more (clustered)
caching to the city model, but as the number of caching mod-
ule increases, it is more beneficial to allocate these modules to
the freeway model.

In contrast with the case in which the impact of velocity on
the data rate is negligible, when this impact is significant, the
opposite behaviour is observed. In particular, Fig. 5 shows that
caching on freeways is more beneficial than caching in cities.
This can be attributed to the fact that the high velocities typical
of freeways have a negative impact on the data rate. Hence,
using caching at the RSUs can reduce the delay associated
with transferring files from remote servers, thereby compen-
sating for the loss in throughput. Hence, it can be concluded
that when velocity has a significant impact on rate, it is more
beneficial for the network to invest in caching on freeways
than in cities.

VI. CONCLUSION
We developed non-cooperative and cooperative proactive
caching schemes that incorporate user demands and mobility
profiles to minimize the communication latency in VANETs.

In the non-cooperative schemes, the RSUs operate indepen-
dently of each other, whereas in the cooperative schemes
multiple RSUs collaborate to serve the intended users. Our
formulations show that finding the optimal caching decision
is NP-hard. However, the insight gained through these for-
mulations enables us to devise efficient caching algorithms,
which yield close-to-optimal solutions, but at a much lower
computational cost than the corresponding exhaustive search.
Numerical results show that the proactive and cooperative
caching schemes yield significant gains over their reactive and
non-cooperative counterparts.

APPENDIX A
PROOF OF THEOREM 1
We will show that the problem in (10) is a generalization
of the the knapsack problem which is known to be NP-
Complete [31]. The knapsack problem is an integer linear
program, which can be cast in the following form.

max
xm

M∑
m=1

vmxm,

subject to
M∑

m=1

wmxm ≤ W,

xm ∈ {0, 1},∀m ∈ {1, . . . , M}, (40)

where vm and wm are nonnegative weights for all m ∈
{1, . . . , M}.

To prove Theorem 1, it suffices to show that a special case
reduces to (40). We consider the case in which M̄s

v = M in (8)
for all v ∈ V .

In this case, WP
s in (12) can be expressed as
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Using the expression in (41), it can be readily seen that the
optimization problem in (10) is equivalent to the following
optimization problem:

max
xm

s

M∑
i=1

vmxm
s ,

subject to
M∑

m=1

Cmxm
s ≤ Zs,∀s ∈ S,

xm
s ∈ {0, 1},∀m ∈ M,∀s ∈ S, (42)

where vm = (
∑V

v=1 θv

∑M
k=1 ρk

v

∑Gk
i=1 IAik (m)qi

vk )�m. Not-
ing that vm, Cm and Zs are non-negative establishes the equiv-
alence of the special case with the knapsack problem in (40)
by considering wm = Cm and W = Zs. and completes the
proof.
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APPENDIX B
PROOF OF LEMMA 1
To prove this lemma, we will show that a special case of (25) is
equivalent to the multidimensional knapsack problem which
is known to be NP-hard [39]. Towards that end, we note that,
upon solving (25), the variable t can take V possible values,
each corresponding to the latency of one of the V vehicles in
the system. Hence, assuming, without loss of generality, that
the vehicle v1 has the maximum delay, i.e.,

DP
v1

≥ DP
v∈V\v1

, (25) can be written as:

min
X

DP
v1

,

subject to DP
v1

≥ DP
v∈V\v1

,

xm
s ∈ {0, 1},∀m ∈ M,∀s ∈ S,

M∑
m=1

Cmxm
s ≤ Zs,∀s ∈ S. (43)

When M̄s
v = M,∀v ∈ V yields that the constraints are linear

in the binary decision variables, which can be readily cast in
the form of the standard multidimensional knapsack problem.
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