
Received 13 October 2021; accepted 29 October 2021. Date of publication 4 November 2021;
date of current version 7 December 2021. The review of this article was arranged by Editor S. Zhang.

Digital Object Identifier 10.1109/OJVT.2021.3124787

Design and PoC Implementation of
Mmwave-Based Offloading-Enabled

UAV Surveillance System
TAO YU 1 (Member, IEEE), YOSHITAKA TAKAKU1, YOHEI KAIEDA2,

AND KEI SAKAGUCHI1 (Senior Member, IEEE)
1Tokyo Institute of Technology, Tokyo 152-8550, Japan

2Intelligent Systems Laboratory, SECOM Co., Ltd, Tokyo 181-8528, Japan

CORRESPONDING AUTHOR: TAO YU (e-mail: yutao@mobile.ee.titech.ac.jp).

This work was supported in part by the Ministry of Internal affairs and Communications (MIC) of Japan under the Grant 0155-0083,
and in part by SECOM Co., Ltd.

ABSTRACT Among UAV applications, real-time high-resolution video surveillance systems using un-
manned aerial vehicles (UAVs) especially gain our research interests, because high mobilities of UAVs
and high qualities of videos can dramatically improve the surveillance performance and evolve the system,
especially for artificial intelligence (AI)-based monitoring systems. However, it is challenging to transmit
high-resolution videos to ground station in real-time and also impossible to perform AI detection based
on these videos on UAVs. To address the challenges, we propose to take full advantages of mmWave
communications and to apply it into UAV-based surveillance systems to transmit ultra-high-quality and
ultra-high-resolution uncompressed 4 K videos. To increase energy efficiency of UAVs, we propose to offload
all computations via mmWave from UAVs to ground station. Moreover, in addition to design of system
architecture, proof-of-concept (PoC) prototype hardware of the proposed system is practically developed to
demonstrate technical feasibilities of mmWave communication on UAVs and the enhancements to practical
surveillance applications. The practical issues in the implementation and the necessary hardware/software
applied in the prototype system are explained in detail in this paper. An outdoor PoC experiment is conducted,
and the experimental results are consistent with design, so that the effectiveness of the system is confirmed.

INDEX TERMS mmWave, UAV, proof-of-concept, surveillance, 4 K uncompressed video, offloading.

I. INTRODUCTION
Thanks to the increasing miniaturization of electronic com-
ponents and development of high-performance control al-
gorithms in the recent decades, unmanned aerial vehicles
(UAVs), so-called drones, have evolved greatly to be more
and more operable, functional, productive and affordable
than ever before. They are attracting growing interests and
popularities from the fields of academia and industries as
well as from consumers, because UAVs flexibly and un-
precedentedly extend their mobilities from 2D-space to 3D-
space, comparing with the conventional ground mobile robots
or fixed-location robots. Such unique feature makes them
into an ideal platform for varieties of complicated tasks,
such as remote sensing, smart agriculture, precise target

tracking, surveillance, fast-response disaster monitoring and
logistics [1], which were difficult to be accomplished in the
past due to the mobility limitations. UAVs are expected to
have a global market of 127 billion USD by 2027 [2].

In the wide range of applications which will be deeply revo-
lutionized by UAV-based solutions, real-time high-resolution
video surveillance systems using UAVs especially gain our
interests. The widely used conventional video surveillance
systems have to employ surveillance cameras installed in
fixed locations which are pre-configured according to surveil-
lance requirements and scenario, because the cameras are
lacking in mobilities and it is difficult to efficiently transmit
surveillance video to surveillance center from everywhere.
In consequence, the conventional video surveillance systems
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always severely suffer from cameras’ blind spots, owing to the
inappropriate camera location selections and the practically
inevitable view blockages caused unintentionally by e.g. hu-
man and vehicles, or even intentionally by criminals. To ad-
dress the problem of the limited surveillance coverage of con-
ventional surveillance systems, the performance of surveil-
lance systems can be drastically improved by using UAVs
equipped with cameras, sensors and communication modules.
UAVs’ high mobilities make it possible to flexibly avoid any
blockage in view paths, and even to actively track surveil-
lance targets such as intruders. Because of above-mentioned
advantages, UAVs have been applied in ever-large numbers of
aerial surveillance systems such as border and urban monitor-
ing [3]–[5].

With the development of deep learning and computer vi-
sion techniques, full- or semi-artificial intelligence (AI)-based
surveillance solutions are being employed in modern surveil-
lance systems, such as AI-assisted aerial monitoring system
for firefighting [6], hardhat detection system for construction
workers based on surveillance videos by deep learning [7],
and urban surveillance system for vehicle re-identification
and tracking [8]. Compared with manual inspections of huge
amounts of surveillance video by human security men, the AI-
based surveillance is less costly and more efficient. One of the
influencing factors to performance of AI-based surveillance
is the specification of images and videos. Studies have com-
pared effects of different compression algorithms and ratios
on recognition accuracies, and the results show that compres-
sion could deteriorate accuracies, especially when large com-
pression ratios are used [9], [10]. Moreover, compression also
introduces latencies, which is harmful for some surveillance
systems which requires early warnings and responses.

The high energy consumption of AI is also an impor-
tant issue especially for UAV-based surveillances. Experimen-
tal evaluation reports that even processing of low-resolution
(224×224) images by the state-of-the-art neural network
models can consume power as high as tens to hundreds of
watts [11]. Obviously, even higher power would be consumed
by higher specification images and videos, which however
can result in high recognition accuracies. Mobile edge com-
puting (MEC) is a promising solution to improve computa-
tion capability and energy stability of mobile devices such
as UAVs [12]. It offloads computations from devices to MEC
servers with strategies jointly optimized by flight, communi-
cation and offload [13], [14].

Therefore, a high-performance surveillance system is ex-
pected to be realized by taking advantages of UAV, AI-based
detection and MEC. However, to practically implement such
combination, there are still several challenges, of which a cru-
cial one is air-to-ground communication. A high-performance
air-to-ground communication system can bridge the UAVs
and MEC servers, and enable the offloading of high or ultra-
high specification videos, e.g., 4 K video, which contains rich
information about surveillance targets and can consequently
result in better surveillance performance. In micro-wave band,

a wide range of UAV communication systems based on e.g.
IEEE 802.11 families [15], LTE [16], [17] and 5G [18] has
been studied. More detailed literature review about UAV-aided
wireless communications, including network architectures,
channel characteristics and new opportunities, is given in [19].
Compared with the terrestrial communications, aerial environ-
ments lack obstacles. Such characteristic makes the attenua-
tion of interference very slow, which greatly constraints the
channel capacity. Recently, the millimeter-wave (mmWave)
band, which is mainly used for short-range or line-of-sight
(LOS) communication in terrestrial system, has also been
investigated for UAV communications because of its capa-
bility for ultra-high-speed and ultra-low-latency communica-
tions [20], [21].

Research efforts have been made for wireless transmis-
sion of video from multiple UAVs. To increase the spectrum
efficiency, in [22], an in-band full-duplex multi-UAV com-
munication system with for video surveillance is developed,
in which both ground station and UAVs are equipped with
high-gain directional antennas. UAV placement and routes
optimization algorithms were proposed to provide reliable,
real-time, and feasible video transmission in a heterogeneous
communication environment in a smart city in [23]. A cooper-
ative UAV video transmission scheme is proposed in [24] by
energy-efficient routes and UAV replacement. In [25], a UAV-
based secure transmission for scalable videos in hyper-dense
networks via caching with small pressure of wireless backhaul
is studied.

Other than studies of theoretical exploration, experimental
investigations were also conducted on several UAV testbeds to
evaluate practical performances. In [26], a testbed for UAV-to-
car communication was built, and the impacts of position and
antenna orientation/location on performance were measured
at 5 GHz band using IEEE 802.11. In [27], an indoor beam-
tracking testbed was built for connected robot and UAV over
mmWave communications. A prototype of UAV controlled
over LTE was demonstrated, and feasibilities of the exist-
ing LTE as UAV communication infrastructure were evalu-
ated [28]. In [29], field measurements are conducted for UAVs
connected to commercial LTE networks, and the performance
of massive UAV deployment is analyzed through simulations.
A comprehensive survey on prototypes and experiments of
UAV communications can be found in [30]. There is still a
lack of experimental demonstration of mmWave-based UAV
communication systems, let alone the computation offloading
via mmWave aerial communication systems and its benefits to
practical applications.

Moreover, existing works mainly contribute to deploy-
ments of UAV communication or single technique issue.
However, a systematical construction and implementation of
completed and practical applications, which are enabled by
high-performance UAV communication and related novel
techniques, are still absent, because it is complex and costly
to establish a testbed which incorporates all facilities such
as UAVs, high-performance UAV communication systems,
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FIGURE 1. UAV surveillance system overview.

ground stations and application software. Besides, appropri-
ate experimental fields for UAV flight and wireless radio
emitters are also difficult to prepare in countries with strict
regulations such as Japan and Europe. In this work, we fo-
cus more on the benefits from the well-designed technical
combinations of a series of emerging state-of-the-art tech-
nologies (i.e. UAV, AI, mmWave, computation-offloading,
and high-specification videos) on specific end-use UAV-
based applications, i.e. surveillance. The contribution of
this work is twofold: 1) the system architecture design of
mmWave-based offloading-enabled UAV surveillance system,
and 2) the hardware development and proof-of-concept (PoC)
implementation.

First, to address the challenges which hinder the progress of
UAV-based surveillance applications, in this paper we propose
a complete and practical system architecture for a UAV-based
surveillance system. The features of the system are as follows:
� To address the performance degradation caused by low-

specification surveillance videos, ultra-high-resolution
and ultra-high-quality video footages, i.e. uncompressed
4 K raw video, are transmitted from surveillance UAVs
to a surveillance center on the ground in real-time for
high-accuracy surveillances.

� MmWave-based air-to-ground communication, as the
only feasible and qualified candidate of wireless com-
munication techniques, is employed to transmit the huge
amount of data of high-specification surveillance videos
in real-time from UAVs to ground station.

� Edge computing is introduced to this UAV-based surveil-
lance system. Instead of local processing, all compu-
tations are offloaded from UAVs to ground station via
mmWave communication, in order to mitigate the energy
consumption on UAVs.

Second but more importantly, in addition to the sys-
tem design and analysis, we focus more on practical

development and implementation issues of the PoC hardware
prototype to demonstrate technical feasibilities of mmWave
communications on UAVs and the consequent enhancements
to practical surveillance applications. A PoC testbed is built
by practical hardware, and the functionalities are imple-
mented upon developer-friendly open-source software plat-
forms. The implementation considerations and the specific
software/hardware applied in the prototype are explained in
this paper. These informative details can be a good reference
for the readers who plan to practically implement similar
hardware prototypes, but to the best of our knowledge, these
have not been discussed and disclosed in the previous re-
search in literatures. Specifically, this work is also the first
pioneering project of a system-level hardware implementation
of a complete system which validates and demonstrates high-
mobility UAVs, ultra-high-specification raw video, mmWave
air-to-ground communications and computation offloading in
the surveillance applications. The PoC experiments are also
conducted in an outdoor UAV field to validate whether the de-
veloped prototype well reflects the system features and agrees
with the design expectations.

The rest of this paper is organized as follows. Sect. II
presents the system model and explains the general concept
of the proposed system. Configurations and structures of the
proof-of-concept prototype are presented in detail in Sect. III.
Sect. IV presents the validation experiments results. Finally,
Sect. V concludes this paper.

II. SYSTEM DESIGN
In this section, the concept, architecture and design consid-
erations of the proposed mmWave-based offloading-enabled
UAV surveillance system are given. To combine it with the
practice, a high-accuracy real-time human recognition system,
as one of the most typical and important surveillance applica-
tions, is also proposed.
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A. SYSTEM CONCEPT
In Fig. 1, the overview and concept of the proposed mmWave-
based offloading-enabled UAV surveillance system is illus-
trated by one of its typical use-cases, a surveillance system
for mega events in stadiums, such as Olympics and concert.
In this representative application scene, besides conventional
fixed location cameras, surveillance UAVs equipped with
mmWave communication modules and high-specification
cameras, i.e. 4 K uncompressed video camera, are also de-
ployed to cooperatively fly around the target area and take the
surveillance videos. The high mobility of UAVs compensates
and eliminates blind spots of fixed location cameras, which
makes surveillance much more active and flexible. Moreover,
the high-resolution and high-quality surveillance videos con-
tain much richer information about surveillance area and tar-
gets than the currently widely used low-specifications videos,
and it will result in more accurate surveillance detections.

To reduce complexities of the functional devices on UAVs
and efficiently expand the working time of UAVs, all the
processing and computations for high-specification videos are
offloaded to a MEC server on the ground through mmWave
air-to-ground communications for real-time AI-based surveil-
lance analyses such as recognition, alerting and tracking. Be-
cause mmWave signals are vulnerable compared with micro-
wave band signals, surveillance actions of UAVs (e.g. flight
heights, orientations and trajectories) should be well designed
and jointly optimized with mmWave air-to-ground commu-
nication to ensure stable mmWave-based video transmission
from every surveillance UAVs to ground stations. The key
components of the proposed system will be explained in detail
as follows.

1) Surveillance UAVs: Surveillance UAVs function as the
core role in the proposed system. It is the platform which
introduces 3D-space mobilities to the system and carries all
surveillance/communication hardware in the air. It can take
high-specification surveillance videos by on-board sensors
(e.g. cameras and LIDARs), which is the input information
of surveillance systems. To perform efficient surveillance data
transmission, surveillance actions of UAVs (e.g. flight heights,
orientations and trajectories) are well designed subjecting to
the requirements from mmWave air-to-ground communica-
tion. In PoC implementation, medium- or large-sized UAVs
are preferable, because the total weight of the prototype hard-
ware can be up to several kilograms. For example, the weight
can be up to around 2 kg including mmWave communication
module, antennas, a UAV PC, a camera and a gimbal in this
work.

One of the motivations and ideologies of this system
is to enable ultra-high-specification video transmissions for
surveillance UAVs to validate the benefits on applications.
For conventional video transmission systems, video encod-
ing/compression, such as M-JPEG, H.264 and H.265 [31], has
to be conducted due to the large size of raw video footages.
Taking 4 K uncompressed raw video (chroma sub-sampling
4:2:2) as example, the required data rate is 0.2 Gbps per frame,
i.e. 12 Gbps, 6 Gbps, 3 Gbps, 1.5 Gbps at 60 fps, 30 fps,

15 fps, 7.5 fps, which are the commonly used frame rates
of surveillance cameras. By removing the spatial, temporal
visual and coding redundancies in raw video footages, com-
pression rates as high as up to 1000:1 in H.264/H.265 can
be obtained. Such bandwidth savings by compressions are in
costs of low video quality, high end-to-end latency and high
system complexity, which, however, are the crucial factors for
UAV-based surveillance systems. High video quality is impor-
tant for accurate recognitions and interpretations of surveil-
lance targets; low latency is important for early warnings and
responses to intruders and threats; and low system complexity
is important for weight/size- and energy-constrained UAV-
based system implementations. Therefore, in the proposed
system, 4 K uncompressed video will be directly transmitted
from UAVs to ground station via mmWave communication,
and UAVs will not perform any pre-processing or processing
on raw videos.

2) Surveillance MEC Servers: In the proposed structure,
ground stations can be either dedicated MEC servers only
for surveillance purpose, or universal MEC servers equipped
with mmWave communication modules. Surveillance MEC
servers feature powerful computation capabilities and
ultra-high-speed mmWave communications. Based on high
performance computation enabled by high-end CPUs and
GPUs, they can perform real-time and complicated AI-based
surveillance processing and detection with high accuracy. This
is impossible to be completed on UAVs due to the strong
limitation in energy and computation capability. In this work,
MEC servers receive high-specification videos from UAVs
through mmWave-based data-plane, and then perform real-
time AI-based surveillance processing, such as recognition,
alerting and tracking. They are supposed to result in low
latency and early response to abnormalities and dangers.

In this PoC project, because only one UAV and one MEC
server are practically deployed, it is assumed that all com-
putations from the UAV will be offloaded, and MEC server
will always have enough resource for UAV. Specially, in this
work, an AI-based face recognition application [32], [33] is
implemented in MEC server. It is used as an example of
the practically and widely used surveillance applications to
evaluate and demonstrate the performance improvement by
the proposed system. The uncompressed 4 K video received
from UAV is used as video source.

3) Controller: Flight controller controls flight trajectories or
placements of UAVs through control links featuring wide cov-
erage and robust communication. In the PoC project and val-
idation experiment, a manual operator controls UAVs accord-
ing to path plans which are designed in advance to achieve
stable mmWave air-to-ground communication in the experi-
ment field.

However, in desired systems, automatic and optimized
flight controls should be performed to guarantee the system
performance in complex and dynamic environments. The de-
sign and planning of UAVs’ placements and flight trajectories
as well as communication parameters (e.g. beam selection
and channel assignment and power allocation) are always
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formulated into a joint optimization problem to maximize sys-
tem performance indicators such as communication through-
puts, battery-life, security, and task execution efficiency [34]-
[36]. For the development and implementation of automatic
UAV control systems instead of the manual operations, the
Robot Operating System (ROS) [37], which is a general-
purpose framework for robotics development, and the DJI
Software Development Kit (DJI SDK) [38], which is a ded-
icated toolkit for the UAV application development of DJI
UAVs, are the two most widely used solutions depending on
the model of UAVs.

In addition, practical systems should have more compli-
cated structures (e.g. multiple UAVs/MEC servers, dynamic
network topology) and functions (e.g. the cooperative oper-
ations, MEC container migration). Therefore, effective MEC
resource managements must also be performed to reduce the
potential resource collisions which decrease system perfor-
mance. In MEC-enabled UAV systems, MEC resources (e.g.
computation capability, UAV association) and UAVs’ tasks
offloading planning (e.g. partial or binary) should be also
jointly optimized with the above-mentioned flight trajectory
and communication parameters [12]–[14]. For practical im-
plementation and management of MEC servers, virtualization
and container tools, such as Docker [39] and Kubernetes [40],
are widely applied.

B. COMMUNICATION ARCHITECTURE
In order to guarantee effective and efficient video transmission
for surveillance in the proposed system, both of advanced
mmWave communication and micro-wave band communica-
tion techniques are employed in the system, and they play
different roles in the system.

1) High-Speed Air-to-Ground Access Link: High-
specification surveillance videos, containing rich real-time
information about surveillance area and targets, are crucial
for the performance of surveillance systems.

As explained in Sect.II.A.1, transmission for uncompressed
4 K raw video requires throughputs as large as from 1.5 Gbps
(at 7.5 fps) to 12 Gbps (at 60 fps). In microwave bands,
the conventional aerial communication systems such as those
reported in [15], [16] and [18], is impossible to provide air-
to-ground communications meeting these requirements. The
cutting-edge standardized IEEE 802.11ax can support maxi-
mum physical (PHY)-layer data rate of 1.2 Gbps (8-channel
bonding, 160 MHz bandwidth, single stream, modulation and
coding scheme (MCS)-11) which typically results in trans-
mission control protocol (TCP)-layer data rate of 0.4 Gbps
∼ 0.6 Gbps [41]. (It is noted that in air-to-ground propagation
environment, MIMO transmission cannot be established be-
cause of lack of multi-path reflections.) On the other hand, for
mmWave-based techniques, the standardized IEEE 802.11ad
supports maximum PHY data rate of 6.8 Gbps (single chan-
nel, 2.16 GHz bandwidth, single stream, MCS-24) which
typically results in TCP data rate of about 2.3 Gbps ∼ 3.4
Gbps [42]; the cutting-edge IEEE 802.11ay can support up
to 38 Gbps (4-channel bonding, 8.64 GHz bandwidth, single

steam, MCS-19) which typically results in TCP data rate of
about 12 Gbps ∼ 19 Gbps [43]. Therefore, to enable ultra-low
latency transmission of uncompressed 4 K, even 8 K, videos,
the only feasible solution is mmWave-based communication.

To address the large propagation attenuation in mmWave
band, directional antennas of narrow beam width are nec-
essary. Moreover, in the target surveillance use-case (e.g.
surveillances for mega events in stadium), because the dis-
tance between UAVs and ground stations is not long (typically
within hundreds of meters), alignments of antenna beams
should be fast and wide enough in response to fast-speed mo-
tions of UAVs. To achieve the optimized communication and
computation resource management in the proposed system,
air-to-ground link need to be well designed and optimized
based on real-time context information of the surveillance
UAVs and ground stations.

Another important issue in mmWave communication sys-
tems is the blockage effect due to the short wavelength, which
greatly hinders the applications of mmWave in terrestrial com-
munication systems. However, in aerial systems, the combi-
nation of UAV and mmWave communication can introduce
the capability of mobility to mmWave transceivers and com-
plement each other’s advantages. Beam controls and flight
controls of UAV can be jointly performed to guarantee LOS
UAV-to-ground path. Moreover, because the proposed system
is expected to be used in security surveillances of stadium and
parks, blockages between UAVs and ground station could be
rare if position of ground station is well selected, e.g. on the
top of buildings.

In the case of multi-UAV system with dense deployment or
shared spectrum with other system, co-channel interference
(CCI) must be taken into considerations due to lack of ob-
stacles, especially in UAV-to-UAV channels. Because highly
directional steerable antennas are used in mmWave systems,
besides the radio resource management schemes such as
power control, adaptive MCS, and dynamic spectrum/time
resource allocation which are widely used in lower frequency
systems, interference elimination based on beam management
and spatial reuse are also considered as promising solutions
in mmWave systems, such as dynamic temporal-spatial reuse
of spectrum for mmWave in [44], and deep-learning-based
beam management and interference coordination for dense
mmWave network in [45]. Moreover, such methods are espe-
cially fit for multi-UAV system because of the unique features
of multi-UAV system, i.e., mobility, controllability, and coop-
erativity. Therefore, in practical implementation of multi-UAV
mmWave system, conventional interference cancellation and
resource management schemes combined with cooperative
trajectory control of multiple UAVs need to be considered.

2) Ubiquitous and Reliable Control Link: In the proposed
system, the control link is to guarantee safe flying and stable
video transmission. In this PoC project, it is responsible to
send flight control information and collect UAV’s flight sta-
tus information. Those messages carry information which is
crucial for system performance and safety flight, and they
need to be updated continuously and frequently.
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To meet these requirements, the control link is expected to
have wide coverage and reliability but does not necessitate
the data rate as high as data link. Therefore, the separation
architecture of data and control links is adopted. The existing
conventional communication techniques in microwave bands,
such as 5 G sub-6 GHz, LTE, Wi-Fi and WiMAX systems,
are qualified to provide control signals with wide coverage
and reliability. For example, the LTE and WiMAX which
have very high penetration and coverage in both urban and
rural areas, and Wi-Fi systems, which are widely used in daily
life and very convenient for deployment, are good candidates
for control-plane access technologies. Integration with such
existing infrastructures will be an economical and practical
solution.

III. PROOF-OF-CONCEPT PROTOTYPE
In order to validate the benefits from proposed system archi-
tecture on specific surveillance applications, a PoC prototype
system is practically developed and implemented based on a
series of state-of-the-art hardware and open-source software.
The prototype system is built to fill the gap between practi-
cal developments and the theoretic explorations in plentiful
literatures. It aims to demonstrate the feasibility of mmWave
communication techniques in the aerial communication sys-
tems, and to address the issues in the prototype development
and implementation with practical software/hardware. More
specifically, in the prototype, a UAV-based video surveillance
system offloads all the computation of surveillance detections
by transmitting uncompressed 4 K video to a ground station
in real-time. Details of software/hardware model, parameters,
and configurations in the implementation are presented in this
section.

Without loss of the key features of the system, the testbed
is built as minimum structure as shown in Fig. 2. The PoC
system consists of one surveillance UAV, one ground station
(MEC server) and one controller. The communication archi-
tecture includes one mmWave data link and control links. De-
spite of a minimum system structure, the PoC system is fully
functional and we believe it is able to demonstrate all system
features as explained in the previous sections. Moreover, this
PoC system is scalable and is ready for extensions to multiple
surveillance UAVs and ground servers. The detailed system
diagram in Fig. 3 shows the structure of hardware components
of the surveillance UAV, ground server and controller in the
prototype with communication connections of control-plane
and data-plane. The UAV PC, MEC PC, 4 K camera, and
mmWave modules (WiGig) are all products chosen from the
market. The gimbal and mmWave lens antenna are custom-
made based on technical requirements according to the system
design. The UAV is refitted to a surveillance platform based on
a commercial model. The detailed specifications and related
information of the hardware components employed in this
PoC implementation are summarized in Table 1, which can be
a reference for the readers who plan to build a similar system.

FIGURE 2. Illustration of the system architecture of the PoC
implementation.

FIGURE 3. System diagram of the PoC implementation.

A. MMWAVE AIR-TO-GROUND COMMUNICATION MODULE
In the data-plane of this work, the certified IEEE 802.11ad
(WiGig) devices in the license free 60 GHz mmWave band
are adopted [42]. The high-directivity antennas are necessary
for the air-to-ground mmWave communication because of the
large propagation loss in this band. The 2 × 8 antenna array
with high-directivity lens antenna and its radiation patterns are
shown in Fig. 4. The lens antennas are employed to enhance
the coverage and enable mmWave communication up to sev-
eral hundreds of meters. The gain is 25.4 dBi, and beam width
is 6.4◦ (horizontal) and 2.9◦ (vertical). It is lightweighted (to-
tal weight around 500 g) compared with the payload, and thus
can be equipped on UAVs without potential safety risks. The
scanning angle range of the antenna is ±13.5◦ (horizontal)
and ±7◦ (vertical).

The high-performance beamforming must be performed
due to the highly directional nature of mmWave, the UAVs’
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TABLE 1. System Parameters

high-speed mobility and the vibrations caused by winds and
the mechanical structures of propellers. IEEE 802.11ad de-
fines a selection-based beamforming protocol, in which the
switched antenna array is used to find out the best beam pairs
in the transmitter and receiver for a WiGig communication
link and to realize user association based on the maximum
received power [42]. A mechanical rotatable gimbal and sta-
bilizer is also installed on the underside of the UAV to assist
the beamforming and the polarization-plane matching.

In the experiment, because the receiver is put on the ground
and beam width of the lens antenna is very narrow, multi-path
effect of reflections, e.g. from the ground and surrounding
buildings, can be ignored, so that air-to-ground channel in this
work is approximately free-space propagation.

According to the data sheet of the device and our pre-test,
its driver can keep throughput up to more than 1.5 Gbps in
TCP layer, i.e. more than 3 Gbps in PHY layer, with MCS-
12 in single carrier mode. (Theoretical PHY throughput of
MCS-12 is up to 4.62 Gbps [42].) The pre-test is performed on
the ground to confirm the performance of mmWave devices.
Both transmitter and receiver are directly placed on flat play-
ground to eliminate ground reflection, and their main lobes
face to each other. Measurement results are shown in Fig. 5,
in which blue solid curve is theoretical PHY throughput, blue
dash curve is required throughput, blue dot curve is measured

FIGURE 4. mmWave lens antenna.

FIGURE 5. Pre-test throughput.

TCP throughput, and red curve is theoretical SNR. It shows
that the devices can guarantee TCP throughput larger than
required throughput within 100 m. Therefore, the maximum
distance from UAV to receiver will be kept smaller than 100 m
in experiment.

For terrestrial systems, when channel qualities deteriorate,
in order to maintain communication quality, transmitter has to
switch to lower MCS index and the consequent lower through-
put. In the validation experiment of this PoC prototype, flight
trajectories are pre-designed to maintain the above-mentioned
required SNR and data rate. In real system, such mechanism
is expected as active UAV maneuvering.

B. SURVEILLANCE UAV
Figure 6 shows the photo and the structure of the UAV em-
ployed in this research. It is refitted into a mmWave-enabled
dedicated surveillance UAV based on a common commercial
model bought from the market. As explained in the previous
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FIGURE 6. The refitted surveillance UAV.

subsection, joint mechanical and electrical beamforming is
adopted in this research. A mechanical 3D rotatable gimbal
and stabilizer is installed on the underside of UAV body to
enhance stability and scanning range of beamforming and
polarization-plane matching. For the compact size and light
weight, the UAV PC, mmWave module, array antenna and
lens have been integrated together by a plastic cover, and they
are attached to the gimbal in the UAV as shown in Fig. 6.

4 K uncompressed video with resolution 3840×2160 is
taken by a lightweight 4 K camera attached to UAV, and data
rate per frame is around 200 Mbps. Due to the limitation
by maximum throughput in TCP layer of current mmWave
devices, i.e. up to 1.5 Gbps, frame rate of this camera is set to
be 7.5 fps. Please note that the throughput can be increased by
using channel bonding or using devices with higher specifica-
tion supporting higher MCS.

Other advanced sensors (e.g. GPS, altimeter, speed sensor,
and gyroscope) are also indispensable in UAV, and sensing
data from these sensors are used by central controller to
coordinate communication and maneuvering. UAV PC is a
lightweight Intel NUC PC, whose functions are to arrange
video recording and mmWave connections.

C. CONTROLLER
In this PoC system, commands sent to UAV and real-time con-
text information collected from surveillance are all through
Wi-Fi (2.4 GHz band, IEEE 802.11n). The coverage and ca-
pacity of Wi-Fi are sufficient for this research because this
PoC system is with minimum system architecture and scale.
For larger-scale system, the existing LTE cellular network

and WiMAX (2.5 GHz band, IEEE 802.16) are recommended
because of their penetration, coverage and stability.

D. MEC SERVER (GROUND STATION)
In this PoC system, single MEC server is practically deployed
on the ground. It is equipped with a WiGig mmWave com-
munication module, which is with the same model and con-
figuration as UAV as shown in Fig. 3, to set up the mmWave
data-plane and receive uncompressed 4 K video transmitted
from UAV.

The MEC server features large computation capability
compared with UAV. It has high-performance GPU (Nvidia
GTX 1080 Ti) and CPU (Intel Core i7 6900 k) for the surveil-
lance recognition. Moreover, a GPU-based real-time face de-
tection and recognition application, considered as one of the
most widely used surveillance applications, was implemented
in MEC server using uncompressed 4 K video sent from UAV.

In this work, to demonstrate the benefits of computation-
offloading from UAV to MEC server via mmWave, a
full-offloading policy is adopted, with the following two
considerations. 1) MmWave aerial communication breaks
through communication constraints. 2) Computation re-
sources on the MEC overwhelmingly have advantages com-
pared with energy- and computation-constrained UAVs. How-
ever, in systems with constrained resources of communication
and MEC, it is necessary to optimize offloading policies and
split tasks to balance resources, performance, energy and la-
tency [12]–[14].

IV. EXPERIMENTS AND RESULTS
A UAV communication experiment is conducted by using
the hardware described in the previous sections in order to
validate the PoC system and to demonstrate feasibilities of
mmWave communication in UAV systems. As a represen-
tative example for the usage of high-specification videos in
surveillance applications, a face recognition experiment is
also conducted to show the performance improved by the
mmWave communication. Please note that the video trans-
mission experiment and the surveillance recognition experi-
ment are conducted separately due to the safety considerations
and the related regulations/laws in Japan and the TokyoTech.
However, since the two experiments use the same hardware
configurations, we believe that the results are valid and effec-
tive to evaluate the system performance.

A. HIGH-SPECIFICATION VIDEO TRANSMISSION VIA
MMWAVE
In the outdoor experiment of mmWave transmission from
UAV, mmWave antenna of the ground station (receiver) is
placed very close to the ground. In the experiment field
there is no effective radio-wave reflectors (e.g. buildings and
mountains) around, so that nearly pure LOS communication
is expected, and multi-path effect can be considered to be
negligible.

Because there is only one MEC user (the surveillance UAV)
in the system, ground server is always ready and idle before
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FIGURE 7. Flight path of UAV in experiment.

data-plane connection is set up. The transmitter and receiver
continuously scan and try to establish connection with the best
beam ID. As soon as mmWave communication is possible,
UAV and ground station APs (Access Points) will setup con-
nection and perform uncompressed 4 K video transmission.
In the experiment, surveillance UAV flies over ground sta-
tion, and ascends higher and higher up to 100 m, which is
within effective coverage for 1.5 Gbps throughput according
to the calculation in the previous section. Fig. 7 illustrates
UAV flight path during experiment. Fig. 8 depicts experiment
environment and configuration by photos taken on site.

Firstly, during this climbing process of UAV, real-time TCP
layer throughput of mmWave air-to-ground communication
from UAV to ground station is measured by the network
performance measurement tool, iperf3 [47]. The result con-
firms that throughputs larger than 1.5 Gbps can be achieved
throughout the experiment. A screenshot of throughput test
in experiment is also given in Fig. 8. Such result indicates
that the data-plane in this PoC system is capable to support
transmission of uncompressed 4 K video at 7.5 fps as designed
for high-performance surveillance.

The average round trip time (RTT) of the mmWave connec-
tion in the experiment, which is twice of its end-to-end (E2E)
latency, is measured as average of 2.5 ms and the minimum
of 2.1 ms. For comparison, the average RTT of IEEE 802.11n
connection, which is widely used in current commercial UAV
systems, is measured to be more than 80 ms. E2E latency is
approximately equal to sum of processing latency, transmis-
sion latency, queuing latency and propagation latency. During
them, latency caused by processing, queuing and propagation
in the above-mentioned two kind of connections are typically
very close. Therefore, the improvement in latency perfor-
mance mainly benefits from the ultra-low transmission latency
of mmWave due to its ultra-high-speed transmission.

FIGURE 8. Photo of experiment.

FIGURE 9. A screenshot of the video taken from 100 m height.

Secondly, UAV repeats the same flight procedure de-
scribed above, during which experiment of high-specification
video transmission through mmWave is conducted. Ultra-
high-resolution and ultra-high-quality 4 K raw video is taken
by UAV and transmitted to ground station through mmWave
connections. The reliable transmission from up to height of
100 m is confirmed to be successful. Fig. 9 gives a snapshot
from uncompressed 4 K video which is received at ground
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station in the experiment. The video of experiment is also
available online 1.

The experiment results successfully verify reliability and
the validity of the wireless communication infrastructures
for data-plane and control-plane in the proposed system for
surveillance. It indicates that mmWave communication is
a technically and practically feasible candidate for air-to-
ground communication, and it has great potential to enable
varieties of UAV-based applications by ultra-high-speed and
ultra-low-latency communication. Moreover, higher through-
put than 1.5 Gbps achieved in this experiment can be realized
by using channel bonding or devices supporting higher MCS.

B. SURVEILLANCE APPLICATION
Because of safety considerations and related laws/regulations
in Japan and TokyoTech, it is difficult to directly fly the refitted
surveillance UAV very close to the people and perform the
surveillance detection. Therefore, as a compromise, we con-
ducted a face recognition experiment on ground separately.
However, we kept the consistency of hardware and configura-
tions between the outdoor mmWave air-to-ground video trans-
mission experiment and this indoor surveillance recognition
experiment. Software from open source community is used
for implementation of face recognition application [32], [33]
and [46]. Both CPU- and GPU-based recognitions are tested.
Fig. 10(a) shows the architecture and configuration of the face
recognition experiment. It uses the same camera, PCs and
mmWave modules as the outdoor video transmission experi-
ment. It is noted that smaller-sized mmWave antennas are used
in this indoor experiment for convenience, but video frame
rate and corresponding communication throughput are all kept
the same as the outdoor mmWave air-to-ground transmission
experiment. Please note that although numerical analysis is
given, it is rather a qualitative experiment than a quantitative
one.

In this experiment, a 4 K camera takes uncompressed 4 K
video, and then UAV PC transmits video stream to MEC
PC through mmWave in real-time. By using the videos, face
recognitions are performed in ground server. Photo of the
experiment setup is given in Fig. 10(b). In order to quantify
experiment results, a series of photos of faces are printed on
paper and shown in a monitor in the left of Fig. 10(b) to
simulate audience in a stadium. Distance between the camera
and the monitor is set to make the captured faces have the
same size with 26 m away in real world.

The original test video is taken in 4 K resolution
(3840×2160) at 7.5 fps in pixel format of uncompressed
UYVY (16 bpp). Then, for comparisons, the video is con-
verted into different resolutions and qualities, i.e. compressed
4 K, uncompressed 2 K (1920×1080), and compressed 2 K
at the same frame rate. Moderate video compressions are
performed to raw videos at 0.1 bpp by a H.264 encoder.

1https://youtu.be/L7OfRoHZ9jE

FIGURE 10. mmWave lens antenna.

TABLE 2. Recognition Accuracy

To demonstrate benefits on energy saving owing to compu-
tation offloading by mmWave, CPU- and GPU-based recogni-
tion are both conducted, and the latter uses deeper and larger
networks.

Recognition accuracies with different video specifications
and recognizers are shown in Table 2. The setup of com-
pressed 2 K video is used as the baseline for comparison,
because it is currently the most widely video specification
for real-time video transmission from UAVs. The results con-
firm the performance improvements thanks to higher video
resolution and higher video quality. The system gets great
benefits by increasing resolution from 2 K to 4 K in both com-
pressed and uncompressed video, because small face regions
in low-resolution videos lack detailed information and make it
difficult to detect face landmarks. Uncompressed videos also
show performance superior to compressed videos, because
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TABLE 3. Power Consumption

video compression causes the non-reversible distortion and
details lost at low bpp (Bits Per Pixel). Moreover, if there
are mobilities of people and the inter-frame compressions
(e.g. H.264/H.265 inter-modes) are used, it can be reasonably
inferred that the benefits owing to uncompressed 4 K video
should become larger.

The times consumed by CPU-based (in UAV onboard PC)
and GPU-based (in MEC PC) recognitions of 4 K video are
measured as average of around 660 ms and 35 ms per frame,
respectively. The results indicate that the recognition latency
is greatly improved by offloading the heavy computation via
mmWave air-to-ground link.

Energy consumptions in different cases are also measured.
First, idle powers of MEC and UAV onboard PCs are mea-
sured by a power meter. Then, the energy consumed by a
functional module of interest can be derived by turning it
on and then measuring the increased power. For example,
the energy consumption of mmWave communication can be
derived by using iperf command to make the link full load
and then measuring the increased power in both MEC and
UAV onboard PCs. Following the same way, the energy con-
sumption of CPU- and GPU-based recognitions can also be
measured. Precision of results is improved by averaging the
power meter readings of repeated measurements. Table 3
shows the experiments results. The UAV onboard PC’s idle
energy consumption is 5.1 W, which also includes the energy
consumption of the 4 K camera which captures uncompressed
4 K video. When the mmWave communication link is in full
load, the power increases to 9.2 W, which implies that com-
munication consumes 4.1 W. When the communication link
is down and CPU-based recognition is performed in onboard
PC, the power consumption increases to 17.3 W. On the other
hand, the MEC PC’s idle energy consumption is 75.5 W.
When mmWave communication link is set up and in full load,
the power increases to 81.6 W. When the mmWave link is up
and CPU- or GPU-based recognition is performed in MEC
PC, the power consumption increases to 87.1 W or 353.4,
respectively. The results show that UAV takes 4.1 W to fully
offload computations to MEC though mmWave communica-
tion, as a result of which much more accurate recognition can
be enabled and up to 271.8 W power can be saved compared
with processing locally on UAV.

V. CONCLUSION
In this work, we propose a complete and practical sys-
tem architecture for UAV-based surveillance. It features un-
compressed 4 K video transmission, mmWave air-to-ground
communication and computation offloading. Moreover, we

practically develop and implement the PoC hardware proto-
type of the proposed system, and this is the first pioneering
project of a system-level hardware implementation of such
a complete UAV system. We believe that it can be a good
reference for the readers planning to set up similar UAV
testbeds. Validation experiments results agree well with the
design expectations. MmWave communication enables UAV
high-specification video transmission and shows great poten-
tials in UAV communications systems and the practical ap-
plications. The experiment also confirms that in surveillance
applications, high-specification video can greatly improve the
recognition accuracies. Computation offloading, enabled by
mmWave, is proved to be a very effective solution for UAV’s
energy issue.
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