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ABSTRACT This paper presents a Kronecker-product (KP) beamforming approach incorporating sparse
concentric circular arrays (SCCAs). The locations of the microphones on the SCCA are optimized
concerning the broadband array directivity over a wide range of direction-of-arrival (DOA) deviations
of a desired signal. A maximum directivity factor (MDF) sub-beamformer is derived accordingly with
the optimal locations. Then, we propose two global beamformers obtained as a Kronecker product of a
uniform linear array (ULA) and the SCCA sub-beamformer. The global beamformers differ by the type of
the ULA, which is designed either as an MDF sub-beamformer along the x-axis or as a maximum white
noise gain sub-beamformer along the y-axis. We analyze the performance of the proposed beamformers
in terms of the directivity factor, the white noise gain, and their spatial beampatterns. Compared to
traditional beamformers, the proposed beamformers exhibit considerably larger tolerance to DOA deviations
concerning both the azimuth and elevation angles. Experimental results with speech signals in noisy and
reverberant environments demonstrate that the proposed approach outperforms traditional beamformers
regarding the perceptual evaluation of speech quality (PESQ) and short-time objective intelligibility (STOI)
scores when the desired speech signals deviate from the nominal DOA.

INDEX TERMS Microphone arrays, Kronecker-product beamforming, concentric circular beamformers,
direction-of-arrival deviations, sparse arrays.

I. Introduction
During the past few decades, beamforming has been investi-
gated as a means to extract signals of interest from simultane-
ously sampled noisy observations in space [1]–[4]. Broadly,
beamforming consists of two main ingredients: the spatial
array geometry and the filter coefficients. While numerous
methods and optimization criteria have been proposed to
derive the coefficients [5]–[9], the array geometry diversity
is traditionally more limited.

Efficiently designed and analyzed, uniform linear arrays
(ULAs) are the most common array geometry in the lit-
erature and practice. While they may attain either a high
white noise gain (WNG) or a high directivity factor (DF)
(albeit not both simultaneously), it is well-known they are
highly susceptible to the direction of arrival (DOA) of the
desired signal [10], [11]. To cope with this problem, more
complex array structures have been exploited. For example,
rectangular arrays (RAs) exhibit reduced susceptibility to the

desired signal’s DOA. Furthermore, it may enable optimiza-
tion concerning several criteria at once by taking advantage
of the Kronecker-product (KP) beamforming framework
[12]–[16]. RA structures are also known to be valuable in
differential (closely-spaced microphones) settings [17], [18]
and for DOA estimation methods [19], [20]. Nevertheless,
RAs are not entirely DOA-independent as their symmetry
dictates a clear preference for signals impinging on the array
parallel to one of its axes.

Uniform circular arrays (UCAs) have been shown to allow
a high level of control, compromising between the WNG,
the DF, and a frequency-independent spatial response [21],
[22]. Other studies have generalized UCAs by proposing
uniform concentric circular array (UCCA) structures [23]–
[25], which may also enable a constant mainlobe beamwidth
concerning the azimuth angle, the elevation angle, or both
[26]–[28]- a highly desirable property with broadband ap-
plications which has been extensively addressed in the
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literature [29]–[33]. In addition, it is known that UCCA
structures can mitigate low-WNG issues and beampattern
irregularities in case adjacent microphones are closely spaced
on the circumference of the UCA [34]. Recently, a linear
array topology optimization approach has been proposed
to maximize the broadband array directivity, considering
a potential range of DOA deviations [35]. While it was
shown to be valuable for relatively small deviations, it suffers
from several inherent drawbacks. To begin with, although
the topology was optimized considering a deviation range,
the resulting beamformer required knowledge of the nominal
desired signal’s DOA, which is often unknown in practice.
Moreover, its spatial sensing level is limited due to its linear
nature. For example, it lacks the information to distinguish
between signals impinging from any theoretical circle drawn
around the linear array (cylindrical beampattern symmetry).
Finally, this approach may not fit practical appliances with
more than a few microphones due to the large physical size
of such a nonuniform array, implying high computational
complexity.

To overcome some of the drawbacks in [35], an optimized
RA topology was introduced in [36], suggesting a uniform
structure along one axis and a nonuniform structure along
the other. This yielded high array directivity over a desir-
able deviation range and a constant mainlobe beamwidth
simultaneously. Indeed, this approach did not require the
nominal value of the desired signal’s DOA and outperformed
traditional topologies in scenarios involving DOA deviations.
Unfortunately, the single-axis geometry optimization and the
explicit constant beamwidth requirement dictated tolerance
to relatively small DOA deviations, which entails a large
physical size along the uniform axis of the array.

This paper combines a KP beamforming approach with
sparse concentric circular arrays (SCCAs). Unlike previous
studies, in this work, we seek tolerance for significant
deviations of the desired signal DOA while mitigating the
necessity of its precise a priori knowledge to derive the
beamformers. First, we optimize the locations of the mi-
crophones on the SCCA for the broadband array directivity
over a wide range of DOA deviations and derive a max-
imum directivity factor (MDF) sub-beamformer. Then, to
extend the SCCA sub-beamformer without adding consid-
erable computational complexity, we propose two global
beamformers obtained as a KP of a ULA and the former.
The global beamformers differ by the type of the ULA,
designed either as an MDF beamformer along the x-axis
or as a maximum white noise gain (MWNG) beamformer
along the y-axis. The proposed beamformers outperform
traditional and common beamformers in the DF and WNG,
considering both the azimuth and elevation angles. Finally,
experimental results with noisy speech signals in reverberant
environments indicate that the proposed method is preferable
to the compared methods regarding both the perceptual
evaluation of speech quality (PESQ) and short-time objective
intelligibility (STOI) scores. This is particularly emphasized

when the desired speech signal significantly deviates from
its nominal DOA.

The rest of the paper is organized as follows. Section II
presents the signal model, including the mathematical for-
mulation and notations. In Section III, we briefly review the
KP beamforming framework. Section IV addresses the array
topology optimization followed by the derivation of the two
proposed linear SCCA beamformers. Next, Section V is ded-
icated to extensive simulations. We analyze the beampatterns
and the DF and WNG of the proposed approach, considering
a desirable range of deviations in both the azimuth and
elevation angles, and compare its performance to traditional
beamformers. Then, in the last part of this section, we
perform speech signal simulations in noisy and reverberant
environments. Finally, in Section VI, we summarize and
conclude this study.

II. Signal Model
Consider a signal of interest propagating from the farfield in
an anechoic acoustic environment at the speed of sound, i.e.,
c = 340 m/s, in an elevation angle θ and an azimuth angle ϕ.
The plane wave impinges on a uniform concentric circular
array (UCCA) composed of M microphones and N equally
spaced rings whose corresponding radii are R, 2R, . . . , NR
located on the x-y plane. The microphones are uniformly
distributed and equally spaced on the array’s rings (that is,
the number of microphones on each ring is M/N , and the
angular distance between every two adjacent microphones on
the same ring is 2πN/M ). Defining the origin of the CCA
as the reference point and using the Polar coordinate system,
the array steering vector of the n-th ring is given by [2]:

an;θ,ϕ (f) =
[
eȷn

2πfR
c cos(ϕ) sin θ eȷn

2πfR
c cos(ϕ−ψ1) sin θ

(1)

· · · eȷn
2πfR

c cos(ϕ−ψM/N ) sin θ
]T
,

where n = 1, . . . , N is the ring index, the superscript T

denotes the transpose operator, ȷ =
√
−1 is the imaginary

unit, f > 0 is the temporal frequency and

ψi =
2πN(i− 1)

M
(2)

is the angular distance between the i-th microphone on a ring
(i = 1, . . . ,M/N ) and the positive x-axis direction. Stacking
the steering vectors of all rings, we obtain the full steering
vector of the CCA:

aθ,ϕ (f) =
[
aT1;θ,ϕ (f) aT2;θ,ϕ (f) · · · aTN ;θ,ϕ (f)

]T
.

(3)

Let us consider a uniform linear array (ULA) composed of
P ≥ 2 omnidirectional microphones with an interelement
spacing equal to δ. Assuming the ULA is aligned with the
x-axis, its corresponding steering vector is given by [2]

bθ,ϕ;x (f) =
[
1 · · · eȷ2πf(P−1)δ cosϕ sin θ/c

]T
. (4)
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Alternatively, when the ULA is aligned with the y-axis, its
corresponding steering vector is

bθ,ϕ;y (f) =
[
1 · · · eȷ2πf(P−1)δ sinϕ sin θ/c

]T
. (5)

With the aforementioned steering vectors at hand, we can
exploit the Kronecker-product (KP) beamforming framework
[14] and define dθ,ϕ;x (f) and dθ,ϕ;y (f) by

dθ,ϕ;x (f) = bθ,ϕ;x (f)⊗ aθ,ϕ (f) (6)
dθ,ϕ;y (f) = bθ,ϕ;y (f)⊗ aθ,ϕ (f) , (7)

where ⊗ is the KP operator. We note that in this for-
mulation, the KP operation yields an array constructed by
replicas of the CCA - P replicas along the x-axis in case
of dθ,ϕ;x (f), and P replicas along the y-axis in case of
dθ,ϕ;y (f). Focusing on dθ,ϕ;x (f), without loss of generality,
the observed signal vector of length MP can be expressed
in the frequency domain as [10]:

y (f) =
[
yT1 (f) yT2 (f) · · · yTP (f)

]T
= x (f) + v (f)

= dθ,ϕ;x (f)X (f) + v (f) , (8)

where X (f) is the zero-mean desired source signal, v (f)
is the zero-mean additive noise signal vector,

yp (f) =
[
yp;1 (f) yp;2 (f) · · · yp;N (f)

]T
, (9)

with p = 1, 2, . . . , P being the CCA replica index and

yp;n (f) =
[
Yp;n;1 (f) Yp;n;2 (f) · · · Yp;n;M/N (f)

]T
(10)

is the observed signal vector of the N -th ring in the
p-th replica, composed of the set of M/N observations
{Yp;n;i (f)}M/N

i=1 . Denoting the desired signal incident angle
by (θ0, ϕ0) and dropping the explicit dependence on f , (8)
becomes:

y = (bθ0,ϕ0;x ⊗ aθ0,ϕ0
)X + v, (11)

where bθ0,ϕ0;x ⊗ aθ0,ϕ0 = dθ0,ϕ0;x is the steering matrix at
θ0, ϕ0, and the covariance matrix of y is

Φy = E
(
yyH

)
= pXdθ0,ϕ0;xd

H
θ0,ϕ0;x +Φv, (12)

where E(·) denotes mathematical expectation, the super-
script H is the conjugate-transpose operator, pX = E

(
|X|2

)
is the variance of X , and Φv = E

(
vvH

)
is the covariance

matrix of v. Assuming that the variance of the noise is
approximately the same at all sensors, we can express (12)
as

Φy = pXdθ0,ϕ0;xd
H
θ0,ϕ0;x + pV Γv, (13)

where pV is the variance of the noise at a reference micro-
phone (e.g., the first microphone on the inner ring of the first
CCA replica) and Γv = Φv/pV is the pseudo-coherence
matrix of the noise. From (13), we deduce that the input
signal-to-noise ratio (SNR) is

iSNR =
tr
(
pXdθ0,ϕ0;xd

H
θ0,ϕ0;x

)
tr (pV Γv)

=
pX
pV

, (14)

where tr(·) denotes the trace of a square matrix.
We end this part by noting that equations (8)-(14) remain

valid by substituting bθ0,ϕ0;x and dθ0,ϕ0;x with bθ0,ϕ0;y and
dθ0,ϕ0;y, respectively.

III. Kronecker-Product Beamforming
Let us assume a global beamformer f of length MP is
obtained by a KP of two sub-beamformers, g and h. Hence,
f is of the form:

f = g ⊗ h, (15)

where h is a sub-beamformer of length M corresponding to a
CCA, and g is a sub-beamformer of length P corresponding
to a ULA. Then, the global beamformer output signal is

Z = fHy

=
(
gHbθ0,ϕ0;x

) (
hHaθ0,ϕ0

)
X + (g ⊗ h)

H
v, (16)

where Z is an estimate of X composed of a filtered desired
signal term and a residual noise term, and bθ0,ϕ0;x is used
without loss of generality. In addition, it is clear that a
distortionless constraint is satisfied by

hHaθ0,ϕ0 = 1, gHbθ0,ϕ0;x = 1. (17)

The output SNR and the gain in SNR are, respectively,

oSNR (f) =
pX
pV

×
∣∣fHdθ0,ϕ0;x

∣∣2
fHΓvf

, (18)

and

G (f) =
oSNR (f)

iSNR
=

∣∣fHdθ0,ϕ0;x
∣∣2

fHΓvf
, (19)

from which we deduce the WNG:

W (f) =

∣∣fHdθ0,ϕ0;x
∣∣2

fHf
=

∣∣gHbθ0,ϕ0;x
∣∣2

gHg
×

∣∣hHaθ0,ϕ0

∣∣2
hHh

= W (g)×W (h) , (20)

and the DF:

D (f) =

∣∣fHdθ0,ϕ0;x
∣∣2

fHΓdf
, (21)

where Γd is the MP ×MP pseudo-coherence matrix of the
spherically isotropic (diffuse) noise field [1] defined by

[Γd]i1,i2 = sinc(2πfri1,i2/c), (22)

i1, i2 = 1, 2, . . . ,MP are the microphone indices of the
global beamformer, ri1,i2 is the Euclidean distance between
the i1-th and i2-th microphones, and sinc(x) = sin(x)/x.

Finally, the beampattern is given by

Bθ,ϕ (f) = fHdθ,ϕ;x =
(
gHbθ,ϕ;x

) (
hHaθ,ϕ

)
= Bθ,ϕ (g)Bθ,ϕ (h) , (23)

where Bθ,ϕ (g) = gHbθ,ϕ;x may be seen as the beampattern
of g and Bθ,ϕ (h) = hHaθ,ϕ may be seen as the beampattern
of h.
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IV. SCCA-Based KP Beamformers
We aim to design a high-directivity beamformer tolerant of
significant DOA errors concerning the azimuth angle. That
is, while most studies assume the desired signal can be
modeled as a point source whose DOA is either known in
advance or may be precisely estimated, in this work, we take
into account considerable deviations of the DOA from its
nominal value. For example, focusing on the endfire direction
(ϕ0 = 0o with respect to the positive x-axis direction),
we assume a wide potential range of DOA deviations on
the x-y plane of all angles satisfying |ϕ| ≤ ϕH . We note
that unlike previous studies, which considered a relatively
narrow deviation range (ϕH ≈ 20o − 30o) [33], [35], [36],
in this study, we target more severe cases which require a
broader range. To achieve this, we first take advantage of the
microphone array topology optimization approach suggested
in [35] with ULAs and in [36] with nonuniform rectangular
arrays and optimize a K-sparse CCA structure out of a
UCCA of M possible microphone locations (uniformly
distributed and equally spaced on the N UCCA’s rings,
as elaborated in Section II). The topology optimization is
performed concerning the broadband directivity index:

DI [fL,fH ] [h] =

∫ fH
fL

∣∣∣aHθ0,ϕ0
h
∣∣∣2 df∫ fH

fL
hHΓd,UCCAhdf

, (24)

where Γd,UCCA is the M × M pseudo-coherence diffuse
noise of the complete UCCA whose elements are defined
as in (22), and fL and fH are the minimal and maximal
frequencies of interest, respectively. It is important to men-
tion that as in [35], [36], M can not be set too high, or
else the computational complexity of the underlying iterative
optimization algorithm would turn impractically high.

The output of the convex optimization algorithm is a
subset of K microphones which correspond to a steering
vector āθ0,ϕ0

of length K whose elements are taken from the
appropriate elements of the complete UCCA steering vector
aθ0,ϕ0

. With āθ0,ϕ0
at hand, we can design a maximum

directivity factor (MDF) sub-beamformer of length K that
minimizes the diffuse noise considering the optimal sparse
array topology and the nominal DOA (θ0, ϕ0) = (90o, 0o),
which is given upon solving

min
h

hHΓd,SCCAh s. t. hH āθ0,ϕ0
= 1. (25)

The solution is obtained by

hMDF =
Γ−1
d,SCCAāθ0,ϕ0

āHθ0,ϕ0
Γ−1
d,SCCAāθ0,ϕ0

, (26)

where Γd,SCCA is the K×K diffuse noise pseudo-coherence
matrix of the SCCA whose elements are defined as in (22).

Next, to extend the SCCA sub-beamformer without adding
significant computational complexity, we design two ver-
sions of the ULA sub-beamformer of length P and an
interelement spacing that equals δ. The first ULA, designed
as an MDF sub-beamformer, is aligned with the x-axis,

corresponds to bθ0,ϕ0;x in Section II and is denoted by gMDF.
It is given by

gMDF =
Γ−1
d,ULAbθ0,ϕ0;x

bHθ0,ϕ0;xΓ
−1
d,ULAbθ0,ϕ0;x

, (27)

where Γd,ULA is the P ×P pseudo-coherence diffuse noise
of the ULA whose elements are defined as in (22). Then, by
invoking the KP beamforming approach discussed in Section
III, we can define fMDF/MDF by

fMDF/MDF = gMDF ⊗ hMDF, (28)

which corresponds to an x-linear SCCA constructed by
replicas of an SCCA along the x-axis. We note that the
steering vector of a farfield signal impinging on this array is
given by

d̄θ,ϕ;x = bθ,ϕ;x ⊗ āθ,ϕ. (29)

Alternatively, we may design the ULA as an MWNG
sub-beamformer aligned with the y-axis. It corresponds to
bθ0,ϕ0;y and is given by

gMWNG =
bθ0,ϕ0;y

bHθ0,ϕ0;ybθ0,ϕ0;y
=

bθ0,ϕ0;y

P
=

1

P
, (30)

where 1 is an all-ones vector of length P . Then, we have

fMWNG/MDF = gMWNG ⊗ hMDF, (31)

which corresponds to a y-linear SCCA constructed by repli-
cas of an SCCA along the y-axis. The appropriate steering
vector of a farfield signal impinging on this array is given
by

d̄θ,ϕ;y = bθ,ϕ;y ⊗ āθ,ϕ. (32)

We end this part by noting that while hMDF is designed
by considering a desirable deviation range concerning merely
the azimuth angle, it will be shown next that both fMDF/MDF

and fMWNG/MDF exhibit a significant tolerance to DOA
deviations concerning the elevation angle as well. While this
property is not directly optimized, it is received as an artifact
of the planar array structure, which exhibits lower sensitivity
to signals impinging outside the x-y plane.

V. Experimental Results
A. Empirical Optimization of K
The convex optimization algorithm discussed in the previous
section requires the configuration of several parameters, e.g.,
M,N,R, ϕH and K. Most parameters are usually confined
by practical considerations involving the physical size of the
array and possible microphone placements. These include
M , N , and R. Additionally, the parameter ϕH embodies
the desirable deviation range: the tolerance to the desired
signal’s DOA deviation concerning the azimuth angle, which
is typically a requirement derived from a scenario of interest.
In contrast, it is not a priori clear what value should be
assigned to the parameter K, and what its effect on the
performance of the beamformer.

To roughly assess the appropriate or “optimal” value of
K, we iterate over all possible values from 2-to-18 with
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M = 20, N = 2, R = 1 cm and ϕH = 45o, and investigate
the DF and WNG measures of the corresponding version
of the sub-beamformer hMDF as a function of the azimuth
angle ϕ and frequency f . The results are depicted in Figure
1. When K = 4, we observe that the WNG is roughly
independent of ϕ within the analyzed deviation range and
strictly positive for high frequencies, whereas the DF is
poor. While this implies high tolerance to DOA deviations,
the mainlobe width is inevitably large, and the sensitivity
to diffuse noise (and reverberations) is considerable. As the
number of array microphones K increases, the DF improves
at the expense of the WNG. For example, when K = 16,
the directivity of hMDF is high. However, the WNG is low,
particularly in low frequencies. Consequently, we infer that
a practical value of K should be selected around 8 as a
compromise between the two measures.

B. Performance Analysis of the SCCA Beamformers
Based on the former part, let us now set the following
parameters to design fMDF/MDF and fMWNG/MDF. We set
M = 24 equally spaced and uniformly distributed possible
microphone locations on a CCA with N = 2 rings. The
number of microphones per SCCA is set to K = 8, whereas
the number of SCCA replicas is set to P = 3. We note that
P should be chosen small from practical considerations as it
multiplies the number of array microphones. Consequently,
in this setting, we employ 24 microphones. In addition, the
inner-ring radius is set to R = 1 cm, the interelement
spacing of the ULA is δ = 2.5 cm, the one-sided threshold
azimuth angle is ϕH = 45o, the minimal value of the
WNG for the convex optimization is set to −50dB as a
compromise to allow high directivity while avoiding extreme
white noise amplification, and the frequency range of interest
is [fL, fH ] = [1, 6] kHz.

Figure 2 shows the two optimal x-linear SCCAs and
y-linear SCCAs. Empty circles indicate potential micro-
phone locations, while filled circles indicate microphone
placements. We observe that the optimal SCCA topology
comprises more microphones placed on the inner ring (5)
than on the outer ring (3). This makes much sense as it
is well known that MDF (or super-directive) beamformers
improve their directivity as the Euclidean distance between
adjacent microphones reduces. In addition, as the deviation
range is centered around θ0, ϕ0 = 0o and wide, it is clear
why the microphones located on the outer ring are on
its left half - they form differential ULA-like structures
when combined with the microphones located on the inner
ring, for a wide DOA range around 0o. With fMDF/MDF,
the array’s ULA-like structures increase and contain more
closely-spaced microphones concerning the endfire direction
to allow further directivity improvement. In contrast, with
fMWNG/MDF, the SCCA replicas sense directional signals
around the endfire direction with a small phase shift, which
indeed fits a broadband MWNG (or delay-and-sum) array
structure.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIGURE 1: DF and WNG of the sub-beamformer hMDF

corresponding to a single SCCA replica as a function of the
azimuth angle ϕ with M = 20 and different values of K. (a)
DF with K = 4, (b) WNG with K = 4, (c) DF with K = 8,
(d) WNG with K = 8, (e) DF with K = 12, (f) WNG with
K = 12, (g) DF with K = 16, and (h) WNG with K = 16.

Next, in Figure 3, we analyze the DF and WNG of
fMDF/MDF and fMWNG/MDF with the setting above, along
with two existing well-known beamformers containing 24
microphones: a (complete) UCCA with 6 rings and 4 equally
spaced microphones per ring fUCCA, and a differential
uniform linear array (DULA), fDULA, with a small and
constant interelement spacing of 1 cm. Both beamformers
are designed as MDF beamformers, optimized considering
the minimization of the diffuse noise field, in a similar
manner to (25). Due to the practical drawbacks discussed
in Section I (mainly, tolerance to small DOA deviations and
large physical size), we compare our proposed approach to
more traditional and common beamformers. We immediately
observe that the WNG in low frequencies is higher for
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(a)

(b)

FIGURE 2: Optimal array topologies for the two proposed
global beamformers. (a) fMDF/MDF and (b) fMWNG/MDF.
The desired speech signal impinges on the array from the
positive x-axis direction.

fMWNG/MDF than for fMDF/MDF. In contrast, both exhibit a
preferable WNG than fUCCA and fDULA either in large DOA
deviations or in frequencies higher than 2 kHz. Considering
the DF measure, fDULA is superior if the DOA deviation
is small. However, its performance sharply drops when
the DOA deviation is significant. In contrast, the linear
SCCA beamformers exhibit a better tolerance to significant
deviations, with fMDF/MDF outperforming fMWNG/MDF. We
note that fUCCA is more tolerant to deviations than fDULA

considering both measures, yet none are as tolerant as
fMDF/MDF or fMWNG/MDF.

Figure 4 depicts the DF and WNG of the four discussed
beamformers concerning the elevation angle θ. We observe
that fMDF/MDF and fMWNG/MDF are even more tolerant
to DOA deviations concerning the elevation angle than to
the azimuth angle. We note that this property, although
not directly optimized for, is obtained as an artifact of the
2-D array geometry, which is less sensitive to elevation
angle deviations, having no microphones to sense acoustic
pressure differences in the direction perpendicular to the
array plane. In contrast, the performance of fDULA with
elevation angle deviations is similar to its performance with
azimuth angle deviations as the underlying one-dimensional
(1-D) array geometry senses variations concerning merely a
single angle in the same way. Addressing fUCCA, we note
that its geometry may be seen as an ensemble of small
DULAs uniformly spread on a circle circumference, which
implies that the 1-D geometry artifact discussed with fDULA

roughly applies to this beamformer as well.
We end this part by addressing the beampatterns of the

two discussed beamformers concerning both the azimuth and
elevation angles. The beampatterns are depicted in Figure 5.
We observe that both beamformers exhibit a roughly constant

(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIGURE 3: DF and WNG as a function of the azimuth
angle ϕ with the four discussed beamformers. (a) DF
with fMDF/MDF, (b) WNG with fMDF/MDF, (c) DF with
fMWNG/MDF, (d) WNG with fMWNG/MDF, (e) DF with
fUCCA, (f) WNG with fUCCA, (g) DF with fDULA, and (h)
WNG with fDULA.

mainlobe beamwidth concerning the azimuth angle, which
indicates their tolerance to DOA deviations from another
perspective. It is also evident that angles outside the main-
lobe (or deviation range) are greater reduced with fMDF/MDF

than with fMWNG/MDF which implies better directivity of
the former. Considering the elevation angle, we note that
the mainlobe is even wider, with approximately 10 dB
attenuation at a DOA deviation of 50o with fMDF/MDF and
60o with fMWNG/MDF. In contrast, nulls only appear when
the deviation is as extreme as 70o.

C. Speech Signals in Noisy Reverberant Environments
In this section, we demonstrate the practicality of the
proposed approach through simulations of speech signals
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TABLE 1: Average PESQ and STOI scores of the time-domain enhanced signals corresponding to the discussed
beamformers. We set T60 = 250 msec in these settings.

PESQ STOI

(∆θ,∆ϕ) = (0o, 0o) (20o, 0o) (40o, 0o) (40o, 40o) (0o, 0o) (20o, 0o) (40o, 0o) (40o, 40o)

Yref 1.87 2.01 1.83 1.94 0.68 0.77 0.73 0.74

fMDF/MDF 2.47 2.46 2.52 2.44 0.79 0.84 0.79 0.70

fMWNG/MDF 2.50 2.85 2.77 2.45 0.82 0.89 0.90 0.83

fUCCA 2.36 2.35 2.27 2.24 0.78 0.85 0.81 0.79

fDULA 2.38 2.08 2.15 1.97 0.78 0.78 0.76 0.69

fDS 2.09 2.31 2.14 2.04 0.74 0.83 0.80 0.72

TABLE 2: Average PESQ and STOI scores of the time-domain enhanced signals corresponding to the discussed
beamformers. We set T60 = 500 msec in these settings.

PESQ STOI

(∆θ,∆ϕ) = (0o, 0o) (20o, 0o) (40o, 0o) (40o, 40o) (0o, 0o) (20o, 0o) (40o, 0o) (40o, 40o)

Yref 1.93 2.04 1.80 1.91 0.54 0.67 0.66 0.67

fMDF/MDF 2.07 2.14 2.16 2.28 0.58 0.75 0.68 0.63

fMWNG/MDF 2.14 2.36 2.26 2.20 0.61 0.75 0.78 0.73

fUCCA 2.18 2.09 2.01 2.04 0.59 0.73 0.68 0.67

fDULA 2.15 1.99 2.00 1.95 0.61 0.66 0.64 0.60

fDS 2.03 2.13 2.01 2.00 0.61 0.74 0.73 0.66

in noisy and reverberant environments and with DOA de-
viations of the desired sources. We use a room impulse
response (RIR) generator [37] to simulate the reverberant
noise-free signals received in the four beamformers discussed
in the previous part and with the same configurations,
that is, fMDF/MDF, fMWNG/MDF, fUCCA and fDULA, each
consisting of 24 microphones. In addition, we simulate the
traditional linear DS beamformer, denoted by fDS, as a
reference. We carry out the simulations in four distinct
scenarios where the desired speech signal source is relo-
cated to form different deviations in its DOA: (∆θ,∆ϕ) =
(0o, 0o), (∆θ,∆ϕ) = (20o, 0o), (∆θ,∆ϕ) = (40o, 0o) and
(∆θ,∆ϕ) = (40o, 40o), where ∆θ represents the DOA devi-
ation concerning the elevation angle and ∆ϕ represents the
DOA deviation concerning the azimuth angle. We note that
each scenario is characterized by a different reverberation
pattern (as the location of the speech signal source varies).
Hence, the scenarios cannot be directly compared but instead
individually analyzed.

In each of the four scenarios, the array is located on the
z = 1 m plane and centered around the (x, y) = (3, 3)m
coordinate of a 6 × 6 × 4 m room. The RIR is simulated
with two different values of T60, 250 msec and 500 msec,
where T60 is defined by Sabin-Franklin’s formula [38]. In
addition, two simulated noise fields are present: a white
thermal Gaussian noise and a spherically-isotropic diffuse
noise, with the latter being 30 dB more powerful than the

former; overall, the input SNR is set to iSNR = 0 dB.
The desired speech signal, x (t), is a concatenation of 24
speech signals (12 speech signals per gender) with varying
dialects that are taken from the TIMIT database [39] and
sampled at a sampling rate of fs = 1/Ts = 16 kHz. The
speech signal enhancement is performed in the short-time
Fourier transform (STFT) domain using 75% overlapping
time frames and a Hamming analysis window of length 256
(16 msec).

We analyze and compare the average PESQ [40] and
STOI [41] scores of the time-domain enhanced signals with
each beamformer in all the scenarios discussed above. The
results are shown in Tables 1 and 2 for T60 = 250 msec
and T60 = 250 msec, respectively, along with the scores
of the noisy speech signal as it is received by a refer-
ence microphone located in the (3, 3, 1)m coordinate and
denoted by Yref . When T60 = 250 msec, that is, when
the reverberations are mild, fMWNG/MDF outperforms all
other beamformers by a great deal in terms of both scores.
This is particularly stressed when (∆θ,∆ϕ) = (40o, 0o) or
(∆θ,∆ϕ) = (40o, 40o), i.e., when the DOA deviations are
significant. This results from the beamformer’s tolerance to
DOA deviations concerning both angles, as elaborated in
the former part, and its superior WNG performance even
in low frequencies. In contrast, when the reverberations are
strong and T60 = 500 msec, fMDF/MDF and fMWNG/MDF

are not better than the other beamformers in the zero-
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(a) (b)

(c) (d)

(e) (f)
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FIGURE 4: DF and WNG as a function of the eleva-
tion angle θ with the four discussed beamformers. (a) DF
with fMDF/MDF, (b) WNG with fMDF/MDF, (c) DF with
fMWNG/MDF, (d) WNG with fMWNG/MDF, (e) DF with
fUCCA, (f) WNG with fUCCA, (g) DF with fDULA, and (h)
WNG with fDULA.

deviation scenario in which (∆θ,∆ϕ) = (0o, 0o) as their
ability to attenuate the undesirable reverberations is, in this
case, inferior. Nevertheless, in all other scenarios, either
fMDF/MDF or fMWNG/MDF are shown to outperform the
traditional beamformers in terms of both scores, with the
former being superior in terms of the PESQ score in the
(∆θ,∆ϕ) = (40o, 40o) scenario and the latter otherwise.
We deduce that the proposed approach is preferable either
in mild reverberant environments or with significant DOA
deviations of the desired speech signal.

VI. Conclusions
We have presented an SCCA-based KP beamforming ap-
proach that maximizes the broadband array directivity over

(a) (b)

(c) (d)

FIGURE 5: Beampatterns as a function of the frequency and
either the azimuth angle ϕ or the elevation angle θ with the
two proposed beamformers. (a) fMDF/MDF as a function of
ϕ, (b) fMWNG/MDF as a function of ϕ, (c) fMDF/MDF as a
function of θ, and (d) fMWNG/MDF as a function of θ.

a wide range of DOA deviations. As opposed to several pre-
vious approaches, with the proposed method, the necessity of
acquiring the precise direction of the desired speech signal
in advance is avoided. First, we optimize the locations of
the microphones on an SCCA considering a wide predefined
deviation range of the desired signal’s DOA and design an
MDF sub-beamformer. We empirically evaluate the optimal
value of the parameter K, corresponding to the number of
sub-beamformer microphones, as a compromise between the
DF and WNG measures considering the deviation range.
Then, to extend the SCCA sub-beamformer without adding
significant computational complexity, we design two ULA
sub-beamformers: an MDF sub-beamformer along the x-
axis or an MWNG sub-beamformer along the y-axis. The
proposed global beamformers are obtained as a KP of either
one of the ULA sub-beamformers and the SCCA sub-
beamformer to yield fMDF/MDF and fMWNG/MDF, respec-
tively. We analyze the beampatterns and the DF and WNG
measures of the proposed global beamformers and compare
them to traditional beamformers. We show that the pro-
posed beamformers exhibit a considerably larger tolerance
to DOA deviations of the desired speech signal concerning
both the azimuth and elevation angles than the traditional
beamformers. Finally, we perform speech signal simulations
in noisy and reverberant environments and varying DOA
deviation scenarios. Considering both the PESQ and STOI
scores, it is demonstrated that our proposed approach is
preferable, either in mildly reverberant environments or when
the desired speech signal deviates from its nominal DOA.
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