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ABSTRACT The Fiedler vector is the eigenvector associated with the algebraic connectivity of the graph
Laplacian. It is central to graph analysis as it provides substantial information to learn the latent structure of
a graph. In real-world applications, however, the data may be subject to heavy-tailed noise and outliers which
deteriorate the structure of the Fiedler vector estimate and lead to a breakdown of popular methods. Thus, we
propose a Robust Regularized Locality Preserving Indexing (RRLPI) Fiedler vector estimation method that
approximates the nonlinear manifold structure of the Laplace Beltrami operator while minimizing the impact
of outliers. To achieve this aim, an analysis of the effects of two fundamental outlier types on the eigen-
decomposition of block affinity matrices is conducted. Then, an error model is formulated based on which
the RRLPI method is developed. It includes an unsupervised regularization parameter selection algorithm that
leverages the geometric structure of the projection space. The performance is benchmarked against existing
methods in terms of detection probability, partitioning quality, image segmentation capability, robustness and
computation time using a large variety of synthetic and real data experiments.

INDEX TERMS Dimension reduction, eigen-decomposition, eigenvectors, Fiedler vector, locality preserving
indexing.

I. INTRODUCTION
The Fiedler vector of a connected graph is the eigenvector
associated with the second smallest eigenvalue, the so called
Fiedler value, of the graph Laplacian matrix. The Fiedler
vector and the Fiedler value provide important information
for estimating [1], [2], [3] and controlling [4], [5], [6] the
algebraic connectivity of a graph, finding densely connected
groups of vertices that are hidden in the graph structure
[7], [8], [9], [10], and representing the implicit relationships
between variables in a low-dimensional space [11], [12].
Due to its central role in graph analysis, the computation of
the Fiedler vector has been a fundamental research area for
decades [12], [13], [14], [15], [16], [17], [18], [19], [20], [21],
[22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32],
[33], [34], [35], [36], [37], [38], [39], [40].

A popular method to embed data-points into a low-
dimensional space is Laplacian eigenmaps (LE) [39] method

for which the embedding is performed based on the eigen-
decomposition of Laplacian matrix. It can therefore also be
used for Fiedler vector computation. The LE performs a non-
linear dimensionality reduction while preserving the local
neighborhood information in a certain sense, and it explicitly
reveals the manifold structure [40]. An alternative approach is
that of locality preserving indexing (LPI) [15], which trans-
forms the nonlinear dimensionality reduction in the Laplace
Beltrami operator into a linear system of equations. LPI
requires a complete singular value decomposition (SVD), re-
sulting in a considerable computational complexity, which is
why computationally more attractive alternative approaches
have been proposed in [17], [30]. However, the performance
of [17] strongly depends on the penalty parameter selection.

In addition to challenges arising from computational com-
plexity and the setting of the penalty parameter, in real-world
scenarios, outliers and heavy-tailed noise may obscure the
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FIGURE 1. Examplary image segmentation result comparing the popular Laplacian eigenmaps (LE) [39] and the proposed Robust Regularized Locality
Preserving Indexing (RRLPI) methods for Fiedler vector estimation.

graph structure that represents the clean data. Consequently,
the computed Fiedler vectors are corrupted, and embeddings
based on these vectors no longer provide useful information
about the majority of the data set, as they are dominated by
outliers. Therefore, robust Fiedler vector estimation methods
are needed. One popular strategy is to mitigate the effects
of outliers in the representation space by restructuring the
affinity matrix based on prior information, such as, the number
of clusters [41], [42] and the level of sparsity [21], [41],
[42], [43], [44] that plays a crucial role in the structure of
the eigenvectors. However, it becomes very challenging to
determine such prior information, especially in the presence
of outliers and heavy-tailed noise that may completely ob-
scure the underlying structure. Alternatively, outliers can be
suppressed in the projection space, such as in [19], [20],
[21], [32], [45]. However, most of these approaches, again,
require prior knowledge, e.g., the label information of a
data set [19], [20] or data dependent parameter tuning to
determine the descriptive features [21]. Moreover, the ro-
bust projection operation in [45], uses the �1 norm that
creates a different eigenbasis and requires prior informa-
tion about the data, i.e. representative samples. The robust
locality preserving feature mapping (RLPFM) approach in
[32] preserves the �2 norm and builds upon M-estimation to
suppress the outliers. However, it performs M-estimation of
the eigenvectors by iteratively reweighting the residuals of
Laplacian eigenmaps-based prediction which results in a large
computation cost.

Contributions: To address these issues of the above dis-
cussed methods, we propose a new Robust Regularized
Locality Preserving Indexing (RRLPI) method for Fiedler
vector estimation. The key idea is to provide robustness in the
embedding space by transforming the Fiedler vector estima-
tion problem into a linear system of equations that reveals the
hidden group structure in a given graph without assuming any
prior knowledge or available training data. Motivated by the
importance of the sparsity level in the Fiedler vector struc-
ture, we begin by distinguishing fundamental outlier types
and investigate how their occurrence depends on the deter-
mined sparsity level. This analysis of the effects of outliers

on the eigen-decomposition enables us to understand how to
best integrate robustness into the Fiedler vector computation.
Based on our analysis, we show that the weighted node degree
of a vertex is a valuable information to identify an outlier.
Therefore, an error model is formulated based on the typical
weighted node degree of a graph. Unlike other embedding
approaches whose performance strongly depends on correctly
setting parameters with the help of prior knowledge, e.g., [17],
[19], [20], [21], our penalty parameter determination is for-
mulated as part of the optimization (similar to [32]) based on
�-separated sets [46] which are defined based on geometric
analysis of well-separated �2

2 representations. However, in
contrast to RLPFM [32], RRLPI robustly estimates the Fiedler
vector based on the typical weighted node degree of the graph,
which incorporates the weighting operation into a single step
and makes the proposed method computationally efficient in
comparison to [32].

Illustrating example: An image segmentation application
illustrating the need for robust Fiedler vector estimation is
provided in Fig. 1. Starting from an original image including
birds and background (sky), the aim clearly is to assign birds
and the background into different segments. To this end, the
image is represented as graph and the Fiedler vectors are
computed using RRLPI (top) and LE (bottom). The resulting
Fiedler vectors are then clustered into two groups. As can
be seen, the LE based Fiedler vector computation results in
assigning outlying entries of the Fiedler vector as one small
cluster while merging birds and background in a second big
cluster. By contrast, the robustly estimated Fiedler vector us-
ing the proposed RRLPI method provides the correct structure
in the Fiedler vector estimate to enable the desired segmen-
tation into birds and background. Robustness is obtained
by assigning weights to all data-points based on the typical
weighted node degree in the associated graph. Consistent with
the ideas of M-estimation in robust statistics, a large degree of
outlyingness of a data-point corresponds to a small weight.

The paper is organized as follows. Section II introduces
the basic concepts and briefly discusses Fiedler vector estima-
tion using LPI. The ideas underlying the proposed algorithm
and the problem formulation are the subject of Section III.
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Section IV is dedicated to the proposed robust regularized
locality preserving indexing method. This section includes
the theoretical analysis, penalty parameter selection, com-
putational complexity analysis and possible applications.
Section V demonstrates the performance of the proposed ap-
proach in comparison to popular competitors both in cluster
enumeration and in image segmentation using real-world data.
Finally, conclusions are drawn in Section VI. An implementa-
tion of RRLPI is available at: https://github/A-Tastan/RRLPI

II. PRELIMINARIES
A. SUMMARY OF NOTATIONS
Lower and upper-case bold letters denote vectors and ma-
trices, respectively; R denotes the set of real numbers; Z+
denotes the set of positive integers; |x| denotes the absolute
value of x; ‖x‖ denotes the norm of vector x, e.g. ‖x‖2 is the �2

norm; med(x) denotes the median of vector x; sign(x) denotes
the sign function defined as sign(x) = x/|x|; diag(x1, . . . , xN )
denotes a diagonal matrix of size N × N with x1, . . . , xN on
its diagonal; x� denotes transpose of vector x; λF denotes the
Fiedler value; yF denotes the Fiedler vector corresponding
to λF ; I denotes the identity matrix; 1 denotes the vector
of ones; x̂ denotes the estimate of vector x; W̃ refers to a
corrupted affinity matrix; di denotes the weighted node de-
gree of the ith data-point for a weighted affinity matrix and
the corresponding degree for an adjacency matrix; λi denotes
the ith eigenvalue; yi( j) denotes the embedding result of the
jth data-point in the eigenvector yi associated with the ith
eigenvalue λi.

B. PROBLEM STATEMENT
Given a set of data-points X = [x1, . . . , xN ] ∈ R

M×N , the aim
of this work is to estimate the Fiedler vector yF ∈ R

N such
that it embeds each data-point on a real line, providing ro-
bustness at a reasonable computation cost. In the following
sections, the applicability of existing projection strategies to
Fiedler vector estimation is explained in terms of their theo-
retical adaptiveness, computational cost and robustness.

C. COMPUTING THE FIEDLER VECTOR
Suppose that a data set X = [x1, . . . , xN ] ∈ R

M×N with M
denoting the data dimension and N being the number of data-
points, can be represented as a graph G = {V,E ,W}, where V
denotes the vertices, E represents the edges, and W ∈ R

N×N

is the symmetric affinity matrix. The i, jth coefficient of the
affinity matrix wi, j ∈ W representing the edge weight be-
tween ith and jth vertex can be computed using a similarity
measure, such as the cosine similarity, for which wi, j = x�

i x j ,
i �= j s.t. ‖xi‖2 = 1, ‖x j‖2 = 1. Let L ∈ R

N×N denote the dis-
crete Laplacian operator (also known as the graph Laplacian
matrix) that is nonnegative definite with associated eigen-
values 0 ≤ λ0 ≤ λ1 ≤ . . . ≤ λN−1 sorted in ascending order.
Then, it follows that the Fiedler vector yF ∈ R

N is the eigen-
vector associated with the second smallest eigenvalue λ1 of

the eigen-problem

Lyi = λiyi, (1)

or in a generalized eigenvalue problem form

Lyi = λiDyi, (2)

Here, the Laplacian matrix L is defined analogously to the
Laplace Beltrami operator on the manifold by L = D − W,
where D ∈ R

N×N is a diagonal weight matrix with weighted
node degrees di,i = ∑

j wi, j on the diagonal and yi ∈ R
N is

the eigenvector associated with λi.
The LPI method determines linear approximations to the

eigenfunctions of the Laplace Beltrami operator [15], [16]
by representing the Fiedler vector as the response of a linear
regression with input variables X, i.e., yF = X�βF . Hence,
the LPI finds a transformation vector βF ∈ R

M that is the
eigenvector associated with the second largest eigenvalue of
the generalized eigen-problem

XWX�β j = λ jXDX�β j, (3)

which has the same eigenvalue λi as in (2) for λ j with
j = N − (i + 1). This means that the Fiedler value λF which
is the second smallest eigenvalue (λi = λ1) of the eigen-
problem in (2) is the same as the second largest eigenvalue
(λ j = λN−2) of the eigen-problem in (3) and thus, the Fiedler
vector yF corresponding to λF can be computed based on the
projective functions of LPI. However, the LPI [15] method
performs a complete SVD to compute the eigenvectors, which
results in a cubic-time complexity even though the matrix is
sparse. This property of LPI makes it infeasible in applications
comprising large number of samples.

D. ESTIMATING THE FIEDLER VECTOR
The Regularized Locality Preserving Indexing (RLPI) [17]
method efficiently determines the projective functions of LPI
in two consecutive steps for the Fiedler vector estimation.
First, the Fiedler vector yF associated with the second smallest
eigenvalue of (2) must be computed. Then, for the Fiedler
vector yF , the a transformation vector βF ∈ R

M that satisfies
yF = X�βF can be estimated by solving the following least-
squares problem

β̂F = argmin
βF

N∑
i=1

(
β�

F xi − yF (i)
)2
, (4)

where yF (i) is the ith embedding point in yF and β̂F is the
estimated transformation vector. The RLPI [17] method im-
poses a penalty on the norm of βF in (4) to control the amount
of shrinkage. Under certain conditions,1 the estimated Fiedler
vector based on RLPI is the eigenvector of eigen-problem
in (3).

1Let yF be the Fiedler vector associated with the second largest eigenvalue
of the eigen-problem in (3). If yF is in the space spanned by row vectors of
the data matrix X, the corresponding projective function βF calculated by
RLPI will be the eigenvector of eigen-problem in (3) as the penalty parameter
decreases to zero (for details, see Theorem 2 in [17]).
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In contrast to LPI, the above formulation can benefit from
sparsity of the affinity matrix and leading to a quadratic-time
complexity of the unsupervised RLPI [17] method for the
setting of sparse matrices. Despite its computational advan-
tage, a major drawback of the RLPI algorithm, however, is
that the penalty parameter, which has a significant impact in
the performance of RLPI, is unknown in real-world scenarios.
Additionally, LPI [15] and RLPI [17] do not address robust-
ness which is important drawback considering that real-world
data sets often contain impulsive noise and outliers.

To integrate robustness in eigenvector estimation, RLPFM
[32] formulates the problem in (4) as a ridge regression task
that is solved with a penalized M-estimation approach. In
particular, the RLPFM method iteratively reweights the resid-
uals of Laplacian eigenmaps-based prediction to estimate the
vector β̂F that provides the best approximation to the Fiedler
vector yF . Even though the method promotes robustness, it
leads to an additional cost in comparison to RLPI [17]. In
particular, in every iteration, the method has a cubic-time
complexity for dense matrices while it has quadratic-time
complexity for sparse matrices. This means that the method
becomes infeasible when large numbers of iterations are nec-
essary for the Fiedler vector estimation.

III. MOTIVATION
The previous section discussed the applicability of LPI for
Fiedler vector computation. In particular, LPI may discover
the hidden nonlinear structure by finding linear approxima-
tions to the nonlinear Laplacian eigenmaps (for details, see
[15] and [16]). However, when using the least-squares ob-
jective function, outliers and heavy-tailed noise may have a
large impact on the estimation of the transformation vector
βF . This leads to errors in the computed Fiedler vector and,
consequently, an information loss about the representation of
the underlying graph structure using such a corrupted Fiedler
vector computation. This section analyzes the effects of out-
liers and noise on the eigen-decomposition of the Laplacian
matrix. The analysis provides the theoretical basis and an
understanding of the ideas underlying the proposed robust
Fiedler vector estimation approach.

A. OUTLIER EFFECT ON EIGEN-DECOMPOSITION
The effect of outliers on the eigen-decomposition is analyzed
in terms of two fundamental types of outliers. All examina-
tions that are conducted in this section are made for block
affinity matrices unless it is stated otherwise. Motivated by
[47], we begin by defining the first fundamental type of out-
liers as follows.

Definition III.1 (Type I Outliers): The data-points that do
not have correlations with any of the samples are called Type I
outliers.

Based on this first definition, the correlation coefficient
vectors that are associated to outliers, ideally, are zero vec-
tors. More practically speaking, and motivated by real data
examples, the data-points whose similarity coefficients have
negligibly small values may also be called Type I outliers.

To understand Type I outliers’ effect on the Fiedler vector,
it is important to remember the relationship between the num-
ber of connected components of a k block diagonal affinity
matrix W ∈ R

N×N and the spectrum of the associated graph
Laplacian matrix L ∈ R

N×N . In [48], it has been shown that
the multiplicity of the zero-valued eigenvalues of L equals the
number of connected components k and the eigenspace of the
zero eigenvalues is spanned by the indicator vectors of those
connected components. Clearly, considering Type I outliers
as isolated blocks of size one, the addition of NI number of
Type I outliers leads to NI additional zero-valued eigenvalues
whose eigenspace is spanned by the indicator vectors of the NI

outliers. Accordingly, if the affinity matrix has distinct blocks
and the Type I outliers are disconnected, the Fiedler vector can
be easily determined after removing these outliers. However,
in real world scenarios the true blocks are generally not dis-
tinct and/or outliers do have a few non-zero similarities which
result in non-zero eigenvalues [35], [36]. Since the number of
blocks k and the number of outliers NI are unknown, directly
using eigenvalues for outlier detection may be impossible
in practice.

The following proposition provides a numerical under-
standing of Type I outliers’ effect on the Fiedler vector.

Proposition III.1: For a definite nonnegative k block zero-
diagonal symmetric affinity matrix W ∈ R

N×N and the asso-
ciated Laplacian L ∈ R

N×N , let the eigenvectors be orthog-
onal vectors of different lengths, i.e., ‖yi‖2 = Li, where yi

denotes the eigenvector associated with the ith eigenvalue of L
and Li is the length of yi. Further, let ỹF be the Fiedler vector
associated with the eigenvalue that corresponds to an additive
Type I outlier and let ỹF (oI ) denote the embedding result of
a Type I outlier in ỹF . Then, it follows that the Euclidean
distance between embeddings of different blocks decreases to
zero when the absolute value of the embedding result of the
outlier increases to the length of the Fiedler vector, i.e. when
|ỹF (oI )| → LF .

Proof: See Appendix A.1 of the supplementary material. �
Motivated by the eigenvectors’ crucial role in cluster analy-

sis, the results of Proposition III.1 can be extended to multiple
eigenvectors. If a distance-based clustering approach, such as,
spectral clustering is applied on the eigenvectors that are the
indicator vectors of NI outliers, all non-outlying points are
mapped to the same cluster as a result of Proposition III.1, as
|ỹF (oI )| → LF . This explains why spectral clustering breaks
down in the presence of Type I outliers. Only if the number of
outliers is known or can be deduced from the data set (e.g. be-
cause they perfectly match Definition III.1), ignoring the indi-
cator vectors of outliers can overcome this problem. However,
in practice, Definition III.1 may only hold approximately,
and data-points may vary in the degree of their outlyingness,
making a binary detection challenging or inappropriate. In
Section IV, we will present a robust M-estimation-based ap-
proach to suppress the impact of outliers, when such simple
outlier detection and removal strategies do not apply.

Next, we will study the effect of a second fundamental type
of outliers that are defined as follows.
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Definition III.2 (Type II Outliers): Outliers of Type II are
the data-points that have correlations with more than one
group of data-points.

The definitions of Type I and Type II outliers are based on
the assumed ideal graph model in which all vertices associ-
ated with different clusters are unconnected. This model is
denoted as “ideal case” in the well-known spectral cluster-
ing algorithm of Ng, Jordan and Weiss (NGW) (for details,
see Section III-A in [27]). However, in real-world scenarios
the data-points do not behave ideally (for further discussion,
see see Section III-B in [27]) and even a small deviation from
the “ideal case” leads to the presence of Type II outliers. Note
that what is referred to as the “general case” in [27], may
include both Type I and II outliers, since they are defined as
deviations from the “ideal case”. Unlike for Type I outliers,
simple detection and removal strategies, for example, outlier
detection based on zero-eigenvalues are not applicable due to
the undesired correlations [48]. In addition to their effect on
the eigenvalue structure, it is therefore important to analyze
the effect of Type II outliers on the eigenvectors to understand
their particular effect on the Fiedler vector. Since Type II
outliers may occur in large numbers in practical settings, the
extreme case of correlation with more than one group of data-
points is examined in the following proposition.

Proposition III.2: For a k block zero-diagonal sym-
metric nonnegative affinity matrix W ∈ R

N×N , let wi ∈
{w1,w2, . . . ,wk} denote a constant around which the cor-
relation coefficients of the ith block are assumed to be
concentrated with negligibly small variations. Further, let w̃u

denote a constant around which the correlations between
blocks are concentrated. Let W̃ define an affinity matrix,
which is equal to W, except that we impose w̃u > 0, such
that the vertices associated with ith and jth block become
connected. Then, it follows that the connections between ver-
tices corresponding to different blocks result in embedding all
data-points onto the same location on the eigenvector ỹ0 that
is associated with the smallest eigenvalue λ̃0 of the Laplacian
matrix L̃ ∈ R

N×N corresponding to W̃.
Proof: See Appendix A.2 of the supplementary material. �
Even though Proposition III.2 shows the loss of group struc-

ture in the eigenvector associated with the smallest eigenvalue,
in real applications, this eigenvector might be the Fiedler
vector when the data includes Type I outliers with negligibly
small similarity coefficients. A strategy to deal with Type II
outliers’ effects, which are described in Proposition III.2, is
the consideration of the group of eigenvectors spanning the
subspaces instead of unstable individual eigenvectors of L
[27]. The NGW algorithm, normalizes the selected orthog-
onal eigenvectors to have unit length and performs k-means
clustering. Considering the eigen-problem in (2) as in [27],
the following proposition extends the analysis of the effect of
outliers on group structure for multiple eigenvectors that are
normalized to have constant length.

Proposition III.3: Let L ∈ R
N×N and L̃ ∈ R

N×N denote
Laplacian matrices associated with W ∈ R

N×N and W̃ ∈
R

N×N , respectively. Further, let the eigenvectors associated

FIGURE 2. Fiedler vector computation for an ideal k = 2 blocks affinity
matrix.

with the K smallest eigenvalues of L and L̃, respectively, be
the column vectors of the matrices Y ∈ R

N×K and Ỹ ∈ R
N×K

where K denotes the number of clusters. Finally, let ei ∈ R
K

and ẽi ∈ R
K , the ith row vector of Y and Ỹ, respectively, de-

note the embedding vectors that represent the M-dimensional
ith feature vector in the reduced K-dimensional space. As-
suming that the column vectors of Y and Ỹ have a constant
length based on the eigen-problem in (2), the Euclidean dis-
tance between any embedding vector pair ei and e j associated
with different blocks is greater than that of ẽi and ẽ j , i.e.
‖ei − e j‖2 > ‖ẽi − ẽ j‖2.

Proof: See Appendix A.3 of the supplementary material. �
Proposition III.3 shows that the Type II outliers’ effect

is not limited to an individual eigenvector and this effect
becomes more visible when the eigenvectors have different
lengths and the length of the eigenvector associated with the
smallest eigenvalue is greater than the others. In such cases,
normalizing eigenvectors as in [27] might be helpful to rela-
tively preserve the distance between embeddings of different
clusters. However, this may also increase the negative impact
of outliers. For example, Type I outliers increase to the length
of the eigenvector as in Proposition III.1. Considering the
prominent effect of Type I outliers in comparison to outliers
of Type II, the proposed method considers a more general
case based on the eigenvectors of different lengths as in the
spectral clustering method of Meilă-Shi [49] (for a detailed
comparisons about spectral clustering methods, see [50]).

To illustrate the different outlier effects, examples of com-
puted Fiedler vectors are shown for ideal and corrupted
affinity matrices in Fig. 2 and Fig. 3, respectively. In the
ideal case, the vertices of different clusters do not have edges
between each other while vertices of the same cluster are con-
nected with strong edges. If such an ideally clustered graph is
embedded on the real line using the Fiedler vector, the vertices
of the same cluster are concentrated while they are far away
from the vertices of a different cluster, see Fig. 2. Therefore,
the embedding results of different clusters are easily separable
which is crucial for subsequent graph partitioning. On the
other hand, the corrupted graph in Fig. 3 includes two typi-
cal outlier effects. Based on Propositions III.1–III.3, Type I
outliers are embedded far from the clusters while Type II out-
liers that correlate with more than one cluster are embedded
between different clusters making their separation difficult. In
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FIGURE 3. Fiedler vector computation for a corrupted k = 2 blocks affinity
matrix. The corruptions of the affinity matrix by Type I and Type II outliers
are highlighted by coloring the corresponding affected elements in light
red and dark red, respectively. In the Fiedler vector, outliers are positioned
as shown in the right illustration.

such scenarios, the outliers result in a performance degrada-
tion because of the computed Fiedler vector that would lead
to losing the group structure information of the graph.

B. OUTLYINGNESS MEASURE: WEIGHTED NODE DEGREE
This section introduces and discusses the weighted node
degree, an outlyingness measure to suppress both Type I
and Type II outliers. Definitions III.1 and III.2, respectively,
determine the Type I and Type II based on the assumed
(ideal) graph model which comprises a considerable num-
ber of intra-cluster edges, while not containing inter-cluster
edges. In particular, Definition III.1 determines a Type I
outlier as a relatively unconnected (or ideally even totally
unconnected) vertex that has noticeably small-valued (or ide-
ally zero-valued) weighted node degree in comparison to
the non-outlying samples of the clusters. A natural result of
Definition III.1 based on the assumed graph model is that
Type I outliers’ weighted node degrees will be smaller-valued
than the typical ones when the intra-cluster edge weights
are large-valued. Even though the values of edge weights
rely on the graph construction, large-valued edge weights for
the intra-clusters are typical in real world scenarios includ-
ing the densely connected clusters. Therefore, the results of
Definition III.1 point out a frequently observed scenario. In
contrast to this comparably simple characterization of Type I
outlyingness, Type II outlyingness determination based on
weighted node degree depends on cluster sizes in addition to
the graph construction. For example, let G̃ = {V,E , W̃} be
a Type II outlier corrupted graph model of balanced cluster
sizes. According to Definition III.2, the weighted node degree
of a Type II outlier is smaller-valued than that of the typical
data-points when the Type II outlier is connected to multiple
groups of nodes with small-valued edge weights in G̃. On
the other hand, the weighted node degree of a Type II outlier
is larger-valued than that of the typical data-points when the
intra-cluster edge weights of the Type II outliers are equal or
larger-valued than that of the typical data-points in G̃. Thus,
while both outlier types behave differently, it is important to
note for a connected graph model of comparable cluster sizes

FIGURE 4. Examplary outlyingness measure of Person Identification [51]
data set based on the weighted node degrees.

FIGURE 5. Examplary outlyingness measure of Human Gait [52] data set
based on the weighted node degrees.

both types of outliers have a common characteristic: their
weighted node degrees deviate from that of the typical nodes.

Type I and Type II outliers’ deviating weighted node degree
characteristic is commonly observed in many real-world data
sets as their existence directly depends on the graph construc-
tion where the appropriate level of sparsity is unknown. In
particular, the increase in the level of sparsity generates Type I
and Type II outliers when the edge weights within the clusters
are larger valued than between clusters, which is a common
scenario. In contrast to this, a dense graph construction may
lead to an increase in the number of Type II outliers with
larger valued weighted node degree. To provide a visual un-
derstanding of this, exemplary outlier assignments are shown
for sparse graph models of the Person Identification [51] and
Human Gait [52] real-world data sets in Figs. 4 and 5, respec-
tively. In Figs. 4(a) and 5(a), the red crosses depict the outliers
that include the 15% of vertices whose weighted node degrees
deviate maximally from the median of weighted node degrees
(the median represents the typical weighted node degrees).
As can be seen, the outlier assignment based on weighted
node degree captures both vertices between different clusters
(Type II outliers) and the vertices that are far from every
cluster (Type I outliers).

The real data examples confirm the theoretical analysis that
the weighted node degree is an informative measure for the
determination of outliers. However, since the number of out-
liers is unknown in real-world scenarios a binary outlier detec-
tion based on weighted node degrees may result in an infor-
mation loss. Therefore, in this work, robustness is introduced
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FIGURE 6. High-level flow diagram illustrating the main steps of RRLPI using a generic example with k = 2 clusters.

by suppressing outliers’ negative impact on the Fiedler vector
rather than detecting and eliminating them. In this way, we
allow for some uncertainty in our decision, giving moderate
but non-zero weight to the points that we are not sure about.

IV. ROBUST FIEDLER VECTOR ESTIMATION
This section introduces the proposed Robust Regularized
Locality Preserving Indexing method for Fiedler vector es-
timation. To understand the key ideas of proposed robust
Fiedler vector estimation, a high-level flow diagram illustrat-
ing the fundamental steps is given in Fig. 6. Starting from a
graph model that is assumed to be corrupted by Type I and
Type II outliers, for every candidate penalty parameter, the
proposed RRLPI method estimates the Fiedler vector robustly
by down-weighting the deviating embedding points based on
their weighted node degrees. After projecting graph vertices
onto the real line based on robust Fiedler vector estimation,
the penalty parameter selection building upon the geometric
analysis of well-separated �2

2 representations is performed. In

particular, every robust Fiedler estimate ŷ(γi )
F ∈ R

N associated
with a candidate penalty parameter γi is separated into two
subsets s(γi ) and t(γi ). Then, the embedding points between
the two generated subsets are discarded as long as the sub-
sets being �-separated. The penalty parameter providing the
minimum number of discarded points is used to determine
the final robust Fiedler vector estimate. In the following sec-
tions, a step-by-step detailed methodology description of the
proposed method as well as its theoretical and computational
analysis are presented.

A. RRLPI FOR FIEDLER VECTOR ESTIMATION
Let data matrix X be subject to heavy tailed noise and out-
liers that obscure the underlying group structure in the graph
G = {V,E ,W} that represents X. In the previous section, it
was shown that the weighted node degree attached to a vertex
is a valuable characteristic of an outlier because it signifi-
cantly differs from the typical weighted node degree. Thus,
the weighted node degree of attached to vertex i is modeled as

di = dtyp + εi. (5)

Here, di = ∑N
j wi, j and εi, respectively, denote the weighted

node degree and the error term for the ith vertex, dtyp is the
typical weighted node degree of the graph G. In practice a ro-
bust estimator, such as the median is used, i.e. d̂typ = med(d)
for a vector of weighted node degrees d = [d1, . . . , dN ]. For
Fiedler vector estimation, an error vector ε ∈ R

N is con-
structed using the error terms associated with each weighted
node degree in d. Then, the transformation vector βF asso-
ciated with yF is computed using penalized ridge regression
M-estimation [53] by solving the following zero gradient
equation

−
N∑

i=1

ψ
(εi

σ̂

) (
x�

i

σ̂

)
+ γβF = 0, (6)

where γ denotes the penalty parameter, σ̂ is a robust scale
estimate of ε and ψ is a bounded and continuous odd function
called the score-function. A popular M-estimator is defined by
Huber’s loss function which is convex and piece-wise differ-
entiable. Huber’s score function is of the form

ψ
(εi

σ̂

)
=

{
εi
σ̂
, for

∣∣ εi
σ̂

∣∣ ≤ c

c · sign
(
εi
σ̂

)
, for

∣∣ εi
σ̂

∣∣ > c
. (7)

where c, commonly set to a default value of c = 1.345 for
95% asymptotic relative efficiency (ARE), is the tuning pa-
rameter that trades off robustness against outliers and ARE
under a Gaussian distribution model for ε (see [54] for a
detailed discussion). A frequently used robust scale estimate
σ̂ is the normalized median absolute deviation [54] that is
defined by

σ̂ = madn(ε) = 1.4826 · med|ε − med(ε)|. (8)

The motivation for adopting M-estimation for Fiedler vec-
tor estimation is that a bounded score function, such as
Huber’s, ensures that nodes with atypical edge weights are
down-weighted in (6). RRLPI, therefore, softly suppresses
the negative impact of outliers on the Fiedler vector estimate
based on Huber’s function. This becomes intuitively clear
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FIGURE 7. Examplary plot of the Fiedler vector computation based on LE and RRLPI methods. The weighting operation in RRLPI on Type I and Type II
outliers results in two clusters of concentrated mappings that include the outliers. In this way, the true structure of the non-outlying data becomes
visible, even in the presence of outliers. By contrast, for LE, the outliers deteriorate the underlying two-cluster structure. Further, the weights provide a
robust measure of outlyingness, which may be used to detect and analyze outliers, which is of high interest in some applications.

when considering Huber’s weight function ωi = ω( εi
σ̂

):

ω
(εi

σ̂

)
=

{
1, for

∣∣ εi
σ̂

∣∣ ≤ c

c/
∣∣ εi
σ̂

∣∣ , for
∣∣ εi
σ̂

∣∣ > c,
(9)

that gives constant weight up to c and then increasingly down-
weights outliers by smoothly descending towards zero. Under
some conditions, e.g. when outliers are extremely large val-
ued, a different weighting function instead of Huber’s may be
used to completely down-weight extreme outliers. For exam-
ple, in robust statistics, Tukey’s weight function

ω
(εi

σ̂

)
=

⎧⎨
⎩

(
1 − (∣∣ εi

σ̂

∣∣ /c)2
)2
, for

∣∣ εi
σ̂

∣∣ ≤ c

0, for
∣∣ εi
σ̂

∣∣ > c
, (10)

is a popular choice, which gives zero-weight to extreme
outliers. However, such a function leads to non-convex op-
timization problems, which is why, in many cases, Huber’s
weights are preferred (see [54] and [55] for a detailed discus-
sion).

To provide an intuitive understanding, an examplary plot
is provided in Fig. 7 that compares RRLPI with LE. Con-
sistent with the outlier effect analysis that has been detailed
in Section III, the data-points which are mapped far away
from any other cluster in the Fiedler vector yF are Type I
outliers while the embeddings between different clusters are
outliers of Type II. As can be seen, these outlying embeddings
result in a performance degradation for clustering algorithms
that are based upon a non-robust computation of yF . An
important property of these outliers is that their occurrence
depends on the determined level of sparsity. In more de-
tails, a non-sparse graph model results in over-connected
vertices (Type II) whereas increasing sparsity redundantly
results in less-connected or disconnected vertices (Type I).
A robust sparsity level determination, such as proposed in
Section IV-C, is therefore essential. Since the number of

outliers is unknown, an outlier detection based on the avail-
able graph structure may result in misdetection or losing
information. Therefore, instead of outlier detection, RRLPI
down-weights the deviating embedding points based on their
weighted node degrees to achieve a robust Fiedler vector
estimate in which the embeddings associated with the same
cluster are concentrated while being separated from embed-
dings of different clusters. The RLPFM approach in [32]
also maintains the �2 norm and builds upon M-estimation to
suppress the outliers. However, it performs M-estimation of
the eigenvectors by iteratively reweighting the residuals of
Laplacian eigenmaps-based prediction, which results in an
increased computation cost. In contrast to this well-known
M-estimation application, robustly estimating the Fiedler vec-
tor based on the typical weighted node degree of the graph
fits the weighting operation into a single-step and makes the
proposed RRLPI computationally efficient in comparison to
[32]. In addition to this, the proposed method introduces
a comprehensive theoretical analysis and step-by-step de-
tailed computational complexity evaluation for integrating
M-estimation into Fiedler vector estimation in the following
sections.

B. THEORETICAL ANALYSIS
The RLPI [17] method represents the Fiedler vector yF as
the response of a linear regression with input variables X, i.e.
yF = X�β. Then, it determines the transformation vector βF
that minimizes a penalized residual sum of squares problem∑N

i=1(β�
F xi − yF (i))2 + γ ‖βF ‖2. In RRLPI, this approach is

generalized by defining βF as the solution to (6) whose matrix
form leads to (for detailed information, see [53])

β̂F = (
X�X� + γ σ 2I

)−1
X�yF , (11)

where � ∈ R
N×N is diagonal matrix of weights defined

by (9).
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As discussed in Section II, the LPI method uses a lin-
earization of the embedding operation for the Fiedler vector
computation. To understand the relationship between LPI and
RRLPI, we first clarify the relation between RLPI and RRLPI.

Theorem 1: RRLPI is a robustly weighted RLPI [17], and
for � = I, it gives identical solutions to RLPI based Fiedler
vector computation.

Proof: See Appendix B.1 of the supplementary material. �
From Theorem 1, it follows that for γ > 0 and/or � �= I,

the estimated tranformation vector β̂F is not the eigenvector of
the eigen-problem in (3) which means that it is not associated
with the Fiedler value. However, the following theorem shows
in which cases βF gives exactly the eigenvector of the eigen-
problem in (3).

Theorem 2: Suppose yF is the Fiedler vector associated
with the second largest eigenvalue of the eigen-problem in
(3). Further, let X = U�V�� be the SVD of the data matrix
where � ∈ R

τ×τ is a diagonal matrix of singular values, U ∈
R

M×τ is the matrix of left singular vectors, V ∈ R
N×τ is the

matrix of right singular vectors for rank(X) = τ . Finally, let
� ∈ R

N×N and � ∈ R
M×M be two weighting matrices such

that U��U = I and V��V = I. If yF is in the space spanned
by row vectors of the weighted data matrix X∗, for X∗ = X�,
the corresponding transformation vector β̂F estimated with
RRLPI is the eigenvector of the eigen-problem in (3) as γ
decreases to zero.

Proof: See Appendix B.2 of the supplementary material. �
Based on Theorem 2, the estimated transformation vec-

tor β̂F is the solution of (3) for γ → 0, and U��U = I,
V��V = I. In practice, the algorithm determines γ as γ →0
when the Fiedler vector yF of the (2) is �-separated. In more
details, the estimated transformation vector β̂F is the solution
of (3) when the data set comprises clearly separable uncor-
rupted data-points providing �-separated embedding points
and weighted node degrees that do not deviate from the typ-
ical weighted node degree. To understand the relationship
between RRLPI and LPI, the results of this theorem are ex-
tended for all transformation vectors β̂i ∈ [β̂0, . . . , β̂N−1] for
the case that the data space M is greater than the number of
data-points N and the data-points are linearly independent,
i.e. rank(X) = N .

Corollary 2.1: If the data-points are linearly independent,
i.e. rank(X) = N , all transformation vectors are solutions of
(3) for γ → 0, and U��U = I, V��V = I which means that
RRLPI is identical to LPI.

Proof: See Appendix B.3 of the supplementary material. �

C. �-SEPARATED SETS FOR PENALTY PARAMETER
SELECTION
This section introduces the key ideas of proposed penalty
parameter selection algorithm from a clustering point of view.
The graph partitioning problem, which can be interpreted as
a clustering problem, is the separation of graph vertices into
multiple clusters while minimizing the number of edges that
cross the cut [46]. This problem is NP-hard [46], [56] and
thus, most graph partitioning approaches are heuristic, e.g.,

[57],[58]. Different from existing heuristic graph partition-
ing approaches, the proposed penalty parameter selection is
built upon the theoretical approximation algorithms for the
sparsest cut, edge expansion, balanced separator and graph
conductance problems (for details about these problems, see
Section II in [46]). Arora, Rao and Varizani [46] has intro-
duced a theoretical approximation for these problems based
on the geometric analysis of well-separated �2

2 representa-
tions. In particular, an �2

2 representation, which embeds the
vertices on a line such that the squared Euclidean distance
form a metric, is called well-separated if every pair of points
si ∈ s and t j ∈ t are mapped at least � = φ(1/ log−2/3 N )
apart in �2

2 distance [46]. Inspired by well-separated �2
2

representations, we propose a penalty parameter selection
algorithm by projecting graph vertices onto a real line using
RRLPI-based Fiedler vector estimation such that every pair of
two sets si ∈ s and t j ∈ t is at least� = φ(1/ log−2/3 N ) apart
in �2

2 distance for the estimated penalty paramater.
Let γi ∈ γ be the ith candidate penalty parameter in

(11) from a given vector of candidate penalty parameters
γ = [γmin, . . . , γmax] ∈ R

N . Further, suppose that for each
candidate penalty parameter γi, there exists an associated
Fiedler vector estimate ŷ(γi )

F that projects the graph vertices
onto the real line. The geometric structure of well-separated
�2

2 representations allows for designing the sets s and t by
projecting the points on a random line such that, for a suitable
constant κ , the points that are located on the left and right
hand sides of κ are the initial candidates for the sets s and t,
respectively [46].

It has been shown (see, e.g. [59]) that it is possible to split
a candidate Fiedler vector ŷ(γi )

F into the two subsets s(γi ) and
t(γi ) for κ = 0. Another possible option for κ is the median
of embeddings such that κ = med(ŷ(γi )

F ). From the definition
of the �-separated sets, the projection subsets s(γi ) and t(γi )

associated with γi taking values between zero and one. There-
fore, after selecting the members of the two sets s(γi ) ∈ R

Ns

and t(γi ) ∈ R
Nt associated with γi, the final design of the sets

s(γi ) and t(γi ) is performed using the rescaled estimated Fiedler
vector ȳ(γi ) as

s(γi ) =
{

ȳ(γi )
F ( j) : ŷ(γi )

F ( j) > κ
}

t(γi ) =
{

ȳ(γi )
F ( j) : ŷ(γi )

F ( j) ≤ κ
}
. (12)

Here, ŷ(γi )
F ( j) denotes the jth element of the estimated Fiedler

vector ŷ(γi )
F and ȳ(γi )

F ( j) is the jth element of the rescaled esti-

mated Fiedler vector ȳ(γi )
F . If the rescaled Fiedler vector ȳ(γi )

F

is not sufficiently sparse, it contains pairs of points ȳ(γi )
F (i) ∈ s

and ȳ(γi )
F ( j) ∈ t whose squared Euclidean distance is less than

�. Thus, for a set of pairs of projections ȳ(γi )
F (i) ∈ s and

ȳ(γi )
F ( j) ∈ t, a vector of discarded projections r(γi ) ∈ R

N
(γi )
r is

designed as

r(γi ) =
{

ȳ(γi )
F (i), ȳ(γi )

F ( j) : ‖ȳ(γi )
F (i) − ȳ(γi )

F ( j)‖2
2 ≤ �

}
, (13)
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TAŞTAN ET AL.: ROBUST REGULARIZED LOCALITY PRESERVING INDEXING FOR FIEDLER VECTOR ESTIMATION

Algorithm 1: Robust Fiedler Vector Estimation.

as long as the two sets s(γi ) and t(γi ) have a reasonable num-
ber Nmin of projections. The proposed strategy to estimate
penalty parameter γ is, therefore, to minimize the number of
discarded points i.e.,

γ̂ = arg min
γi=γmin,...,γmax

{
N (γi )

r

}
, (14)

where N (γi )
r denotes the number of discarded projections for

candidate penalty parameter γi, and γ̂ is the estimated penalty
parameter. In practice, there might not exist �-separated sets
s(γi ) and t(γi ) for any candidate penalty parameter such that
γi ∈ {γmin, . . . , γmax}. For example, the sets might not be
�-separated, although N (γi )

r has reached its maximum value.
Additionally, the initial sets may not satisfy Ns < Nmin or
Nt < Nmin. In such cases, the penalty parameter can alter-
natively be estimated by maximizing the squared Euclidean
distance between the closely valued projections from the two

FIGURE 8. Example of �-separated sets s and t

sets s(γi ) and t(γi ),

γ̂ = arg max
γi=γmin,...,γmax

{∥∥∥ȳ(γi )
F (min) − ȳ(γi )

F (max)
∥∥∥2

2

}
, (15)

where ȳ(γi )
F (min) ∈ s and ȳ(γi )

F (max) ∈ t are the minimum
and the maximum valued projections from the sets s(γi ) and
t(γi ), respectively. The determined penalty parameter γ̂ using

(14) or (15) is then substituted in (11) to compute β̂
γ̂

and
the Fiedler vector estimate ŷ(γ̂ )

F , finally, obtained for ŷ(γ̂ )
F =

X�β̂
(γ̂ )
F .

In terms of robustness, approaches based on �-separated
sets in (14) are advantageous compared to directly using (15).
In particular, (15) may maximize the distance between Type I
outliers and true samples while the necessity of a reason-
able number Nmin of projections in different sets makes the
�-separated sets robust against Type I outliers. Moreover,
the Fiedler vector estimate ŷ(γi )

F may contain Type II outliers
which are embedded between true samples of sets s(γi ) and
t(γi ). In such cases, usage of (15) may result in losing a good
penalty parameter due to the Type II outliers that obscure
the real distance between sets s(γi ) and t(γi ). In contrast, �-
separated sets discard these Type II outliers up to a certain
point and provide a robust measure of separation between
the sets.

The main steps of the proposed Fiedler vector estimation
are summarized in Algorithm 1 and an exemplary plot of �-
separated sets is given in Fig. 8.

D. COMPUTATIONAL COMPLEXITY
As computational complexity is essential for the scalability of
graph embedding techniques, the computational complexity
of the proposed approach is analyzed in terms of its main oper-
ations. The computational complexity of operations is detailed
using the term flam [60], which is a compound operation that
includes one addition and one multiplication. For the cases
when the complexity is not specified as flam, the Landau’s
big O symbol is used. The computational complexity of the
proposed approach is given as follows:

Graph Construction: The pairwise cosine similarity which
takes 1

2 N2M + 2NM as in [17] can be used for contructing
graph G.

Initialization: For large eigen-problems, e.g. MATLAB
uses a Krylov Schur decomposition [61]. The algorithm in-
cludes two main phases that are known as expansion and
contraction. When N is larger than p, where p denotes the
number of Lanczos basis vectors (preferably chosen as p ≥ 2q
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for q eigenvectors), the computational complexity of the algo-
rithm can mainly be attributed to expansion and contraction
phases. The expansion phase requires between N (p2 − q2)
flam and 2N (p2 − q2) flam. The contraction phase requires
N pq flam [62].

Robust Regularized Locality Preserving Indexing (RRLPI):
The proposed projection algorithm requires an estimate of
scale that uses repetitive medians. The complexity of repet-
itive medians is O(N ) [63]. Further, for a densely connected
matrix, the complexity is mainly attributed to the Cholesky
decomposition which is of complexity O(N3) or, more specif-
ically, 1

6 N3 flam [60]. This complexity can be reduced to O(N )
using [64] if the matrix is rank deficient. If the matrix is
sparse, the computation cost of decomposition can be reduced
to t (2Ns + 3N + 5M ) flam using a least squares algorithm
such as [65] where s denotes the average number of nonzero
features and t is the number of iterations.
�-Separated Sets: To split the projection into two sets as

s and t, the vector y must be sorted which is of complexity
O(N log N ) and there are computationally efficient alterna-
tives such as [66] for which the complexity is reduced to
O(N

√
log N ). To compute�-separated sets, a maximum of N

projections can be subtracted which means that this operation
maximally takes N flam.

Summing up the terms with respect to flam yields mini-
mally

t (2Ns + 3N + 5M ) + 1

2
N2M + N

(
2M + p2 − k2+pk+1

)

flam. Hence, the complexity is of order O(N2). Based on the
information that both O(N ) and O(N log N ) are considerably
smaller than O(N2), the minimum computational cost can be
summarized as O(N2) for each candidate penalty parameter.
Overall, the algorithm is, at least, of complexity O(NγN2) for
a number Nγ of candidate penalty parameters.

E. EXAMPLE APPLICATIONS
Eigenvector decomposition has a large variety of applications,
such as, dimension reduction [13], [14], [15], [16], [17], [18],
[19], [20], [21], recognition [22], [23], [24] and localization
[38]. Considering images as high-dimensional data sets, it
is not surprising that eigen-decomposition is a fundamental
research area also in image segmentation, e.g. [13], [14], [15],
[16]. A frequently encountered problem is that the image is
subject to noise, which may result in embedding noisy pixels
far from the neighboring group of pixels in the embedding
space and, consequently, losing the underlying structure. This
problem may also occur in cluster enumeration approaches
that attempt to find densely connected groups of embeddings
in the projection space, which necessitates the application of a
robust embedding technique. In the following section, the ex-
ample of robust graph-based cluster enumeration is discussed.

1) CLUSTER ENUMERATION
Assume that for each candidate number of clusters
Kcand ∈ {Kmin, . . . ,Kmax} there is a clustering algorithm, e.g.
[27], [28], that partitions ŷ(γ̂ ) into Kcand number of clusters
and provides an estimated label vector ĉKcand . After estimating
label vectors for each candidate number of clusters Kcand, the
cluster number K can be estimated by comparing quality of
partitions using modularity as [67]

K̂ = arg max
K̂min,...,K̂max

{
QK̂cand

}
, (16)

where

QK̂cand
= 1

2g

N∑
i, j

[
wi, j − did j

2g

]
δ
(
ĉi, ĉ j

)
(17)

denotes the modularity score for a candidate number of clus-
ters K̂cand, wi, j is the edge weight between the ith and the
jth data-point of X, di is the weighted node degree attached
to vertex i, ĉi is the estimated community label associated to
vertex i, g = 1

2

∑
i, j wi, j , and the function δ(ĉi, ĉ j ) equals 1 if

ĉi = ĉ j and is zero, otherwise.

V. EXPERIMENTAL EVALUATION
This section contains the numerical experimental evaluation
of the proposed RRLPI method on a broad range of simulated
and real-world data sets with applications to robust cluster
enumeration and image segmentation. In the following, a de-
tailed information about experimental setting is provided. A
MATLAB implementation of RRLPI is available at: https:
//github/A-Tastan/RRLPI

Benchmark Methods: The effects of Type I and Type II
outliers on the Fiedler vector computation are studied for
the LE [39], LPI [15], RLPI [17], RLPFM [32] and RRLPI
embedding-based approaches by designing synthetic data
Monte Carlo experiments. Then, in addition to the above
mentioned embedding approaches, the proposed RRLPI is
benchmarked against three state-of-the-art graph-based clus-
ter enumeration approaches, i.e., Le Martelot [68], Combo
[69] and Sparcode [70] and two state-of-the art spectral parti-
tioning approaches, i.e., FastEFM [30] and LSC [31] in terms
of image segmentation capabilities.

Parameter Settings: Some of the competitors are parameter
free approaches, i.e. LE [39], LPI [15], Martelot [68], Combo
[69], Sparcode [70] and LSC [31]. For the FastEFM approach
[30], the Gaussian scale parameter σ is the mean distance
among all data-points as the authors suggested. In terms of
accuracy, the authors suggested to increase the desired di-
mension of explicit features. Therefore, the desired dimension
is D = 500 as suggested by the authors. Further, to ana-
lyze the performance of proposed penalty parameter selection
and to provide fair comparisons, the RLPI [17] and RLPFM
[32] approaches are all run using the proposed penalty pa-
rameter selection algorithm. The remaining parameters of
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RLPI, RLPFM and RRLPI are defined using the default set-
ting: γmin = 10−8, γmax = 1000, Kmin = 1, Kmax = 10 and
Nmin = N

Kmax
.

Affinity Matrix Construction: To analyze the robustness
of RRLPI, cosine similarity is used as the affinity matrix
construction method in all experiments, unless otherwise
specified.

Performance Measures: The average partition accuracy
p̄acc is measured by evaluating

p̄acc = 1

NNE

NE∑
i=1

N∑
j=1

�{ĉ j=c j}, (18)

where

�{ĉ j=c j} =
{

1, if ĉ j = c j

0, otherwise
, (19)

N is the number of observations, NE is the total number of
experiments, and ĉ j and c j are the estimated and ground truth
labels for the jth observation, respectively.

The empirical probability of detection pdet is used to assess
cluster enumeration performance as follows

pdet = 1

NE

NE∑
i=1

�{K̂=K}, (20)

where K̂ denotes the estimated number of clusters and �{K̂=K}
is the indicator function.

The contour matching score Fscore for boundaries and the
Jaccard index J are used for the numerical performance
analysis in the case of image segmentation [71]. The Fscore

quantifies whether a boundary has a match on the ground truth
boundary as follows

Fscore = 2
P · R

R + P
, (21)

where P and R denote precision and recall values, respec-
tively. The Jaccard index evaluates similarity between esti-
mated and ground truth segmentations according to

J
(
Îseg, Iseg

) = TP

TP + FP + FN
, (22)

where Îseg and Iseg denote estimated and ground truth seg-
mentations for image I and TP, FP, and FN are true positives,
false positives and false negatives, respectively.

A. OUTLIER EFFECTS AND ROBUSTNESS
To visualize outlier effects on the eigen-decomposition, a
synthetic data set is generated for K = 3 easily separable
clusters, see Fig. 9. The M-dimensional data-points of each
cluster ck , with k = 1, . . . ,K , and M = 6 are generated as
xi,k = μck

+ ϑck υ, where xi,k is the ith data-point associated
with the kth cluster, μck

is the kth cluster centroid, ϑck is the
kth scaling constant, and υ is a vector of independently and
identically distributed random variables from a uniform dis-
tribution on the interval [−0.5, 0.5]. All details and parameter

FIGURE 9. Examplary plot of the first three features of the uncorrupted
synthetic data set.

FIGURE 10. Computed eigenvectors for the uncorrupted data set.

values to generate the data are provided in Appendix D.1.1 of
the supplementary material.

Representative examples of the computed eigenvectors are
shown for LE and for the proposed RRLPI in Fig. 10(a)
and (b), respectively. In the absence of outliers, both algo-
rithms provide embeddings where the embedding points that
are associated with the same cluster are concentrated, and
the different clusters are separated. To study robustness, the
data set is contaminated with two outlier types, i.e., outliers
that do not correlate with any cluster (Type I) and outliers
correlate with more than one cluster (Type II); see Section III
for a definition and a discussion. An example showing the first
three features of the contaminated data set is shown in Fig. 11,
where both Type I and Type II outliers are highlighted as red
crosses.

The Type I and Type II outliers are, respectively, generated
as x̃(1)

i = xi,k + ϑ1υ and x̃(2)
i = μ2 + ϑ2υ where x̃( j)

i , j =
1, 2 denotes the type of the outlier, ϑ j, j = 1, 2 is a scaling
constant associated with the outlier type and μ2 is a vector
associated with the location of Type II outliers. A detailed
explanation including all parameter values, is provided in
the supplementary material Appendix D.1.1. Examples of the
eigenvector computations based on the corrupted data set are
shown for LE and RRLPI in Fig. 12(a) and (b), respectively.
As can be seen, for the LE method, Type I outliers in the data
produce outliers in the embedding results that obscure the un-
derlying structure of K = 3 clusters. In contrast, the proposed
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FIGURE 11. Examplary plot of the first three features of the synthetic data
set after corruption with Type I and Type II outliers (red crosses). See
Section III, for a discussion.

FIGURE 12. Computed eigenvectors for the corrupted data set.

FIGURE 13. p̄acc for increasing ϑ1 associated with Type I outliers
(N = 300, Nout = 10, ϑ2 = 1.5, ϑcK = 0.5 s.t. k = 1, . . . , K).

RRLPI provides an embedding that is less influenced by the
outliers.

Figs. 13 and 14 report the average partition accuracy as a
function of the constant ϑ1 associated with Type I outliers and
the number of outliers Nout for each outlier type, respectively.
The value of ϑ2 is kept constant to generate points that lie
between clusters two and three. The robust methods show best
performance while the performance of LE quickly decreases
in the presence of outliers.

FIGURE 14. p̄acc for each of outlier type with increasing Nout

(N = 300, ϑ1 = 5, ϑ2 = 1.5, ϑcK = 0.5 s.t. k = 1, . . . , K).

B. COMPUTATION TIME
The computation time (t) is reported as a function of in-
creasing number of data-points in the synthetic data set of
K = 3 clusters. The experiments are performed based on three
different scenarios. First, computation time is analyzed for an
uncorrupted data set that has been explained in the previous
section. Then, the data set is contaminated with two outlier
types (Type I and II) where 10% of the data set are outliers
for every type. The graphical models of these two data sets
are generated based on the cosine similarity measure. Finally,
to analyze the effect of sparsity, a sparse graph model of an
uncorrupted data set is computed by using nearest neighbor
graphs where the number of neighbors is set according to the
cluster sizes. In all experiments, the penalty parameter is set
to one and t is averaged over 100 Monte Carlo runs.

The performance of RRLPI is benchmarked against its
main competitors RLPI and RLPFM in Fig. 15. Even though
robustness results in an increased computation cost, the
single-step weighting procedure of RRLPI is considerably
more efficient than the iterative weighting in RLPFM. The LPI
method [15] is excluded in the computation time analysis due
to its different operational procedure. However, our own run-
time analysis confirmed the theoretical analysis that RRLPI
has quadratic complexity with respect to N . This means that
RRLPI is computationally more efficient than LPI which has
cubic complexity in unsupervised settings as it has been stated
in [17].

C. CLUSTER ENUMERATION
In this section, the cluster enumeration performance of dif-
ferent approaches is benchmarked in terms of their empirical
probability of detection using the following data sets:

Human Gait Data Set: The experimental data set [52] was
collected in an office environment at Technische Universität
Darmstadt using a 24 GHz radar system [72]. The data set
consists of 800 measurements from five different gait types
measured from two different directions [73].

Breast Cancer Wisconsin Data Set: The data set includes
569 observations from two classes that define benign or ma-
lignant tumors [74].
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FIGURE 15. Computation time performance analysis. The results are reported in seconds. (For step-by-step detailed computational analysis, see
Section IV-D.)

TABLE 1. Performance of Different Cluster Enumeration Approaches on Well-Known Clustering Data Sets

Iris Data Set: The iris data set consists of 150 measure-
ments of three different iris flower species [75].

Person Identification Data Set: The experimental data set
[51] was collected using the same settings as in the human
gait data set. The data set includes radar observations of four
different subjects walking towards and away from the radar
system.

Connectionist Bench Data Set (Sonar): The data set in-
cludes sonar returns collected from a metal cylinder and a
cylindric rock positioned on a sandy ocean floor [76]. The
number of observations is equal to 208 for two object clusters.

Ionosphere Data Set: The data set includes 351 radar re-
turns from the ionosphere for two clusters [77].

Diabetic Retinopathy Debrecen Data Set (D. Retinopathy):
The data set consists of 1151 observations of two clusters
using image-based features of diabetic retinopathy [78].

Gesture Phase Segmentation Data Set (Gesture Phase S.):
The processed features that contain scalar velocity and ac-
celeration of hand and wrist movements have been used for
videos A1, A2, A3, C1 and C3. The data set includes five
phases which are rest, preparation, stroke, hold and retrac-
tion [79].

If none of the cluster enumeration approaches estimates the
cluster number correctly with the default cosine similarity,
the elastic net similarity measure as in [54], is used with ten

candidate penalty parameters ρ on an equidistant grid ranging
from 0.1 to one. Results are reported for ρ = 0.5, which gave
the best average overall detection performance for all meth-
ods. Tukey’s distance function [54] where the threshold de-
fined as cTukey = 3 is used as an initialization for K-medoids
partitioning in the proposed algorithm. For a detailed dis-
cussion about different similarity measures and partitioning
results, see Appendix D.2.1 of the supplementary material.
The estimated cluster numbers are reported for the dif-
ferent cluster enumeration approaches in Table 1. As can
be seen from the table, the human gait and gesture phase
data sets include a considerable number of outliers that re-
sult in misdetection of the cluster number for almost all
competitors. The proposed method is the only one that con-
sistently estimates the correct cluster numbers for all data
sets.

The empirical probability of detection with respect to dif-
ferent penalty parameters is detailed in Fig. 16. Then, the
performance is summarized in Fig. 17 by averaging the results
over all penalty parameters. The results for cluster enumer-
ation demonstrate that the proposed RRLPI shows the best
probability of detection performance for all candidate penalty
parameters with an average score of 79 %, whereas the best
competitors (RLPFM and RLPI) have scores of 73 % and
63 %, respectively.
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FIGURE 16. p̄det with respect to different penalty parameters for
K-medoids partitioning with Tukey’s distance function [54] for the
initialization (cTukey = 3).

FIGURE 17. Performance rank for K-medoids partitioning with Tukey’s
distance function for the initialization (cTukey = 3).

The sensitivity of the cluster enumeration results to dif-
ferent partitioning algorithms is summarized in Fig. 18. The
results demonstrate that the cluster enumeration performance
of the RLPFM approach is very sensitive to the determined
partitioning algorithm while proposed RRLPI method per-
forms best among all partitioning methods.

D. IMAGE SEGMENTATION
ADE20K [80], is a large-scale dataset that includes high qual-
ity pixel-level annotations of 25210 images (20210, 2000, and
3000 for the training, validation, and test sets, respectively.).
In our experiments, 10 images from the ADE20K data set
containing different objects, where each object has a different
color, have been selected for color-based image segmentation.
The selected and corresponding annotated images are denoted
as I and Iseg, respectively. The images are down-sampled,
where the dimension of data set X is M = 3 and N ∼= 15000
using RGB color codes associated to down-sampled image
pixels as features. To analyze robustness, the images are

FIGURE 18. Overall performance rank for different partitioning algorithms.

corrupted by adding multiplicative noise using the equation
Ĩ = I + ξ × I, where Ĩ denotes the corrupted image and ξ
is uniformly distributed random noise with zero mean and
variance σ (ξ ).

The down-sampled images are segmented for a pre-defined
number of segments K using the default setting which per-
forms K-means partitioning for the data sets that have more
than N = 3000 samples. In Fig. 19, examples of the original
image I and associated segmented images using the computed
Fiedler vectors for seven different embedding approaches are
shown along with the ground truth segmented image Iseg. The
uncorrupted images I may also contain outlying pixels and/or
noisy pixels. The effect of outliers is that a small number of
pixels are mapped far away from the group of pixels and,
thus, the remaining group of pixels assigned to a single large
segment based on the distance-based partitioning methods.

A typical example of a segmentation result illustrating the
outlier effects is provided in Fig. 20(a). As can be seen, the
described outlier effect is observed even for the embeddings
of the uncorrupted (original) image when using LE. To exem-
plify the robust Fiedler vector estimation, the segmentation
result of RRLPI is shown in Fig. 20(b). The segmentation
result demonstrates that the proposed robust Fiedler vector es-
timation suppress outlier effects on the eigen-decomposition
and provides segmentation results that are more consistent
with the annotated image Iseg. Further, in Fig. 21, exam-
ples of segmented images are presented for the corrupted
images where σ (ξ ) = 10−3. The results show that the outlier
effect on eigen-decomposition causes a breakdown of the
FastEFM, LSC, and LE approaches. For further examples
and detailed numerical results, see supplementary material
Appendix D.3.2.

The experiments are evaluated quantitatively using F̄score, J̄
and p̄acc, and the results are summarized in Fig. 22. All perfor-
mance measures are evaluated by comparing each estimated
segmented image Îseg with the annotated image Iseg. The LE
and FastEFM show poor performance, even for the original
images. Although LSC shows a reasonably good performance
for the original images, its performance reduces drastically in
the outlier-corrupted case in terms of F̄score and J̄ . The LPI,
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FIGURE 19. Image segmentation results for the original images.

FIGURE 20. Example segmentations for LE and RRLPI methods. The embeddings that are mapped far away from the group of pixels are pointed out using
arrows.

RLPFM and RRLPI are the top three methods in all perfor-
mance measures and RLPI follows them with a reasonably
good performance, which indicates that the proposed penalty
parameter selection algorithm is a promising approach, even
when using non-robust methods.

In summary, the proposed RRLPI shows considerably bet-
ter performance than all methods in cluster enumeration and
provides more stable results than its main competitor, i.e.,
the RLPFM method in different partitioning settings. The
image segmentation results showed that LPI, RLPFM and the
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FIGURE 21. Image segmentation results for the corrupted images. (σ(ξ) = 10−3).

FIGURE 22. Numerical results for the image segmentation.

proposed RRLPI method perform similarly while its com-
putational efficiency provides an advantage compared to its
competitors.

VI. CONCLUSION
The effect of outliers on eigen-decomposition has been ana-
lyzed and the importance of weighted node degree attached

to a vertex has been shown to be a useful measure of outly-
ingness. Based on the derived theoretical results, we proposed
RRLPI, a method to robustly estimate the Fiedler vector that
down-weights embeddings, for which the weighted node de-
gree deviates from the typical weighted node degree of a
given graph. The objective function to estimate the Fiedler
vector is penalized using the proposed unsupervised penalty
parameter selection algorithm that builds upon �-separated
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sets. The performance of RRLPI is benchmarked for different
applications on a variety of real-world data sets. The numeri-
cal results for cluster analysis and image segmentation showed
that the RRLPI is a promising approach for Fiedler vector
estimation in situations where robustly determining the group
structure in a data set is essential.

In future work, we plan to extend our knowledge about
the location of outliers in the embedding space by analyzing
the eigenvectors associated with the K smallest eigenvalues of
the Laplacian matrix which are used in the well-known spec-
tral clustering method. The obtained information about the
location of outliers can be useful to reduce the computational
cost of outlier detection algorithms that are evaluating the pos-
sibility of being outlier for every data point. The findings can
also be integrated to the design of robust spectral clustering
approaches. Moreover, the assumptions on the affinity matrix
may in future be relaxed by considering random graphs. Fi-
nally, in future work, to further generalize the methodology
other metrics for outlier identification [81] may be investi-
gated.
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[32] A. Taştan, M. Muma, and A. M. Zoubir, “Robust spectral clustering: A
locality preserving feature mapping based on M-estimation,” in Proc.
IEEE 29th Eur. Signal Process. Conf., 2021, pp. 851–855.

[33] X. Cheng and G. Mishne, “Spectral embedding norm: Looking deep
into the spectrum of the graph Laplacian,” SIAM J. Imag. Sci., vol. 13,
pp. 1015–1048, 2020.

[34] U. Shaham, K. Stanton, H. Li, B. Nadler, R. Basri, and Y. Kluger,
“SpectralNet: Spectral clustering using deep neural networks,” 2018.
[Online]. Available: https://arxiv.org/abs/1801.01587

[35] L. Zelnik-Manor and P. Perona, “Self-tuning spectral clustering,”
in Proc. Int. Conf. Adv. Neural Inf. Process. Syst., vol. 17,
2004.

[36] A. Cloninger and W. Czaja, “Eigenvector localization on data-
dependent graphs,” in Proc. IEEE Int. Conf. Sampling Theory Appl.,
2015, pp. 608–612.

[37] B. Nadler and M. Galun, “Fundamental limitations of spectral cluster-
ing,” in Proc. Int. Conf. Adv. Neural Inf. Process. Syst., vol. 19, 2006,
pp. 1017–1024.

[38] S. Shahbazpanahi, S. Valaee, and M. H. Bastani, “Distributed source
localization using ESPRIT algorithm,” IEEE Trans. Signal Process.,
vol. 49, no. 10, pp. 2169–2178, Oct. 2001.

884 VOLUME 5, 2024

https://arxiv.org/abs/2003.09969
https://arxiv.org/abs/2003.09969
https://arxiv.org/abs/1801.01587


[39] M. Belkin and P. Niyogi, “Laplacian eigenmaps and spectral techniques
for embedding and clustering,” in Proc. Int. Conf. Adv. Neural Inf.
Process. Syst., 2001, vol. 14, pp. 585–591.

[40] M. Belkin and P. Niyogi, “Laplacian eigenmaps for dimensionality
reduction and data representation,” Neural Comput., vol. 15, no. 6,
pp. 1373–1396, Jun. 2003.

[41] Z. Li, F. Nie, X. Chang, L. Nie, H. Zhang, and Y. Yang,
“Rank-constrained spectral clustering with flexible embedding,” IEEE
Trans. Neural Netw. Learn. Syst., vol. 29, no. 12, pp. 6073–6082,
Dec. 2018.

[42] J. Feng, Z. Lin, H. Xu, and S. Yan, “Robust subspace segmentation
with block diagonal prior,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2014, pp. 3818–3825.

[43] M. Abdolali, N. Gillis, and M. Rahmati, “Scalable and robust
sparse subspace clustering using randomized clustering and multilayer
graphs,” Signal Process., vol. 163, pp. 166–180, 2019.

[44] X. Zhu, S. Zhang, Y. Li, J. Zhang, L. Yang, and Y. Fang, “Low-rank
sparse subspace for spectral clustering,” IEEE Trans. Knowl. Data Eng.,
vol. 31, no. 8, pp. 1532–1543, Aug. 2019.

[45] X. Peng, Z. Yi, and H. Tang, “Robust subspace clustering via threshold-
ing ridge regression,” in Proc. AAAI Conf. Artif. Intell., 2015,vol. 29,
pp. 3827–3833.

[46] S. Arora, S. Rao, and U. Varizani, “Expander flows, geometric embed-
dings and graph partitioning,” J. ACM, vol. 56, pp. 1–37, 2009.

[47] E. Elhamifar and R. Vidal, “Sparse subspace clustering: Algorithm, the-
ory, and applications,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 35,
no. 11, pp. 2765–2781, Nov. 2013.

[48] U. Von Luxburg, “A tutorial on spectral clustering,” Statist. Comput.,
vol. 17, pp. 395–416, 2007.
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[73] A. Taştan, M. Muma, and A. M. Zoubir, “An unsupervised approach for
graph-based robust clustering of human gait signatures,” in Proc. IEEE
Radar Conf., 2020, pp. 1–6.

[74] W. H. Wolberg and O. L. Mangasarian, “Multisurface method of pattern
separation applied to breast cytology diagnosis,” in Proc. Nat. Acad. Sci,
vol. 87, pp. 9193–9196, 1989.

[75] R. A. Fisher, “The use of multiple measurements in taxonomic prob-
lems,” Ann. Eugenics, vol. 7, pp. 179–188, 1936.

[76] R. P. Gorman and T. J. Sejnowski, “Analysis of hidden units in a
layered network trained to classify sonar targets,” Neural Netw., vol. 1,
pp. 75–89, 1988.

[77] V. G. Sigilitto, S. P. Wing, L. V. Hutton, and K. B. Baker, “Classification
of radar returns from the ionosphere using neural networks,” Johns
Hopkins APL Tech. Dig., vol. 10, pp. 262–266, 1989.

[78] B. Antal and A. Hajdu, “An ensemble-based system for automatic
screening of diabetic retinopathy,” Knowl. Based Syst., vol. 60,
pp. 20–27, 2014.

[79] P. K. Wagner, S. M. Peres, R. C. B. Madeo, C. A. M. Lima, and F.
A. Freitas, “Gesture unit segmentation using spatial-temporal infor-
mation and machine learning,” in Proc. 27th Int. Flairs Conf., 2014,
pp. 101–106.

[80] B. Zhou, H. Zhao, X. Puig, S. Fidler, A. Barriuso, and A. Torralba,
“Scene parsing through ADE20K dataset,” in Proc. IEEE Conf. Com-
put. Vis. Pattern Recognit., 2017, pp. 633–641.

[81] K. D. Polyzos, Q. Lu, and G. B. Giannakis, “Ensemble Gaussian pro-
cesses for online learning over graphs with adaptivity and scalability,”
IEEE Trans. Signal Process., vol. 70, pp. 17–30, 2022.

VOLUME 5, 2024 885

https://arxiv.org/abs/1903.00614
https://arxiv.org/abs/0804.4809
http://ancortek.com/sdr-kit-2400ad


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


