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ABSTRACT Cell-free massive MIMO (CFmMIMO) is considered as one of the enablers to meet the demand
for increasing data rates of next generation (6G) wireless communications. In user-centric CFmMIMO, each
user equipment (UE) is served by a user-selected set of surrounding access points (APs), requiring efficient
signal processing algorithms minimizing inter-AP communications, while still providing a good quality of
service to all UEs. This paper provides algorithms for channel estimation (CE) and uplink (UL) receive
combining (RC), designed for CFmMIMO channels using different assumptions on the structure of the
channel covariances. Three different channel models are considered: line-of-sight (LoS) channels, non-LoS
(NLoS) channels (the common Rayleigh fading model) and a combination of LoS and NLoS channels (the
general Rician fading model). The LoS component introduces correlation between the channels at different
APs that can be exploited to improve the CE and the RC. The channel estimates and receive combiners are
obtained in each AP by processing the local antenna signals of the AP, together with compressed versions of
all the other antenna signals of the APs serving the UE, during UL training. To make the proposed method
scalable, the distributed user-centric channel estimation and receive combining (DUCERC) algorithm is
presented that significantly reduces the necessary communications between the APs. The effectiveness of
the proposed method and algorithm is demonstrated via numerical simulations.

INDEX TERMS Cell-free massive MIMO, CSI-free channel estimation, distributed user-centric processing,
minimum-mean-squared-error (MMSE), uplink receive combining.

I. INTRODUCTION
A major shortcoming of currently deployed cellular massive
MIMO (mMIMO) networks (5G), where each user equipment
(UE) is served only by the access point (AP) of the cell it
resides in, is that UEs on cell edges experience a low channel
gain to their serving AP and a high level of interference power
from nearby cells [1]. To overcome this shortcoming, the con-
cept of cell-free mMIMO (CFmMIMO) [2], [3], [4], [5], [6]
has been proposed as a promising next step for next genera-
tion wireless communications (6G). Specifically, user-centric
CFmMIMO [7], [8], [9], [10] is attracting a lot of attention,
by letting the UEs themselves decide by which APs they are

served [7], [11], [12]. Cooperation between the APs using
the available fronthaul communication links then allows for
implementing interference-rejecting receive combining (RC)
and transmit precoding algorithms effective for all UEs in
the network. Hence, CFmMIMO effectively eliminates cell
borders while still reusing the current network layout, which
offers the potential to drastically improve the user-experience
as compared to current cellular mMIMO systems.

An important prerequisite for improving the user-
experience, is obtaining good channel estimates of the
channels between the UE and its serving APs. Cur-
rently. minimum-mean-squared-error (MMSE)-based channel

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

VOLUME 5, 2024 559

https://orcid.org/0000-0002-8475-0647
https://orcid.org/0000-0003-4461-0073
mailto:robbe.vanrompaey@esat.kuleuven.be


VAN ROMPAEY AND MOONEN: DISTRIBUTED COMBINED CE AND OPTIMAL UPLINK RC FOR CFmMIMO

estimation (CE) [9], [13] using uplink (UL) pilots is seen
as the standard, but requires perfect knowledge of the over-
all channel covariance, which is a rather strong assumption
since the dimensions of the channel covariance grow with
the number of antennas in the serving APs and furthermore
the statistics are changing over time. Existing covariance es-
timators either require additional pilot transmission, sacrifice
resources for data transmission [14], use strong assumptions
on the distinguishability between channels that may not al-
ways be the case [15] or require knowledge of the pilot
assignment of all the UEs in the network [16], [17]. Therefore,
a new data-driven channel covariance estimator for low-rank
channel covariances is proposed in [18], be it in the context
of cellular mMIMO. It uses a generalized eigenvalue decom-
position (GEVD) of two covariances that can be estimated
from the available UL data. The requirements for the system
are minimal and, except for synchronization, there is no need
for communication between the different cells and no prior
knowledge on the background noise is required. In this paper,
this method is extended to CFmMIMO systems.

CE is mostly performed independently at each AP. While
this is mostly justified for Rayleigh fading channels [2], [9],
[13], i.e., channels with only non-line-of-sight (NLoS) com-
ponents, due to the large spread in APs, this might no longer
be the case for channels with an additional strong line-of-sight
(LoS) component, i.e., satisfying the general Rician fading
model. CFmMIMO systems with Rician fading channels are
considered in [19], [20], [21], [22], without explicitly exploit-
ing possible correlation between nearby APs serving common
UEs. The data-driven channel covariance estimator allows for
estimating correlation between nearby APs, and is thus able to
exploit this to improve the CE and in a later stage the receive
combining.

A low-complexity algorithm for local CE is presented
in [23], requiring less resources to estimate the necessary
channel state information (CSI). A time-of-arrival (TOA)-
based scheme that first estimates the TOA of the multipath
channel and then filters out interfering signals is presented
in [24]. The TOA-based CE depends only on the currently
received signal without the need for CSI. Both methods are
compared to least-squares (LS) CE, but the estimation per-
formance does not come close to MMSE-based CE. Methods
based on machine learning [25], [26], [27] are arising and
giving good estimation performance, especially for mmWave
channels, since these channels can only approximately be de-
scribed by Rayleigh and Rician fading models. While these
methods reduce the online computational complexity, they
require offline training and are tailored to particular setups.

UL RC [6], [28], [29] uses the acquired CSI to obtain a
good estimate of the transmitted UL data. Popular UL RC
choices in CFmMIMO are maximum-ratio (MR) combing [3],
[8], [30], [31], local MMSE combining [13] and regularized
zero-forcing [32], [33], [34]. In this paper, user-centric MMSE
combining will be considered, requiring typically CSI of all
antenna signals available in the user-centric network. It will
be shown that optimal MMSE-based RC can efficiently be

derived from the proposed CE by computing only a few ad-
ditional parameters.

The newly presented CE and RC methods will first be
derived in a centralized setting, i.e., as if all antenna signals
serving a certain UE are gathered in one point of the network.
As this requires a large communication bandwidth and fur-
thermore introduces a single point of failure putting a heavy
load on the backhaul network [35], a distributed algorithm will
be presented, based on existing algorithms in wireless sensor
networks [36], [37], [38], [39]. The channel estimates can then
be obtained by processing the local antenna signals in each
AP, together with compressed versions of all the other antenna
signals of the APs serving the UE and computing a few extra
parameters using in-network sums.

A. NOVELTY
The contributions of the paper are summarized as follows:
� A randomized pilot assignment protocol for CFmMIMO

systems is presented, allowing to estimate the channel
covariance based on the observed UL data. Derivations
of the corresponding optimal MMSE-based CE and RC
are given for general channel covariances.

� Different data-based covariance estimation methods are
proposed, based on different assumptions on the struc-
ture of the channel covariances, i.e., the channels contain
only NLoS components (Rayleigh fading), only a LoS
component, or contain both components (Rician fading).
A GEVD-based procedure is used and closed-form ex-
pressions for GEVD-based CE and RC are presented.

� A distributed algorithm is derived to obtain the GEVD-
based CE and RC in a scalable way, referred to as the
GEVD-based distributed user-centric CE and RC (DUC-
ERC) algorithm.

� Numerical simulations are provided for a simulated
CFmMIMO system to evaluate the performance of the
proposed centralized and distributed methods.

B. PAPER OUTLINE
In Section II, the randomized pilot assignment protocol
for CFmMIMO systems is presented. In Section III, differ-
ent data-based covariance estimation methods are presented,
based on different assumptions on the structure of the channel
covariances. Also the GEVD-based procedure is explained
and derived. In Section IV, the the distributed (DUCERC)
algorithm is presented. The communication cost and conver-
gence properties are also analysed. Furthermore, in Section V,
it is explained how all channel estimates, available at each AP,
can be used to improve the RC and can be included in the
DUCERC algorithm. In Section VI, numerical simulations are
provided.

C. NOTATIONS
Bold lower case letters such as a are used to denote com-
plex vectors, bold upper case letters such as A are used to
denote complex matrices and the font A is used to denote
submatrices, e.g., if A ∈ CM×N then A ∈ CP×Q corresponds
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to a submatrix of A with P ≤ M and Q ≤ N . IR is the R× R
identity matrix and 0M×N is the all zero matrix of dimension
M × N . | · |, || · ||F , ·H and tr{·} denote the absolute value,
Frobenius norm, conjugate Hermitian operation and trace op-
eration respectively. E{.} is the expected value operator. �·�0
denotes max(0, ·) and blkdiag{A1, . . ., AK } denotes a block
diagonal matrix with A1, . . ., AK on its block diagonal. Fi-
nally U [a, b) denotes the uniform distribution in the interval
[a, b) and NC(a, A) is the complex Gaussian distribution with
mean a and covariance A. The overline notation · will be
used to denote true (‘oracle’) quantities, e.g. Rk = E{ht

khtH

k }
will be used to denote the true channel covariance matrix
where the expectations are defined with respect to all the
different channel realizations. Symbols without overline will
denote estimated quantities based on the available data by for
example recursive time-averaging. Since this paper contains
many symbols, an overview of the main symbols and their
explanation is provided in Table 2 in the appendix section.

II. CHANNEL AND SIGNAL MODEL
Consider a CFmMIMO network with K single antenna UEs
and L APs, each having N antennas1 and local processing
capabilities. Only a subset of the APs can observe the signal
transmitted by UE k with a non-zero SINR. It is often enough
to only include APs that observe the signal transmitted by UE
k with a significant SINR and consider the signal transmitted
by UE k as noise at the other APs. This subset will be denoted
as

Mk = {l|AP l observes UE k} = {1, . . ., Lk} (1)

where {1, . . ., Lk} defines a specific ordering of the APs for
UE k.

The local antenna signal yl of AP l can be written as2

yt
l =

∑
k∈Dl

ht
kl sk + nt

l ∈ CN (2)

where ht
kl is the channel between UE k and AP l which can

be assumed fixed in one coherence block t of τ samples [7],
nt

l is an additive noise component with covariance Rnl nl =
E{nt

l n
tH

l } and sk is the signal transmitted by UE k, assumed
to have unit transmit power. When UE k is using a transmit
power pk different from unity, the channel can be redefined
as the virtual channel ht

kl
√

pk , such that again the transmit
power becomes one.3 This simplification is used throughout
the paper to avoid overly complicated formulas. Finally, the

1The methods and algorithms proposed in this paper can easily be extended
to scenarios where different APs have a different number of antennas (for ease
of notation the same number of antennas are assumed throughout the paper).

2Note that abstraction is made of the practical Orthogonal Frequency
Division Multiplexing (OFDM) based multi-carrier modulation. [40, Sec. 2]
explains how this simplification can be derived.

3In general, the transmitted power during the uplink training phase and
the uplink data transmission phase can be different and optimized separately.
However, for ease of exposition, they are assumed to be the same in this
paper. The reader can easily extend the formulas by adding power factors
to all channel-related parameters.

FIGURE 1. Network with user-centric (sub)-networks in which the signal
of a UE is processed.

set

Dl = {k|l ∈Mk} (3)

is the set of UEs that AP l observes.
To make the setup scalable, only the antenna signals of

the APs in Mk will be used to estimate sk . Therefore, a
user-centric (sub-)network Mk will be formed to serve UE
k as depicted in Fig. 1 and their antenna signals are gathered
in the (combined) user-centric antenna signal yMkt as

yMkt = hMkt
k sk +

∑
k̃∈P̃k

hMkt
k̃

sk̃ + nMkt ∈ CNLk (4)

where yMkt = [ytH

1 . . . ytH

Lk
]H , hMkt

k = [htH

k1 . . . htH

kLk
]H and

nMkt = [ntH

1 . . . ntH

Lk
]H . Note that ht

k is shorthand notation

for hMkt
k and both notations will be used. Also hMkt

k̃
con-

tains the channels from UE k̃ to the APs in Mk . This can
be written as EMk

k̃
ht

k̃
where EMk

k̃
∈ CNLk×NLk̃ is a selection

matrix that selects the channels ht
k̃l

in ht
k̃

if AP l ∈Mk

and inserts zero channels elsewhere. It is further assumed
that the noise is uncorrelated between the APs, so R

Mk
nn =

blkdiag{Rn1n1, . . ., RnLk
nLk
}. Finally

Pk = {k̃|Mk̃ ∩Mk �= ∅} = {1, . . ., Kk} (5)

is the set of UEs that cause interference in the antenna signals
yMkt where {1, . . ., Kk} denotes a specific ordering of the UEs
for UE k and P̃k � Pk \ {k}.

A. CHANNEL MODEL
The channel ht

k is assumed to remain constant during one
coherence block and is typically modeled as being drawn from
an independent correlated Rician fading distribution [19]:

ht
k = hke jϕt

k + gt
k (6)

with ϕt
k ∼ U [0, 2π ) and gt

k ∼ NC(0, Gk ) in each coherence

block. Here, hk is the LoS component, e jϕt
k is a random
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FIGURE 2. Time-frequency resources shared during transmission with
division in samples for CE (red) and UL data transmission (yellow).
Although the channels {h1

k, . . ., hT
k } are different in each coherence block,

they are assumed to be generated by the same large-scale fading statistics
(e.g. hk and Gk) that remain constant for several coherence blocks.

phase shift and Gk ∈ CNLk×NLk is the positive (semi-)definite
spatial channel covariance describing the large-scale fading,
including geometric pathloss, shadowing, antenna gains and
spatial channel correlation [41]. The uniform and Gaussian
distribution model the small-scale fading of the Los and NLoS
component respectively. The LoS component and large-scale
fading are assumed to remain constant over several thousands
of coherence blocks as indicated by Fig. 2. Further note that

E{ht
k} = 0NLk and E{ht

khtH

k } = hkh
H
k +Gk � Rk . (7)

It is common in the CFmMIMO literature to assume that the
channels between a UE and different APs are independently
distributed, i.e., E{ht

kl h
tH

kl̃
} = 0N×N for l �= l̃ , so that Rk in (7)

is block diagonal and that CE can be performed independently
at each AP, based on Rkl , denoting the lth diagonal block of
Rk . This assumption might be motivated by the large spatial
distribution of the APs in the network. While this is valid
for the NLoS component, the assumption is no longer valid
for the LoS component hk , since user-centric processing is
considered here and only APs in the neighborhood of UE k are
serving UE k, Therefore, it is possible to have correlation be-
tween the APs, represented by non-zero non-diagonal blocks
in Rk . This will have a significant impact on the execution of
the CE.

It is further assumed that channels from different UEs are
uncorrelated E{ht

khtH

k̃
} = 0NLk×NLk̃

.

B. CHANNEL ESTIMATION
The samples in one coherence block will be divided into τp

samples for CE and τu samples for UL data transmission,
indicated in red and yellow respectively in Fig. 2. The CE pro-
cedure from [18] will be adopted here, which is summarized
as follows. The τp reserved samples can be used to define
τp orthogonal pilot sequences and each UE can randomly
select one of these pilot sequences in each coherence block.
It is also assumed that APs know which pilot sequences are
selected by the UEs that they serve, which can for example
be accomplished using pseudo-random generators with the

same seed. The received antenna signals at the APs can then
be despread4 using the τp different pilot sequences, denoted

by yMkt
allk

[p] where p = 1, . . ., τp is the index of the pilot se-
quence. The signal obtained after despreading with the correct
pilot sequence τk for UE k is denoted by yMkt

τk . As shown
in [18], these signals can be written as

yMkt
τk
= √τpht

k +
√

τp

∑
k̃∈P̃k

hMkt
k̃

δk̃ + nMkt (8)

yMkt
allk

[p] = √τpht
kδk +√τp

∑
k̃∈P̃k

hMkt
k̃

δk̃ + nMkt (9)

where δk̃ is a random variable with E{δk̃} = 1
τp

and E{δ2
k̃
} =

1
τp

. It models the probability that a UE choses a given pilot

sequence in one coherence block. The additive noise nMkt has

still the same covariance R
Mk
nn as the noise in (4) as proven

in [18]. The factor
√

τp is an extra gain factor emerging from
the despreading procedure.

Expressions for the covariances of the signals in (8) and (9)
are also derived in [18] as

R
Mk
τk
= E

{
yMkt

τk
yMktH

τk

}
= τpRk +

∑
k̃∈P̃k

R
Mk

k̃ + R
Mk
nn

R
Mk
allk
= E

⎧⎨
⎩ 1

τp

τp∑
p=1

yMkt
allk

[p]yMktH

allk
[p]

⎫⎬
⎭ = Rk +

∑
k̃∈P̃k

R
Mk

k̃

+ R
Mk
nn (10)

where R
Mk

k̃ is defined as EMk

k̃
Rk̃EMk

H

k̃
and Rk as defined in

(7) is shorthand notation for R
Mk
k . Similarly Rτk and Rallk will

be used as shorthand notation for R
Mk
τk

and R
Mk
allk

respectively.
With these covariances an expression can be derived for the

(unknown) channel covariance

⇒ Rk = 1

τp − 1

(
Rτk − Rallk

)
(11)

which will be used to compute a CE filter.
In practice Rτk and Rallk will be estimated from the data

using a moving average filter (note that the overline-notation
for Rτk is now removed), e.g.,

Rτk (t ) = 1

T

t∑
t̃=t−T+1

yMk t̃
τk

yMk t̃H

τk
(12)

or a recursive averaging filter:

Rτk (t ) = (1− λ)Rτk (t − 1)+ λyMkt
τk

yMktH

τk
. (13)

However, directly using (11) with the estimated covariances
Rτk and Rallk , will not result in a good estimate for Rk [18]:
it may result in an estimate that is not positive (semi-)definite

4i.e. multiplied with complex conjugate of a pilot sequence.
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and/or antenna signals with a poor signal-to-noise ratio may
strongly influence the estimation. Therefore, based on differ-
ent assumptions on the structure of Rk , different estimation
methods will be provided in Section III to overcome this issue.

The optimal MMSE-based CE filter is then obtained by
minimizing an MMSE criterion [19]

Wk = arg min
W k

E{||ht
k −W H

k yMkt
τk
||2} = √τp(Rτk )−1Rk

(14)
since E{yMkt

τk htH

k } =
√

τpRk . This results in an unbiased esti-

mate ht
k ∼ NC(ĥ

t

k, Ck ) with

ĥt
k =W

H
k yMkt

τk

Ck = E
{

(ĥ
t

k − ht
k )(ĥ

t

k − ht
k )H

}
= Rk −√τpRkWk . (15)

Note that when R
Mk
τk

and Rk are not block diagonal, Wk will
generally not be a block diagonal matrix either. Therefore, all

signals in yMkt
τk will be used to compute an estimate ĥt

kl of the
channel between UE k and AP l , not only the local signals
yt

τk l available at AP l . Efficient distributed algorithms will be
provided in Section III to prevent that all these signals have to
be gathered at some point in the network, while still obtaining
the correct local channel estimate.

C. RECEIVE COMBINING
The next τu samples will be used by UE k for UL data
transmission. The data signal sk will be estimated in the
user-centric network Mk by linearly combining the antenna
signals in (4) with a receive combiner vt

k ∈ CNLk derived
from the acquired channel estimates. This linear combining
can be performed in the user-centric network if each AP
in Mk selects the local receive combiner vt

kl ∈ CN in vt
k =

[vtH

k1 . . . vtH

kLk
]H and computes the local estimate as ŝkl =

vtH

kl yt
l . If the APs in Mk are organized in a connected topology

(as will be discussed in Section IV), they can compute an in-
network sum to obtain the final estimate as ŝk =

∑
l∈Mk

ŝkl =
vtH

k yMkt
k .

MMSE-based RC will be considered here. The MMSE-
based receive combiner vt

k , which only uses the acquired
channel estimates of UE k, is given as

vt
k = arg min

vk

E{|sk − vH
k yMkt |2

∣∣∣ht
k ∼ NC(ĥ

t

k, Ck )}

=
⎛
⎝∑

k̃∈P̃k

R
Mk

k̃ + R
Mk
nn + Ck + ĥ

t

k ĥ
tH

k

⎞
⎠−1

ĥ
t

k

=
(

R
Mk
τk
− τpRk + Ck + ĥ

t

k ĥ
tH

k

)−1

ĥ
t

k (16)

where the fact that

E
{

yMkt yMktH
∣∣∣ht

k ∼ NC(ĥ
t

k, Ck )
}
=∑

k̃∈P̃k

E
{

hMkt
k̃

hMktH

k̃

}
+ E

{
nMkt nMktH

}
+ E

{
ht

khtH

k |ht
k

}
(17)

is used in the second step of (16). This receive combiner only
requires knowledge of the channel estimate of UE k whereas
the interference/noise will be canceled based on their presence

in R
Mk
τk

.
A different MMSE-based receive combiner can also be

constructed when channel estimates of all the other UEs in
Pk are available, which will be referred to as multi-user RC
and will be considered in Section V. The expression for this
receive combiner wt

k is given as

wt
k = arg minwk

E
{
|sk − wH

k yMkt |2
∣∣∣

{hMkt
k̃
∼ NC(ĥMkt

k̃
, C

Mk

k̃ )}∀k̃∈Pk

}

=
⎛
⎝R

Mk
nn +

∑
k̃∈Pk

(C
Mk

k̃ + ĥMkt
k̃

ĥMktH

k̃
)

⎞
⎠−1

ĥt
k

=
⎛
⎝Rallk +

∑
k̃∈Pk

(C
Mk

k̃ − R
Mk

k̃ + ĥMkt
k̃

ĥMktH

k̃
)

⎞
⎠−1

ĥt
k

(18)

where C
Mk

k̃ is defined as EMk

k̃
Ck̃EMk

H

k̃
.

The expressions for the receive combiner filters vt
k and wt

k
show that user-centric CSI is required, so this can again only
be accomplished when all the user-centric antenna signals
in yMkt are available. In the next section, expressions for
the channel estimates and receive combiners will be derived
depending on the assumed channel model of Rk and assuming
that all user-centric antenna signals are centralized at some
point in the user-centric network Mk . It will become clear
that the expressions allow for efficient distributed processing,
which will be further elaborated upon in Section IV.

III. CENTRALIZED GEVD-BASED CE AND RC
Performing the subtraction as in (11) using estimated co-
variances Rτk and Rallk and without taking into account
possible knowledge on the structure of Rk , has significant
drawbacks [18]. Therefore, it is proposed to estimate Rk by
minimizing the following objective [42]

Rk = arg minRk
‖R−1/2

τk

(
Rτk− Rallk − (τp − 1)Rk

)
R−H/2

τk
‖2F

(19)
with some constraints on the structure of Rk (a default con-
straint is that Rk should be positive semi-definite). Rather
than using an unweighted Frobenius norm, where absolute
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(squared) approximation errors are summed in the matrix ap-
proximation problem (19), it is more appropriate to consider
relative approximation errors, where larger errors are tolerated
in places where there is a lot of noise/interference, which are
represented by large values in Rτk . This is done by including

a prewhitening operation with R−1/2
τk and R−H/2

τk .
In this section, three different channel models are consid-

ered and closed-form expressions for the channel estimate and
receive combiner vt

k are derived. Closed-form expressions for
receive combiner wt

k will be derived in Section V. The channel
models are: (i) block diagonal Rk with a local rank constraint,
(ii) low rank Rk with a user-centric rank constraint and (iii) a
combination of (i) and (ii).

A. BLOCK DIAGONAL Rk WITH LOCAL RANK RB

In this subsection, a block diagonal Rk will be considered,
where only the diagonal blocks Rkl for l ∈Mk are non-zero.
This is the most commonly assumed model in CFmMIMO
literature [8], since the LoS-component in (6) is often ne-
glected in rich scattering scenarios. When the channel is seen
as a superposition of multipath components, coming from an
area localized around the UE, this often results in a low rank
channel covariance Rkl [17], [41]. Simulations in [18] show
that a rank RB equal to N/2 gives a good performance for these
channel models.

Therefore, the following structure is imposed on Rk

Rk = QQQ
B
k ΣΣΣ

B
kQQQ

BH

k (20)

with QQQ
B
k and ΣΣΣ

B
k defined as

QQQ
B
k = blkdiag{QB

k1, . . .,Q
B
kLk
}

ΣΣΣ
B
k = blkdiag{ΣB

k1, . . .,Σ
B
kLk
}

(21)

and with Q
B
kl ∈ CN×RB

and Σ
B
kl ∈ CRB×RB

.
Since Rτk , (Rτk )−1 and Rallk are then also block diagonal,

(19) can be decomposed in Lk subproblems that can be solved
seperately and optimally using Lk GEVDs of matrix pencils
{Rτk l , Rallk l} [42]:

Rτk l = QB
kl Q

BH

kl

Rallk l = QB
kl�

B
allk l Q

BH

kl .

(22)

Here QB
kl ∈ CN×N is an invertible matrix, its Hermitian in-

verse contains the generalized eigenvectors as columns, and
�B

allk l ∈ CN×N is a diagonal matrix containing the inverse of
the generalized eigenvalues, where the diagonal elements are
sorted from small to large. Let ΣB

allk ,l
denote the RB × RB

diagonal matrix with the first RB columns and rows of �B
allk l .

The optimal solution for Rkl in (19) is then given by [42]

Rkl = QB
klΣ

B
klQ

BH

kl (23)

where

ΣB
kl =

1

τp − 1
�IRB − ΣB

allk l�0

QB
kl = QB

kl [IRB 0RB×(N−RB )]
H .

(24)

Also define

XB
kl =

(
QB

kl

)−H
[IRB 0RB×(N−RB )]

H = R−1
τk lQ

B
kl (25)

such that XBH

kl QB
kl = IRB . An estimate of the full channel co-

variance (23) is then obtained by replacing time quantities in
(21) by the estimated quantities from (24).

The MMSE-based CE filter Wk with the estimated quanti-
ties and the estimated Rk is then also block diagonal with lth
block diagonal

Wkl = √τpR−1
τk l Rkl = √τpX

B
klΣ

B
klQ

BH

kl . (26)

The corresponding channel estimates and estimation error co-
variance are given by

ĥt
kl =WH

kl y
t
τk l = QB

kl
√

τpΣ
B
klX

BH

kl yt
τk l︸ ︷︷ ︸

zt,B
kl

Ckl=Rkl−√τpWH
kl Rkl=QB

kl

(
ΣB

kl−τp
(
ΣB

kl

)2)
︸ ︷︷ ︸

ΨB
kl

QBH

kl

(27)

and finally ĥt
k = [ĥtH

k1 . . . ĥtH

kLk
]H and Ck = blkdiag{Ck1, . . . ,

CkLk }.
The expression for the receive combiner vt

k based on the
estimated quantities becomes [43], [44]

vt
k =

(
Rτk − τpRk + Ck + ĥt

k ĥtH

k

)−1
ĥt

k

=

⎡
⎢⎢⎢⎣

XB
k1

(
IRB − τpΣB

k1 + ΨB
k1

)−1 zt,B
k1

...

XB
kLk

(
IRB − τpΣB

kLk
+ ΨB

kLk

)−1
zt,B

kLk

⎤
⎥⎥⎥⎦ (1+ αt

k )−1

(28)

with

αt
k =

∑
l∈Mk

zt,BH

kl

(
IRB − τpΣ

B
kl + ΨB

kl

)−1
zt,B

kl . (29)

Hence, both CE as well as RC can be performed locally,
except for the scalar multiplication with (1+ αt

k )−1 in
vt

kl = XB
kl (IRB − τpΣB

kl + ΨB
kl )
−1zt,B

kl (1+ αt
k )−1. Therefore,

αt
k needs to be computed using an in-network sum, which is

then the only required communication between the APs in the
user-centric network Mk

5.

5In most applications, e.g., when the spectral efficiency (SE) needs to be
maximized, one is already satisfied with a receive combiner up to a multiple
of vt

k . This communication can thus be dropped or embedded in a final single
channel equalizer.
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B. LOW RANK Rk WITH USER-CENTRIC RANK RL

In this subsection, a channel model will be assumed where the
LoS component dominates the NLoS components and arrives
at the serving APs in a coherent way, such that it enforces
strong correlation between the channels in the APs in the
user-centric network Mk . Hence, a low rank RL for Rk will
be assumed, e.g., RL = 1 or 2 will be able to cover the LoS
component (possibly including some early reflections).

The following structure is thus imposed on Rk :

Rk = Q
L
k Σ

L
kQ

LH

k (30)

with

Q
L
k = [Q

LH

k1 . . . Q
LH

kLk
]H ∈ CNLk×RL

, Σ
L
k ∈ CRL×RL

. (31)

Since Rτk and Rallk are no longer block diagonal, (19) has
to be solved by means of a GEVD of the matrix pencil
{Rτk , Rallk }, i.e. involving all the antenna signals in the user-
centric network Mk :

Rτk = QL
k QLH

k

Rallk = QL
k �L

allk
QLH

k .

(32)

Here QL
k is again an invertible matrix, its Hermitian inverse

contains the generalized eigenvectors as columns, and �L
allk

is a diagonal matrix containing the inverse of the general-
ized eigenvalues where the diagonal elements are sorted from
small to large. Let ΣL

allk
denote the RL × RL diagonal matrix

with the first RL columns and rows of �L
allk

. The optimal
solution in (19) is then given by

Rk = QL
k ΣL

kQ
LH

k (33)

where

ΣL
k =

1

τp − 1
�IRL − ΣL

allk
�0

QL
k = QL

k [IRL 0RL×(NLk−RL )]
H .

(34)

Also define

XL
k =

(
QL

k

)−H
[IRL 0RL×(NLk−RL )]

H = (Rτk )−1QL
k (35)

such that XLH

kl Q
L
kl = IRL .

The MMSE-based CE filter Wk with the estimated quanti-
ties is then given as

Wk = √τp(Rτk )−1Rk = √τpX
L
k ΣL

kQ
LH

k (36)

and the corresponding channel estimates and estimation error
covariance are given by

ĥt
k =WH

k yMkt
τk
= QL

k
√

τpΣ
L
kX

LH

k yMkt
τk︸ ︷︷ ︸

zt,L
k

Ck = Rk−√τpWH
k Rk = QL

k

(
ΣL

k−τp
(
ΣL

k

)2)
︸ ︷︷ ︸

ΨL
k

QLH

k . (37)

The receive combiner vt
k can be written as

vt
k =

(
RMk

τk
− τpRk + Ck + ĥt

k ĥt,H
k

)−1
ĥt

k

= Xk

(
IRL − τpΣ

L
k + ΨL

k + zt,L
k zt,LH

k

)−1
zt,L

k . (38)

The CE and RC can not be performed locally, since the
antenna signals yMkt have to be centralized to be able to com-
pute the GEVD of Rτk and Rallk . However, the expressions

show that when XLH

k yMkt
τk (which contains only RL channels)

and QL
kl ,X

L
kl ,Σ

L
k are available, the channel estimates and re-

ceive combiner (ĥt
kl and vt

kl ) can be computed locally.

C. SUPERPOSITION OF BLOCK DIAGONAL AND LOW
RANK Rk

In this subsection, a channel model will be assumed that
is a superposition of the channel models assumed in
Sections III-A and III-B. It thus allows for both NLoS com-
ponents enforcing a local rank RB as well as LoS components
enforcing a user-centric rank RL. It encompasses the previous
models as special cases, obtained by setting either RB or RL

equal to 0.
The following structure is imposed on Rk :

Rk = QQQ
B
k ΣΣΣ

B
kQQQ

BH

k︸ ︷︷ ︸
R

B
k

+Q
L
k Σ

L
kQ

LH

k︸ ︷︷ ︸
R

L
k

(39)

where QQQ
B
k , ΣΣΣ

B
k Q

L
k , Σ

L
k are defined as in (21) and (31).

An algorithm to estimate these terms is provided in Al-
gorithm 1. It is an alternating optimization algorithm that
minimizes the following objective for RB

k and RL
k :

‖R−1/2
τk

(
Rτk− Rallk− (τp − 1)(RB

k + RL
k )
)

R−H/2
τk
‖2F (40)

where the structure of RB
k and RL

k is given by (39). Conver-
gence of Algorithm 1 can be proven by arguing that every
step of the algorithm decreases the objective function and the
objective function is bounded from below by 0. Hence, after
convergence, a limit point of (40) must be reached.

Algorithm 1: Rank {RB, RL} GEVD-Based Channel
Covariance Estimation.

1: Set n← 0 and initialize RB,0
k as 0NLk×NLk .

2: Solve (40) for RL
k with RB

k = RB,n
k fixed. The solution

is given by performing the GEVD [42]:

Rτk = QL,n
k QL,nH

k

Rallk + (τp − 1)RB,n
k = QL,n

k �L,n
allk

QL,nH

k (41)

where ΣL,n
allk

is defined as before. The optimal solution
is then given as

ΣL,n+1
k = 1

τp − 1
�IRL − ΣL,n

allk
�0 (42)
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QL,n+1
k = QL,n

k [IRL 0RL×NLk−RL ]H (43)

XL,n+1
k = R−1

τk
QL,n+1

k (44)

RL,n+1
k = QL,n+1

k ΣL,n+1
k QL,n+1H

k . (45)

3: For l̃ ∈ {1, . . ., Lk}:
- Solve (40) for RB

kl with RB
kl̃
∀l̃ �= l and RL

k fixed. This
can be accomplished by setting
RB

k = Hkl RB
kl H

H
kl + RB

k,−l where RB
k,−l is a block

diagonal matrix containing a zero-block on the
position of RB

kl , RB
kl̃
= RB,n+1

kl̃
∀l̃ < l ,

RB
kl̃
= RB,n

kl̃
∀l̃ > l and RL

k = RL,n+1
k . The problem is

then optimally solved using a prior knowledge GEVD
(PK-GEVD) [39]:

Hkl =
[
0N×N (l−1) IN 0N×N (Lk−l−1)]

]H
(46)

Bkl =
[

IN (l−1) 0N (l−1)×N 0
0 0N (Lk−1)×N IN (Lk−l−1)

]H

(47)

Fkl = Hkl − Bkl
(
BH

kl Rτk Bkl
)−1

BH
kl Rτk Hkl (48)

FH
kl Rτk Fkl = QB,n

kl QB,nH

kl

FH
kl

(
Rallk + (τp − 1)

(
RL,n+1

k + RB
k,−l

))
Fkl

= QB,n
kl �B,n

allk ,l
QB,nH

kl (49)

where ΣB,n
allk l is defined as before. The optimal solution

is then given as

ΣB,n+1
kl = 1

τp − 1
�IRB − ΣB,n

allk l�0 (50)

QB,n+1
kl = QB,n

kl [IRB 0RB×N−RB ]H (51)

XB,n+1
kl =

(
Rτk l − τpQ

L,n+1
kl ΣL,n+1

k QL,n+1H

kl

)−1
QB,n+1

kl

RB,n+1
kl = QB,n+1

kl ΣB,n+1
kl QB,n+1H

kl . (52)

4: n← n+ 1 and return to step 2.

Algorithm 1 also defines the following quantities:

XB
kl =

(
Rτk l − τpQ

L
klΣ

L
kQ

LH

kl

)−1
QB

kl , l = 1, . . ., Lk

XL
k = [XLH

k1 . . . XLH

kLk
]H = R−1

τk
QL

k .

(53)

It is assumed that, upon convergence of Algorithm 1,
Rτk − τpQ

L
k ΣL

kQ
LH

k can be approximated by a block diag-
onal matrix,6 sot that the following identity is assumed to

6Referring to (10), this is only the case if R
Mk
nn and R

Mk
k̃ for all k̃ �= k are

block diagonal. If this is not the case, then this matrix will no longer be block
diagonal and the provided formulas only hold as approximations. However,
as the simulations will show, the resulting CE and RC are still performing
well.

be valid: (
Rτk − τpQ

L
k ΣL

kQ
LH

k

)−1
QQQB

k ≈XXXB
k . (54)

with XXXB
k = blkdiag{XB

k1, . . .,X
B
kLk
}.

Based on the approximation in (54), the CE filter can be
written as

Wk = √τpR−1
τk

Rk = √τpR−1
τk

(QQQB
k ΣΣΣB

kQQQ
BH

k +QL
k ΣL

kQ
LH

k )

≈ √τpXXX
B
k ΣΣΣB

kQQQ
BH

k +
√

τpX
L
k ΣL

k Q̇
H
k (55)

with

Q̇k � QL
k − τpQQQ

B
k ΣΣΣB

kQQQ
BH

k XL
k

(
IRL − τpΣ

L
k

)−1

= QL
k − τpQQQ

B
k ΣΣΣB

kXXX
BH

k QL
k .

(56)

A proof for (55) can be found in Appendix A. The equality in
(56) can be derived by multiplying (85) with QQQBH

k .
The corresponding channel estimates and estimation error

covariance are given by

ĥt
k ≈QQQB

k
√

τpΣΣΣ
B
kXXX

BH

k yMkt
τk︸ ︷︷ ︸

zt,B
k

+Q̇k
√

τpΣ
L
kX

LH

k yMkt
τk︸ ︷︷ ︸

zt,L
k

Ck ≈QQQB
k

(
ΣΣΣB

k−τp
(
ΣΣΣB

k

)2)
︸ ︷︷ ︸

ΨΨΨB
k

QQQBH

k +Q̇k

(
ΣL

k−τp
(
ΣL

k

)2)
︸ ︷︷ ︸

ΨL
k

Q̇
H
k .

(57)

This last approximation can be obtained by combining Ck =
Rk −√τpWH

k Rk with (21), (55) and (56).

Note that Q̇k = [Q̇
H
k1 . . . Q̇

H
kLk

]H with

Q̇kl = QL
kl − τpQ

B
klΣ

B
klX

BH

kl QL
kl (58)

and thus

ĥt
kl ≈ QB

kl
√

τpΣ
B
klX

BH

kl yt
τk l︸ ︷︷ ︸

zt,B
kl

+Q̇kl z
t,L
k (59)

Ckl ≈ QB
kl

(
ΣB

kl − τp
(
ΣB

kl

)2)
︸ ︷︷ ︸

ΨΨΨB
k

QBH

k + Q̇klΨ
L
k Q̇

H
kl . (60)

This shows that only a subset of the estimation quantities
(QB

kl ,Σ
B
kl ,X

BH

kl , Q̇kl ,Σ
B
kl ) and XLH

k yMkt
τk are needed to com-

pute local channel estimates. Note that the quantities QB
kl and

Q̇kl define the allowed subspace for the channel estimates
(as in (59)) coming from respectively the block-diagonal and
low-rank component in (39).

The expression for the receive combiner vt
k is given in (66)

on the next page, where the matrix inversion lemma is used
to rewrite the equation. The following identities, avoiding the
inversion of Bk , are also approximately valid (assuming that
Bk is block diagonal)

B−1
k QQQB

k zt,B
k ≈XXXB

k

(
ILkRB +ΣΣΣB

k − τpΣΣΣ
B
k − τp

(
ΣΣΣB

k

)2)−1
zt,B

k
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B−1
k Q̇k ≈ XL

k

(
IRL − τpΣ

L
k

)−1

−XXXB
k

(
ILkRB + (ΣΣΣB

k

)−1
)−1

XXXBH

k QL
k (61)

and the lth block row can consequently be written as

[B−1
k QQQB

k zt,B
k ]l≈ XB

kl

(
IRB + ΣB

kl − τpΣ
B
kl − τp

(
ΣB

kl

)2)−1
zt,B

kl

[B−1
k Q̇k]l≈ XL

kl

(
IRL − τpΣ

L
k

)−1

−XB
kl

(
IRB + (ΣB

kl

)−1
)−1

XBH

kl QL
kl . (62)

The following quantities are also used in (66) shown at the
bottom of this page and they can be simplified as

αt
k = zt,BH

k QBH

k B−1
k QB

k zt,B
k (63)

=
∑

l∈Mk

zt,BH

kl

(
IRB + ΣB

kl − τpΣ
B
kl − τp

(
ΣB

kl

)2)−1
zt,B

kl

βt
k = Q̇

H
k B−1

k QB
k zt,B

k (64)

=
∑

l∈Mk

QLH

kl X
B
kl

(
IRB + ΣB

kl

)−1
zt,B

kl

�k = Q̇
H
k B−1

k Q̇
H
k

= (
IRL − τpΣ

L
k

)−1−

(1+ τp)
∑

l∈Mk

QLH

kl X
B
kl

(
IRB + (ΣB

kl

)−1
)−1

XBH

kl QL
kl .

(65)

The local version of the receive combiner vt
kl is then provided

in (67) shown at the bottom of this page.
Similar to Section III-B, the CE and RC can not be

performed locally since Rτk and Rallk are required for Algo-

rithm 1. However, the expressions show that when XLH

k yMkt
τk

(which only contains RL signals) and other local quantities are
available together with αt

k,β
t
k,�k as in (63)–(65) (which can

be computed using in-network sums), the channel estimates
ĥt

kl and receive combiner vt
kl can still be computed locally.

This will be exploited in the distributed algorithm presented
in the next section.

FIGURE 3. Tree based in-network sums for user-centric CFmMIMO using 2
phases: (i) in-network summation towards root-AP and (ii) broadcast of
sum by root-AP.

IV. DISTRIBUTED GEVD-BASED CE AND RC
To avoid having to transmit all NLk antenna signals in yMkt

to a central processing unit in the user-centric network Mk ,
a distributed algorithm is presented in this section that con-
verges (under certain conditions) to the same solution as the
centralized GEVD-based CE and RC, discussed in Section III.
Since the models in Sections III-A and III-B are special cases
of the model in Section III-C, the distributed algorithm will
only be presented for the latter model.

To organize the inter-AP communication in an efficient
way, the user-centric network Mk should be able to perform
in-network sums for UE k, i.e., it should be able to com-
pute

∑
l∈Mk

zl where zl is a certain quantity or parameter.
Methods to obtain in-network sums with minimal communi-
cation requirements are available in the literature, e.g., relying
on consensus or gossip methods [45], [46]. However, these
methods typically need many iterations to converge, as well
as multiple broadcasts of intermediate summed quantities.
Therefore, based on [37], a method is presented to calculate
the in-network sums which relies on a tree topology that is
formed using the set of available links in the user-centric
network with minimal communication requirements (only two
transmissions for each link). Note that any connected network
(e.g., fully-connected, ring-topology,...) can be pruned to a
tree topology, thus this approach works for any connected
topology. Fig. 3 explains the organization of the communi-
cation.

For the CE, the proposed algorithm requires computing
the in-network sum of RLτp signals received during the pi-
lot phase of each coherence block and RL × RL parameters
per iteration. For the RC, the proposed algorithm requires

vt
k=
(

Rτk−τpQ
L
k ΣL

kQ
LH

k +QQQB
k

(−τpΣΣΣ
B
k +ΨΨΨB

k

)
QQQBH

k︸ ︷︷ ︸
Bk

+Q̇kΨ
L
k Q̇

H
k+
[
QQQB

k zt,B
k Q̇k

] [
1zt,L

k

] [ 1

zt,L
k

]H[
QQQB

k zt,B
k Q̇k

]H
)−1[

QQQB
k zt,B

k Q̇k

] [ 1

zt,L
k

]

= B−1
k [QQQB

k zt,B
k Q̇k]

(
I1+RL +

[
1 zt,LH

k

zt,L
k zt,L

k zt,LH

k + ΨL
k

][
αt

k βtH

k

βt
k �k

])−1 [
1

zt,L
k

]
(66)

vt
kl = B−1

kl [QQQB
kl z

t,B
kl Q̇kl ]

(
I1+RL +

[
1 zt,LH

k

zt,L
k zt,L

k zt,LH

k + ΨL
k

][
αt

k βtH

k

βt
k �k

])−1 [
1

zt,L
k

]
(67)
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computing the in-network sum of (1+ RL )× (1+ RL ) pa-
rameters for each coherence block. Each AP also has to
perform computations on a smaller number of input signals,
i.e., only the local antenna signals and a compressed RL

dimensional-version of the antenna signals of the other APs.
The algorithm is referred to as the rank {RB, RL}GEVD-based
distributed user-centric CE and RC (DUCERC) algorithm and
can be related to the distributed algorithms referred to as
DANSE, TI-DANSE and GEVD-DANSE of [36], [37], [38]
designed for wireless sensor networks. The DUCERC algo-
rithm has a slower adaptation and tracking speed compared
to the centralized GEVD-based CE and RC, as it requires
multiple iterations on the same data to converge to a sta-
tionary solution. However, since the channel covariances are
changing, this will allow for an efficient tracking of these
changes if different iterations are performed on consecutive
data segments.

A. ALGORITHM DESCRIPTION
The rank {RB, RL} GEVD-based DUCERC algorithm is pre-
sented in Algorithm 2. This is a block-iterative round-robin
algorithm,7 where the updating AP (denoted by index q) per-
forms similar operations as in Algorithm 1 using data of T
coherence blocks. A token is then passed to the next AP,
becoming the new updating AP, and this is continued in a
cyclic manner.

In one iteration n, each AP compresses the received sig-
nals yt

l during the pilot phase with Fn
kl ∈ CN×RL

to obtain
χ t

kl as in (68). Using in-network sums and after subtracting
its own compressed channel as in (69), it receives a new
RL-dimensional channel χ t

k,−l which it appends to its local
antenna signal to obtain the local extended antenna signal
ỹt

l = [ytH

l χ tH

k,−l ]
H . This extended antenna signal is then used

to perform one iteration of Algorithm 1 (one GEVD and one
PK-GEVD). To this end, the updating AP needs an estimate of
the block diagonal component present in χ t

k,−l , which is given

by ξn
k,−l =

∑
l∈Mk\{q} F

nH

kl RB,n
kl Fn

kl and is easily computed us-
ing in-network sums. The compression matrix of the updating
AP q is then updated as in (72).

The local GEVD results in the extended solutions
Q̃

L,n+1
kq , X̃

L,n+1
kq . The first N rows then correspond to local

estimates of QL,n+1
kq ,XL,n+1

kq , which are required for the CE
and RC as noted in Section III. The local PK-GEVD directly
results in QB,n+1

kq ,ΣB,n+1
kq ,XB,n+1

kq and RB,n+1
kq , which are also

required for the CE and RC. CE and RC can then be performed
as presented in step 5. RC requires knowledge of αt

k,β
t
k,�k

for each coherence block, which can be computed using in-
network sums as in (63)–(65) by replacing the centralized
solutions with the solutions in the current iteration.

7Instead of round-robin updates, asynchronous updating as discussed
in [36] can also be performed, but this is not discussed here for ease of
exposition.

Algorithm 2: Rank {RB, RL} GEVD-Based Distributed
User-Centric CE and RC (DUCERC).

1: Set n← 0, q← 1 and initialize F0
kl ,∀l ∈Mk

randomly.
2: - Each AP l ∈Mk compresses T τp pilot signals of T

coherence blocks to χn
kl ∈ CRL

:

χ t
kl = FnH

kl yt
l . (68)

- The network is used to construct T τp in-network sum∑
l∈Mk

χ t
kl and each AP l ∈Mk subtracts its

compressed version from this to obtain

χ t
k,−l =

∑
l∈Mk

χ t
kl − χ t

kl (69)

and appends this to its antenna signal ỹt
l = [ytH

l χ tH

k,−l ]
H .

- The network is also used to construct the in-network
sum

ξ n
k =

∑
l∈Mk

FnH

kl RB,n
kl Fn

kl ∈ CRL×RL
. (70)

3: At update AP q:
- Set R̃B,n

kq = blkdiag{RB,n
kq , ξ n

k,−q} with ξ n
k,−q =

ξ n
k − FnH

kq RB,n
kq Fn

kq and compute R̃τk q, R̃allk q from ỹt
q.

- Compute Q̃
L,n+1
kq , ΣL,n+1

kq , X̃
L,n+1
kq and R̃L,n+1

kq form the

GEVD of {R̃τk q, R̃allk q + (τp − 1)R̃B,n
kq } similar as in

(42)–(45).
- Compute QB,n+1

kq , ΣB,n+1
kq ,XB,n+1

kq and RB,n+1
kq from the

PK-GEVD of {R̃τk q, R̃allk q + (τp − 1)(R̃L,n+1
kq + R̃B,n

k,−q )}
similar as in (50)–(52) with

H̃kq = [IN 0N×RL ]H , B̃kq = [0RL×N IRL ]H (71)

and Q̇
n+1
kq = QL,n+1

kq − τpQ
B,n+1
kq ΣB,n+1

kq XB,n+1
kq QL,n+1

kq .
- Update the compression matrix as

Fn+1
kq = XL,n+1

kq

(
XL,n+1

k,−q

)−1
(72)

with XL,n+1
k,−q = [0RL×N IRL ]X̃

L,n+1
kq .

4: Other APs l ∈Mk \ {q} copy its previous quantities,
i.e., Q̃

L,n+1
kl = Q̃

L,n
kl etc.

5: - Each AP l ∈Mk computes channels estimates for
t = 1. . .T

zt,B
kl =

√
τpΣ

B,n+1
kl XB,n+1H

kl yt
τk l

zt,L
kl =

√
τpΣ̃

L,n+1
kl X̃

L,n+1H

kl ỹt
τk

ht
kl = QB,n+1

kl zt,B
kl + Q̇

n+1
kl zt,L

k .

(73)

- The network is used to construct αt
k,β

t
k,�k as in

(63)–(65) for t = 1. . .T .
- Each AP l ∈Mk compute the receive combiner vt

kl as
in (67) for t = 1. . .T .
- The receive combiners are then used to obtain
estimates of the data transmitted by UE k during the UL
data transmission phase as ŝk =

∑
l∈Mk

vtH

kl yl .
6: n← n+ 1, q← (q mod Lk )+ 1 and return to

step 2.
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B. CONVERGENCE ANALYSIS
The proposed algorithm is a combination of the DACGEE
algorithm proposed in [47] and PK-GEVD-DANSE in [39].
DACGEE assumes a fully-connected network, whereas the
current algorithm uses in-network sums as a communication
protocol, which reduces the communication overhead and
makes the algorithm topology-independent since any con-
nected network can be pruned to a tree [48]. The following
theorem can then be stated.

Theorem IV.1: If
� at a certain iteration ñ RB,ñ

k is kept fixed, i.e., the third
bullet in step 3 of Algorithm 2 is not executed or results
in the same solution,

� Rτk , Rallk are invertible,
� R̃τkq, R̃allkq are perfectly estimated using an infinite ob-

servation window in each iteration,
then the DUCERC algorithm converges for any initialization
of its parameters to the solution provided in Section III-C,
i.e., when n→∞ and ∀l ∈Mk , XL,n

kl = XL
kl , Q

L,n
kl = QL

kl ,
ΣL,n

kq = ΣL
q with RB

k = RB,ñ
k . The corresponding CE and RC

then also converge since DUCERC uses distributed versions
of the expressions in Section III-C.

Proof: See Appendix B.
To prove convergence of DUCERC to the same solution as

Algorithm 1, it should also be proven that for a fixed RL,ñ
k , the

DUCERC algorithm converges. However, as shown in [39],
this will require compression of the local antenna signals to
2RB channels and this for each l ∈Mk . Since RB is typically
N/2, this will not result in a communication cost reduction.
Therefore, this is replaced by the proposed heuristic solution
in the third bullet of step 3, which does not require any extra
communication and assumes that the compressed signals of
the other APs contain only noise references [39] to determine
the local block diagonal component Rkl . This is reflected in
the local subspace and blocking matrices H̃kq and B̃kq defined
in (71) (see [39] for further details). Hence, convergence can-
not be shown for this algorithm, but simulations will show
that the algorithm still provides similar performance as the
centralized solution.

C. COMMUNICATION COST
The communication cost of the DUCERC algorithm is deter-
mined by the following in-network sums:
� RLτp signals received during the pilot phase of each

coherence block,
� RL × RL parameters8 per iteration to compute ξn

k for the
user-centric GEVD,

� (1+ RL )× (1+ RL ) parameters (αt
k,β

t
k,�k) for the RC

in each coherence block.
Moreover, there is also the need for in-network sums of

τu signals received during the UL data transmission phase
of each coherence block. This should be compared to having

8Note that these matrices are Hermitian symmetric, so it suffices to only
compute the upper (or) lower triangular block via in-network sums, which
will decrease the communication even further.

to transmit all NLkτp signals received during the pilot phase
of each coherence block to a central processing unit in the
network. This central central processing unit then computes
all quantities as in Section III-C, and transmits vt

kl back to
each AP for the RC phase. It is clear that when RL is small
(e.g., one or two), the DUCERC algorithm achieves a large
communication cost reduction. Also the computations are
done in the network using smaller input signals, so there is
no need for a strong centralized processing unit.

Note that the communication cost is even more reduced for
the channel models presented in Section III-A and III-B. In
the first case, RL = 0, so the only necessary communication
will be αt

k during each coherence block. In the second case,
χn

k , αt
k , βt

k will be zero, and �k consists of quantities that are
locally available, so only the RLτp signals received during the
pilot phase of each coherence block must be communicated.

D. COMPUTATIONAL COMPLEXITY
The computational complexity of the DUCERC algorithm is
dominated by the GEVD, PK-GEVD and matrix inversion
in step 3. The computational complexity of these operations
scale as O(M3) with M the dimension of the matrix. Note
that, compared to Algorithm 1 where the matrices have dimen-
sion NLk × NLk , the current matrices have dimension (N +
RL )× (N + RL ) resulting in a strong computational complex-
ity reduction. This implies less stringent requirements on the
processing capabilities of the APs, since the computations are
now spread over the different APs in the user-centric network.

V. DISTRIBUTED MULTI-USER RC
The proposed DUCERC algorithm as discussed in Section IV,
is operating separately for each UE k in the corresponding
user-centric network Mk . Since an AP l is typically part of
several user-centric networks, i.e., one for each UE k̃ ∈ Dl , it
then obtains channels estimates for all k̃ ∈ Dl . These channel
estimates provide an instantaneous estimate of the interfer-
ence, as present in the expression of the receive combiner wt

k

in (18), whereas R
Mk

k̃ in the exprossion of vt
k in (16) only

gives information on the interference averaged over all coher-
ence blocks. The expression for (18) can be written using the
quantities defined in Section III. To this end, the following
quantity is defined

RMk

k̃
= EMk

k̃
Rk̃EMk

H

k̃
(74)

which possibly contains zero-columns and rows if some APs
that serve UE k do not serve UE k̃. So the proposed procedure
to estimate Rk̃ automatically results in an estimate for RMk

k̃
.

The following quantities can be similarly defined:

QQQ
Mk ,B
k̃
= EMk

k̃
QQQB

k̃
,XXX

Mk ,B
k̃
= EMk

k̃
XXXB

k̃
,

Q
Mk ,L
k̃
= EMk

k̃
QL

k̃
, Q̇

Mk

k̃
= EMk

k̃
Q̇k̃ .

(75)

The user-centric receive combiner wt
k can then be written as

provided in (76) shown at the bottom of the next page. Here
it is again assumed that Mk is block diagonal with diagonal
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elements

Mkl=Rallk l −
∑
k̃∈Dl

(
Q

Mk ,L
k̃l

ΣL
k̃
Q

Mk ,L
H

k̃l
+Q

Mk ,B
k̃l

ΣB
k̃l
Q

Mk ,B
H

k̃l

)
(77)

that can be computed locally at each AP, since it has access to
all these quantities. The following quantity and its lth block
row is also defined in (76):

Nk = [QQQMk ,B
1 zt,B

1 . . .QQQ
Mk ,B
Kk

zt,B
Kk

Q̇
Mk
1 . . . Q̇

Mk
Kk

] (78)

[Nk]l = [QB
1˜l z

t,B
1˜l . . . QB

Kkl z
t,B
Kkl Q̇1˜l . . . Q̇Kkl ] (79)

where Q̇k̃l and QQQB
k̃l

zt,B
k̃l

are set to zero if k̃ /∈ Dl .

Note that Sk ∈ CKk (1+RL )×Kk (1+RL ) can then be computed
using in-network sums as

Sk =
∑

l∈Mk

�k[Nk]H
l M−1

kl [Nk]l . (80)

If an AP l has access to Sk , it can approximate the local
version of the receive combiner wt

kl as

M−1
kl [Nk]l

(
IKk (1+RL ) + Sk

)−1

⎡
⎢⎢⎢⎣

0(k−1)(1+RL )

1

zt,L
k

0(Kk−k)(1+RL )

⎤
⎥⎥⎥⎦ (81)

This receive combiner can be easily included in Algorithm 2
by replacing the second bullet in step 5 with the computation
of the in-network sum of Sk and the third bullet with comput-
ing wt

kl using (81). This increases the communication cost by
a factor Kk during RC. Intermediate receive combiners, where
only a subset of the strongest interfering UEs are included in
Pk can similarly be derived and will decrease the communi-
cation cost. As a limit, i.e., when Pk = {k}, the filter vt

k will
again be obtained.

FIGURE 4. CFmMIMO setup with L = 16 and K = 32 and using the
wrap-around technique.

VI. SIMULATIONS
In this section, simulations for the centralized and distributed
GEVD-based CE and RC are conducted to compare the effect
of using different rank constraints and to investigate conver-
gence properties. To this end, a scenario is simulated with
L = 16 APs with N = 16 antennas arranged in a square grid
of 300 m. The wrap-around technique is used to simulate an
infinite network. Two UEs are randomly positioned in each
square, such that K = 32. Mk is given by the four surround-
ing APs as indicated in Fig. 4 (Lk = 4). The transmit power
is set to 100 mW and τp is set to 4. All provided results are
averaged over 20 realizations.

The large-scale fading coefficient Gk is simulated as a block
diagonal matrix with Gkl modeled as [41, Sec. 2.6]. The LoS
component hk is modeled as [41, Sect. 1.3], with ||hkl ||2 =
tr{Gkl}. The channels are then generated as

ht
k =

√
1− βhke jϕt

k +
√

βgt
k (82)

where β is a control parameter and is chosen such that tr{Rk}
is independent of β. Here β = 0 models only a LoS compo-
nent, β = 1 models only a NLoS component, and 0 < β < 1
models a combination of both components.

The performance measure used is a standard capacity lower
bound [41] referred to as the achievable spectral efficiency

wt
k ≈

(
Rallk −

∑
k̃∈Pk

(
Q

Mk ,L
k̃

ΣL
k̃
Q

Mk ,L
H

k̃
+QQQ

Mk ,B
k̃

ΣΣΣB
k̃
QQQ

Mk ,B
H

k̃

)
︸ ︷︷ ︸

Mk

+
∑
k̃∈Pk

[QQQMk ,B
k̃

zt,B
k̃

Q̇
Mk

k̃
]

[
1 zt,LH

k̃

zt,L
k̃

zt,L
k̃

zt,LH

k̃
+ ΨL

k̃

]

×
[

zt,BH

k̃
QQQ

Mk ,B
H

k̃

Q̇
Mk

H

k̃

])−1[
QQQB

k zt,B
k Q̇k

] [ 1

zt,L
k

]

=M−1
k Nk

(
IKk (1+RL )+

[
IKk blkdiag{zt,L

1 , . . ., zt,L
Kk
}H

blkdiag{zt,L
1 , . . ., zt,L

Kk
} blkdiag{zt,L

1 zt,LH

1 + ΨL
1 , . . ., zt,L

Kk
zt,LH

Kk
+ ΨL

Kk
}

]
︸ ︷︷ ︸

�k

NkM−1
k Nk

︸ ︷︷ ︸
Sk

)−1

⎡
⎢⎢⎢⎣

0(k−1)(1+RL )

1

zt,L
k

0(Kk−k)(1+RL )

⎤
⎥⎥⎥⎦

(76)
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FIGURE 5. Performance of proposed centralized rank {RB, RL} GEVD-based RC and CE.

(SE) and is given by

SEk = τu

τp + τu
E{log2

(
1+ SINRt

k

)} with SINRt
k =

|vtH

k ĥt
k|2∑

k̃∈P̃k
|vtH

k ĥMkt
k̃
|2 + vtH

k

(∑
k̃∈Pk

C
Mk

k̃ + R
Mk
nn

)
vt

k

(83)

where the channel estimates are given by the optimal MMSE-
based channel estimates. Note that the MMSE-based receive
combiner wt

k maximizes SINRt
k .

Finally three reference methods are provided. The LS
method uses the channel estimate 1√

τp
yMkt

τk and uses MR

combining for the RC. The local partial zero-forcing (LPZF)
combiner [32] and large-scale fading decoding (LSFD) com-
biner [13], [29] use local channel estimation and receive
combining. Note that correlation between APs in case of LoS
channels is not exploited.

A. RESULTS FOR CENTRALIZED GEVD-BASED CE AND RC
The CE performance depends on the estimation of Rτk

and Rallk using the signals obtained during the pilot phase.
MMSE-based CE assumes perfect knowledge of these ma-
trices, including perfect knowledge of Rk . The matrices are
better estimated whenever the number of coherence blocks T
increases and the RC will also improve with better channel
estimates. Therefore, the sum-SE for 2 cases, i.e., T = 10000
and T = 500, is provided in Fig. 5 for different values of β

and for different combinations of {RB, RL}.
For T = 1000, it is observed that estimating wk by using a

rank {N, 1} GEVD achieves the best performance and that its
performance is close to the performance of the MMSE-based
receive combiner wk . Similarly, estimating vk by using a rank
{N, 1} GEVD also achieves a performance very close to the
performance of the MMSE-based receive combiner vk . This
shows that approximating Rτk − τpQ

L
k ΣL

kQ
LH

k , Bk and Mk as
block diagonal matrices is valid with the used channel esti-
mates. Rank approximations with RB = 0 work best for small
β and increasing RL gives better performance since Rk can be

better approximated. Rank approximation with RL = 0 is also
performing well but including RL has clearly some benefits
for channels with a LoS component. Using RB = N/2 instead
of N only reduces the performance slightly. This is because
most of the generalized eigenvalues in ΣB

k are close to zero
(or negative and thereby set to zero using [·]0), so setting RB

to N/2 gives good results and saves some complexity in the
computation of the GEVD.

The proposed centralized GEVD-based RC and CE also
outperforms the reference methods (LS, PLZF, LSFD) under
different settings of {RB, RL}. This can be explained because
correlation between APs in case of LoS channels is not ex-
ploited in this method and the contributions of the different
APs are optimally combined using the network sums. The
PLZF and LSFD method perform similar to the MMSE-based
receive combiner vk for β = 1, showing that they are valid
methods when there is no correlation between the different
APs, for which they were also developed initially.

Generally, a decrease in sum-SE is observed over all meth-
ods when β increases, i.e. the correlation between the different
APs is traded for stronger correlation between the antennas
locally. Using and optimally exploiting the diversity obtained
from APs located in different positions of the network, has
thus an advantageous effect on the total network performance,
especially for UEs experiencing channels with low SINR con-
ditions. This is one of the key enablers to opt for CFmMIMO
networks, compared to cellular networks [9].

For T = 500, similar observations can be made. The only
exception is that the performance of estimating wk by using
a rank {N/2, 1} GEVD has dropped drastically. This can be
explained by the fact that some channels with low SINR are
poorly estimated, but their channel estimates are still included
in wk . However, when working with smaller values for T , it is
advised to use the receive combiner vk , which has also a lower
communication cost in DUCERC.

B. RESULTS FOR RANK {RB, RL} GEVD-BASED DUCERC
In this section, the convergence of rank {RB, RL}GEVD-based
DUCERC is investigated and compared to the centralized
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FIGURE 6. Performance and convergence of rank {RB, RL} DUCERC for T = 10000 and β = 0.5.

TABLE 1. Performance of the Proposed Centralized Rank {RB, RL} GEVD-Based RC and CE for β = 0.5, T = 10 000 and a Varying Number of AP and
Antennas (Total Number of Antennas Remains Constant)

performance. The results for different iterations of DUC-
ERC are provided in Fig. 6 and this for both the sum-SE as
well as for the MSE-difference between the centralized and
the distributed solution. T and β are set to 10000 and 0.5
respectively.

Looking at the achieved performance, it is observed that
the DUCERC algorithm converges to a value similar to that of
the centralized algorithm, and this already after 20 iterations.
However, from the convergence figure, it is clear that there
is only convergence to the machine precision when RB = 0.
When RB �= 0 this is no longer the case (as pointed out in
Section IV-B), but the distributed filters are still achieving
similar performance.

C. RESULTS FOR CENTRALIZED GEVD-BASED CE AND RC
WITH VARYING NUMBER OF APS/ANTENNAS
In this section, the performance of the proposed centralized
rank {RB, RL} GEVD-based RC and CE is evaluated when the
number of APs and antennas is varied, while keeping the total
number of antennas LN = 256 and UEs K = 32 the same as
described supra. The area is also kept constant and the APs
are positioned similar to a 16-QAM, 32-QAM and 64-QAM
constellation diagram. The results for β = 0.5 and T = 10000
are provided in Table 1.

As generally observed in CFmMIMO [9], densifying the
network with more APs has a beneficial impact on the per-
formance. UEs with low SINR conditions benefit most from
having many APs, since they get a higher probability of
being close to an AP. UEs with already good SINR condi-
tions achieve roughly the same SE even when having fewer
multi-antenna APs. The same trend can be observed in the

proposed methods, where the sum-SE scales almost linearly
with the number of AP L in the considered setup. The dif-
ference between the centralized MMSE methods and the
proposed methods become larger when L increases and N
decreases, which can be attributed to the bigger approximation
error made when only considering a local rank RB = N/2
approximation.

VII. CONCLUSION
In this paper, a novel channel covariance estimator has been
presented for user-centric CFmMIMO channels satisfying a
general Rician fading model, i.e., with both LoS and NLoS
components. The LoS component introduces correlation be-
tween the channels at different APs that can be exploited to
improve the CE and in a later stage the RC. The proposed
methods perform CE using GEVDs of two covariances that
are estimated from the available UL data. The transmitted
signals can then be obtained by processing the local an-
tenna signals, together with RL compressed versions of all
the antenna signals of all the APs serving the UE. To make
the proposed method scalable, the DUCERC algorithm has
been presented, which reduces the required communications
between the APs to a minimum and relies on in-network
sums that can be accomplished whenever the APs can be
arranged into a tree-topology. All the computations are then
distributed over the different APs. Simulations have shown
that the performance of the proposed GEVD-based central-
ized and distributed CE and RC is close to the performance
of optimal MMSE-based CE and RC with perfect CSI. Ex-
tending the current framework to more general fading models,
e.g., the Kronecker product structure in the jointly-correlated
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Weichselberger model with multi-antenna users [49], will be
the topic of future research. Such models do not yet fit in the
proposed structures of Section III.

APPENDIX A
PROOF OF (55)
Proof: Start by writing R−1

τk
using the matrix inversion

lemma:

R−1
τk
=

⎛
⎜⎝(Rτk − τpQ

L
k ΣL

kQ
L
k

)︸ ︷︷ ︸
A

+τpQ
L
k ΣL

kQ
L
k

⎞
⎟⎠
−1

= A−1− A−1QL
k

((
τpΣ

L
k

)−1 +QLH

k A−1QL
k

)−1
QLH

k A−1.

(84)

Also note that

A−1QL
k = R−1

τk
QL

k

(
IRL − τpΣ

L
kQ

LH

k R−1
τk

QL
k

)−1

= R−1
τk

QL
k

(
IRL − τpΣ

L
k

)−1
(85)

and

QLH

k A−1QL
k =

(
IRL − τpΣ

L
k

)−1
(86)

which uses the fact that the columns in QL
k are normalized

such that QLH

k R−1
τk

QL
k = QLH

k XL
k = IRL .

By substituting (85) and (86) in (84) and after some manip-
ulations, the following identity is obtained:

R−1
τk
= A−1 − R−1

τk
QL

k τpΣ
L
k

(
IRL − τpΣ

L
k

)−1
QLH

k R−1
τk

. (87)

Finally, by using

A−1QQQB
k ≈XXXB

k

R−1
τk

QL
k = XL

k

(88)

and

R−1
τk
QQQB

k ≈XXXB
k−XL

k τpΣ
L
k

(
IRL − τpΣ

L
k

)−1
XLH

k QQQB
k (89)

in (55) and after rearranging, the desired result is obtained. �

APPENDIX B
PROOF OF THEOREM IV.1
In this section, the convergence proof for the simplified (vir-
tual) algorithm (VA) provided in Algorithm 3 is given. This is
a simplified version of steps 1–4 and 6 of Algorithm 2 when-
ever the block diagonal quantities are kept constant during the
algorithm and when the covariance matrices R̃τkq and R̃allkq

are perfectly estimated. Theorem IV.1 will be proven for this
algorithm, by linking Algorithm 3 to another VA for which
convergence can be proven.

Before introducing the VA, it has to be marked that instead
of performing a joint diagonalization as in (32) and computing
XL

k as R−1
τk

QL
k , it is also possible to compute XL

k directly

Algorithm 3: Simplified Version of Algorithm 2.

1: Set n← 0, q← 1 and initialize F0
kl ∀l ∈Mk

randomly.
2: Construct the AP-specific compression matrix J̆n

kq

J̃n
kq =

⎡
⎢⎣ 0(q−1)N×N Fn

k,<q

IN 0N×RL

0(Lk−q)N×N Fn
k,>q

⎤
⎥⎦ (90)

with Fn
k,<q= [FnH

k1 . . .FnH

k,q−1]H , Fn
k,>q= [FnH

k,q+1 . . .

FnH

kLk
]H .

3: AP q estimates R̃allkq, R̃B,n
allkq and R̃τkq perfectly as

R̃allkq = J̃nH

kq Rallk J̃n
kq

R̃B,n̄
kq = J̃nH

kq RB,n̄
k J̃n

kq

R̃τkq = J̃nH

kq Rτk J̃n
kq.

(91)

4: Compute Q̃
L,n+1
kq ,ΣL,n+1

kq ,ΣL,n+1
allkq , X̃

L,n+1
kq and R̃L,n+1

kq

from the GEVD of {R̃τkq, R̃allkq + (τp − 1)R̃B,n
kq }

similar as in (42)–(45).
5: Update the compression matrix as

Fn+1
kq = XL,n+1

kq

(
XL,n+1

k,−q

)−1
(92)

which is equivalent to

Fn+1
k = J̃n

kX̃
L,n+1
kq

(
XL,n+1

k,−q

)−1
. (93)

6: n← n+ 1 and q← (q mod Lk )+ 1 and return to
step 2.

from:

XL
k = arg minXk

XH
k (Rallk + (τp − 1)RB,n̄

k )Xk

s.t . XH
k RτkXk = IRL (94)

where ΣL
allk
= XLH

k RallkX
L
k . Note that XL

k (without iteration

index n) will be used to denote optimal solutions. QL
k can then

be found as RτkX
L
k .

A VA that searches for the RL generalized eigenvectors of
{(Rallk + (τp − 1)RB,n̄

k ), Rτk } corresponding to the smallest
generalized eigenvalues is provided in Algorithm 4. It is an
alternating optimization algorithm with the following conver-
gence property:

Theorem B.1: For any initialization of Algorithm 4,
limn→∞XL,n+1

k exists, i.e., Algorithm 4 converges. Further-

more XL,n+1
k converges to the same solution as (94), i.e.,

limn→∞XL,n+1
k = XL

k . Moreover limn→∞ ΣL,n
allk
= ΣL

allk
.

Proof: The proof can be constructed similarly to the proof
of Theorem II in [38], albeit that there are a few key differ-
ences to be pointed out for completeness. Firstly, everywhere
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TABLE 2. Overview of Main Mathematical Symbols. Quantities With (∗) are
Also Present Without · to Denote Data-Based Estimates of the True
Quantities

in the algorithm, Ryy and Rnn have to be replaced with
(Rallk + (τp − 1)RB,n̄

k ) and Rτk respectively. Secondly, instead
of searching for the RL generalized eigenvectors correspond-
ing the the smallest generalized eigenvalues, a maximization
in (98) is used to obtain the RL generalized eigenvectors cor-
responding the the largest generalized eigenvalues. However,
the proof is still valid if the words ‘max’, ‘increase’ and ‘≥’
(e.g., in f (Xi+1) ≥ f (Xi )) are merely replaced with ‘min’,
‘decrease’ and ‘≤’. Finally, the algorithm in [38] defines the
AP-specific compression matrix Jn

kq as

Jn
kq=

⎡
⎢⎣ 0 blkdiag{Xn

k1. . .X
n
k,q−1} 0(q−1)N×(Lk−q)N

IN 0N×(q−1)N 0N×(Lk−q)N

0 0(Lk−q)N×(q−1)N blkdiag{Xn
k,q+1. . .X

n
kLk
}

⎤
⎥⎦

(95)

whereas here the compression matrix is defined as in (96).
This has no further impact on the provided arguments in the
proof, so the proof is also valid for the compression matrix
in (96). �

Algorithm 4: VA to Estimate the RL Generalized
Eigenvectors.

1: Set n← 0, q← 1 and initialize XL,0
kl ∀l ∈Mk

randomly.
2: Construct the AP-specific compression matrix J̆n

kq

J̆n
kq =

⎡
⎢⎣ 0(q−1)N×N Xn

k,<q

IN 0N×RL

0(Lk−q)N×N Xn
k,>q

⎤
⎥⎦ . (96)

3: AP q estimates R̆allkq, R̆B,n
allkq and R̆τkq perfectly as

R̆allkq = J̆nH

kq Rallk J̆n
kq

R̆B,n̄
kq = J̆nH

kq RB,n̄
k J̆n

kq

R̆τkq = J̆nH

kq Rτk J̆n
kq.

(97)

4: Compute X̆
L,n+1
kq as

X̆
L,n+1
kq = arg minX̆kq

X̆
H
kq

(
R̆allk+(τp−1)R̆B,n̄

kq

)
X̆kq

s.t . X̆
H
kqR̆τkX̆kq. (98)

5: XL,n+1
k = J̆n

kqX̆
L,n+1
kq and

ΣL,n+1
allk

= X̆
L,n+1H

kq (R̆allk + (τp − 1)R̆B,n̄
kq )X̆

L,n+1
kq .

6: n← n+ 1 and q← (q mod Lk )+ 1 and return to
step 2.

The next lemma links Algorithms 3 to 4.
Lemma B.2: If Algorithms 3 and 4 are initialized with

the same matrix, i.e., XL,0
kl = FL,0

kl ∀l , then Algorithm 3 will
produce the sequence

Fn
k = XL,n

k

(
XL,n

k,−q

)−1 ∀n ∈ N0 (99)

Σ̃L,n
allkq = ΣL,n

allk
∀n ∈ N0. (100)

Using (93) and Theorem B.2, this also implies that

lim
n→∞ J̃n

kqX̃
L,n
kq = lim

n→∞Fn
kX

L,n
k,−q = lim

n→∞XL,n
k = XL

k . (101)

Proof: By defining XL,0
k,−q = IRL , the lemma holds for n =

0. The lemma will be proven using an inductive argument. To
this end, it is assumed that the lemma holds up to iteration n
with updating AP q̄, i.e., Fn

k = Xn
k (XL,n

k,−q̄ )−1, from which it

will be shown that Fn+1
k = Xn+1

k (XL,n+1
k,−q )−1 with q the next

updating node. The following relation follows directly from
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(90) and (96):

J̃n
kq = J̆n

kq

⎡
⎣ IN 0N×RL

0RL×N

(
XL,n

k,−q̄

)−1

⎤
⎦ . (102)

Since X̃
n+1
kq in step 2 of Algorithm 3 is the optimal solution of

X̃
L,n+1
kq = arg minX̃kq

X̃
H
kqJ̃nH

kq

(
Rallk+(τp−1)RB,n̄

kq

)
J̃n

kqX̃kq

s.t . X̃
H
kqJ̃nH

kq Rτk J̃n
kqX̃kq (103)

and X̆
L,n+1
kq is given by (98), the optimal solutions can be

found using (102). The optimal solutions are then equal up
to a certain matrix multiplication

X̃
n+1
kq =

[
IN 0N×RL

0RL×N XL,n
k,−q̄

]
X̆

n+1
kq (104)

where the invertibility of XL,n
k,−q is used.

As a consequence, Fn+1
k can be written as

Fn+1
k = J̃n

kX̃
L,n+1
kq

(
XL,n+1

k,−q

)−1

= J̆n
kX̆

L,n+1
kq

(
XL,n+1

k,−q

)−1

= XL,n+1
k

(
XL,n+1

k,−q

)−1
(105)

which proves the lemma by an induction argument.
The fact that Σ̃L,n

allkq = ΣL,n
allk

can easily be shown using

Σ̃L,n+1
allkq = X̃

L,n+1H

kq

(
R̃allk + (τp − 1)R̃B,n̄

kq

)
X̃

L,n+1
kq

= X̃
L,n+1H

kq J̃nH

k

(
Rallk + (τp − 1)RB,n̄

kq

)
J̃n

kX̃
L,n+1
kq

= X̆
L,n+1H

kq J̆nH

k

(
Rallk + (τp − 1)RB,n̄

kq

)
J̆n

kX̆
L,n+1
kq

= X̆
L,n+1H

kq

(
R̆allk + (τp − 1)R̆B,n̄

kq

)
X̆

L,n+1
kq

= ΣL,n+1
allk

. (106)

�
Lemma B.2 partly proves Theorem IV.1. It only remains

to show that limn→∞QL,n+1
k = Q̂

L
k which can be proven as

follows [50]:

lim
n→∞ Q̃

L,n+1
kq = lim

n→∞ R̃τkqX̃
L,n
kq

= lim
n→∞ J̃n

kqRτk J̃n
kqX̃

L,n
kq . (107)

Theorem B.2 then shows that, upon convergence, XL
k =

J̃n
kqX̃

L,n
kq . (107) can thus be written as

lim
n→∞ Q̃

L,n+1
kq = lim

n→∞ J̃n
kqRτkX

L
k

= lim
n→∞ J̃n

kqQ
L
k . (108)

Selecting the first N rows of (108) ∀q then gives the desired
result.
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