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SEBASTIAN BRAUN (Senior Member, IEEE), AND SOLOMIYA BRANETS

Microsoft Corporation, Redmond, WA 98052 USA

CORRESPONDING AUTHOR: ROSS CUTLER (email: ross.cutler@microsoft.com).

ABSTRACT The ICASSP 2023 Speech Signal Improvement Challenge is intended to stimulate research in
the area of improving the speech signal quality in communication systems. The speech signal quality can be
measured with SIG in ITU-T P.835 and is still a top issue in audio communication and conferencing systems.
For example, in the ICASSP 2022 Deep Noise Suppression challenge, the improvement in the background
and overall quality is impressive, but the improvement in the speech signal is not statistically significant.
To improve the speech signal the following speech impairment areas must be addressed: coloration, discon-
tinuity, loudness, reverberation, and noise. A training and test set was provided for the challenge, and the
winners were determined using an extended crowdsourced implementation of ITU-T P.804’s listening phase.
The results show significant improvement was made across all measured dimensions of speech quality.

INDEX TERMS Speech enhancement, deep learning, subjective testing, speech quality assessment.

I. INTRODUCTION
Audio telecommunication systems such as remote collabora-
tion systems (Microsoft Teams, Skype, Zoom, etc.), smart-
phones, and telephones are used by nearly everyone on the
planet and have become essential tools for both work and
personal usage. Since the invention of the telephone in 1876
by Alexander Graham Bell, audio engineers, and researchers
have innovated to improve the speech quality of telecom-
munication systems, with the ultimate goal of making audio
telecommunication systems as good or better than face-to-face
communication. After nearly 150 years of effort, there is still
a long way to go toward this goal, especially with the use of
mainstream devices. For example, it is still common to hear
frequency response distortions, isolated and non-stationary
distortions, loudness issues, reverberation, and background
noise in audio calls.

The ICASSP 2023 Speech Signal Improvement Challenge
is intended to stimulate research in the area of improving the
send speech signal1 quality in mainstream telecommunication
systems. Subjective speech quality assessment is the gold

1In telecommunication, the audio captured by a near end microphone,
processed, and sent to the far end is called the send signal.

standard for evaluating speech enhancement, processing, and
telecommunication systems. The ITU-T has developed several
recommendations for subjective speech quality assessment. In
particular, the ITU-T Rec. P.835 [1] provides a lab-based sub-
jective evaluation framework targeting systems that include
noise suppression algorithm that gives quality scores of the
speech signal (SIG), background noise (BAK), and overall
quality (OVRL). In this framework, participants are asked to
listen to short clips of speech in a controlled environment and
rate the quality of each clip in terms of the speech signal,
background noise, and overall quality on three discrete Likert
scales (where 1 is Bad quality and 5 is Excellent quality).
Each clip is measured by multiple raters, and the results are
averaged to obtain a Mean Opinion Score (MOS). By mea-
suring SIG, BAK, and OVRL, P.835 provides a more reliable
subjective assessment [1] and allows researchers to determine
which area to focus on for improving the overall quality.

The speech signal is still a top issue in audio telecom-
munication and conferencing systems. For example, in the
ICASSP 2022 Deep Noise Suppression Challenge [2], the
improvement in BAK and OVRL quality is impressive,
but no improvement in SIG was observed. The same was
true for the INTERSPEECH 2021 Deep Noise Suppression
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TABLE 1. Amount of Improvement (In Differential MOS (DMOS))
Remaining to Get Excellent Quality (MOS = 5) Rated Speech Based on the
ICASSP 2022 DNS Challenge [2]

TABLE 2. Related Challenges

Challenge [3], and for the more recent ICASSP 2023 Deep
Noise Suppression Challenge [4], which focuses on per-
sonalized noise suppression. Table 1 shows the amount of
improvement in SIG, BAK, and OVRL to get excellent quality
rated speech (MOS=5) for the ICASSP 2022 Deep Noise
Suppression Challenge. This shows the key area of improve-
ment is SIG, which has 2.3× more improvement opportunities
than BAK. To improve SIG, the following dimensions of
speech quality should be improved [5]:
� Coloration: Frequency response distortions
� Discontinuity: Isolated and non-stationary distortions
� Loudness: Important for the overall quality and intelligi-

bility
� Reverberation: Room reverberation of speech and noise

signals
� Noisiness: Background noise and circuit and coding

noise
The correlation of SIG to these dimensions is given in

Fig. 5. Theoretically, improving BAK is not necessary to im-
prove SIG as they are orthogonal metrics by design. However,
in practice, it is hard for subjective test participants to assess
speech signal quality in the presence of strong dominant back-
ground noise.

II. RELATED WORK
While there have been previous challenges in background
noise and reverberation, there have been no challenges in
coloration and loudness and a limited challenge in disconti-
nuities (see Table 2). Moreover, there have been no previous
challenges that explicitly measure and target improving SIG.

There are many previous methods to improve noisiness,
coloration, discontinuity, loudness, and reverberation sepa-
rately. Two new methods that target universal improvement
of the speech signal are [6], [7].

The ITU-T has developed several recommendations for
subjective speech quality assessment. ITU-T P.800 [8] de-
scribes lab-based methods for the subjective determination
of speech quality, including the Absolute Category Rating
(ACR). ITU-T P.808 [9] describes a crowdsourcing approach
for conducting subjective evaluations of speech quality. It
provides guidance on test material, experimental design, and
a procedure for conducting listening tests in the crowd.
The methods are complementary to laboratory-based evalua-
tions described in P.800. An open-source implementation of
P.808 is described in [10]. An open-source implementation
of P.835 is described in [11]. More recent multidimensional
speech quality assessment standards are ITU-T P.863.2 [12]
and P.804 [5] (listening phase), which measure perceptual
dimensions of speech quality namely noisiness, coloration,
discontinuity, and loudness (see Table 3).

Intrusive objective speech quality assessment tools such
as Perceptual Evaluation of Speech Quality (PESQ) [13]
and Perceptual Objective Listening Quality Analysis
(POLQA) [14] require a clean reference of speech.
Non-intrusive objective speech quality assessment tools
like ITU-T P.563 [15] do not require a reference, though it
has a low correlation to subjective quality [16]. Newer neural
net-based methods such as [16], [17], [18], [19] provide
better correlations to subjective quality. NISQA [20] is an
objective metric for P.804, though the correlation to subjective
quality is not sufficient to use as a challenge metric (in the
ConferencingSpeech 2022 Challenge [19] NISQA was used
as a baseline model and achieved a Pearson Correlation
Coefficient = 0.724 to MOS).

III. CHALLENGE DESCRIPTION
This challenge benchmarks the performance of speech en-
hancement models with a real (not simulated) test set. The
telecommunication scenario is the near end only send signal; it
does not include echo impairments (there is no far end speech
or noise). Participants evaluated their speech enhancement
model (SEM) on a test set and submitted the results (clips)
for subjective evaluation.

A. CHALLENGE TRACKS
The challenge has two tracks:

1) Real-time SEM
2) Non-real-time SEM
The goal of the first track is to develop something that can

be used today on a typical personal computer, while the goal
of the second track is to develop something that could be run
on computers much faster than a typical personal computer or
be run offline.
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TABLE 3. Speech Quality Areas From P.804 Listening Phase (The First Four) Plus Three Additional Areas

B. LATENCY AND RUNTIME REQUIREMENTS
Algorithmic latency is defined by the offset introduced by the
whole processing chain including short-time Fourier trans-
form (STFT), inverse STFT, overlap-add, additional looka-
head frames, etc., compared to just passing the signal through
without modification. It does not include buffering latency.
Some examples are:
� A STFT-based processing with window length = 20 ms

and hop length = 10 ms introduces an algorithmic delay
of window length – hop length = 10 ms.

� A STFT-based processing with window length = 32 ms
and hop length = 8 ms introduces an algorithmic delay
of window length – hop length = 24 ms.

� An overlap-save-based processing algorithm introduces
no additional algorithmic latency.

� A time-domain convolution with a filter kernel size =
16 samples introduces an algorithmic latency of kernel
size – 1 = 15 samples. Using one-sided padding, the
operation can be made fully “causal”, i.e., left-sided
padding with kernel size - 1 samples would result in no
algorithmic latency.

� A STFT-based processing with window_length = 20 ms
and hop_length = 10 ms using 2 future frames in-
formation introduces an algorithmic latency of (win-
dow_length – hop_length) + 2 * hop_length = 30 ms.

Buffering latency is defined as the latency introduced by
block-wise processing, often referred to as hop length, frame-
shift, or temporal stride. Some examples are:
� A STFT-based processing has a buffering latency corre-

sponding to the hop size.
� A overlap-save processing has a buffering latency corre-

sponding to the frame size.
� A time-domain convolution with stride 1 introduces a

buffering latency of 1 sample.
Real-time factor (RTF) is defined as the fraction of time

it takes to execute one processing step. For an STFT-based
algorithm, one processing step is the hop size. For a time-
domain convolution, one processing step is 1 sample. RTF =
compute time / time step.

All models submitted to this challenge must meet all of the
below requirements:

1) To be able to execute an algorithm in real-time, and to
accommodate for variance in compute time which oc-
curs in practice, we require RTF ≤ 0.5 in the challenge

on an Intel Core i5 Quadcore clocked at 2.4 GHz using
a single thread.

2) Algorithmic latency + buffering latency ≤ 20 ms.
3) No future information can be used during model

inference.
More details of the challenge are available at https://aka.

ms/sig-challenge.

IV. TRAINING SET
This challenge suggested using the ICASSP 2022 Deep Noise
Suppression Challenge [2] and ICASSP 2022 Acoustic Echo
Cancellation Challenge [27] training and test sets for training.
The AEC Challenge training set in particular includes over
10K unique environments, devices, and speakers. The near
end single talk clips have been rated using P.835 and are
provided, which can be used during training to improve SIG
and OVRL.

However, any training set could have been used, such
as [24], [29], [30].

V. TEST SET
The test set consisted of 500 send clips, each using a unique
device, environment, and person speaking. The clips were
captured from both PCs and mobile devices using the same
methodology as described in [27]. The recordings were strat-
ified to have an approximately uniform distribution for the
impairment areas listed in Table 3. The test set language con-
tains English, German, Dutch, French, and Spanish languages,
with the majority of files (around 80%) in English. The test set
was released near the end of the competition. The distribution
of subjective ratings based on P.804 (see Section VI) of the
test set for all dimensions is shown in Fig. 1.

VI. EVALUATION METHODOLOGY
The challenge evaluation is based on a subjective listening
test. We have developed an extension of P.804 (listening
phase) / P.863.2 (Annex A) based on crowdsourcing and the
P.808 toolkit [10] for subjective evaluation. In particular, we
added reverberation, speech quality, and overall quality to
P.804’s listening phase (see Table 3). Details of this P.804
extension are given in Section VI-A and [31].

The challenge metric M ∈ [0, 1] is:

M = (SIG − 1)/4 + (OVRL − 1)/4

2
(1)
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FIGURE 1. Distribution of subjective scores of clips in the blind test set. Ideally, the distribution would be uniform for each dimension, but it is skewed
for discontinuity and reverberation.

In addition, differential SIG (DSIG) must be > 0. Since
OVRL ∼ BAK + SIG [11], BAK should also be improved
to increase OVRL performance. The other metrics measured
in Table 3 are informational only. However, in Section VIII-E
we show that overall is influenced by the speech signal, rever-
beration, loudness, discontinuity, coloration, and noisiness, so
optimizing each is a good strategy. The clips are evaluated as
fullband (48 kHz) in P.804, so frequency extension can help.

A. ONLINE SUBJECTIVE EVALUATION FRAMEWORK
We extended the P.808 Toolkit [10] to include a test tem-
plate for a multi-dimensional quality assessment. The toolkit
provides scripts for preparing the test, including packing the
test clips in small test packages, preparing the reliability
check questions, and analyzing the results. We ask partic-
ipants to rate the perceptual quality dimensions of speech
namely coloration, discontinuity, noisiness, loudness, rever-
beration, signal quality, and overall quality of each audio clip.
In the following, each section of the test template, as seen by
participants, is described. These sections are predefined and
only the audio clips under the test will be changed from one
study to another.

In the first section, the participant’s eligibility and de-
vice suitability are tested and a qualification is assigned to
those that pass which remains valid for the entire experi-
ment. The participant’s hearing ability is evaluated through
digit-triplet-test [32]. Moreover, we test if their listening
device supports the required bandwidths (i.e., fullband, wide-
band, and narrowband); details are in Section VI-A1).

Next, the participant’s environment and device are tested
using a modified-JND test [33] in which they should select
which stimulus from a pair has a better quality in four ques-
tions. A temporal certificate will be issued for participants
after passing this section which expires after two hours and
consequently repeating this section will be required. Detailed
instructions are given in the next section including introducing
the rating scales and providing multiple samples for each
perceptual dimension. Participants are required to listen to all
samples for the first time. Fig. 2 illustrates how the rating scale
for quality dimensions is presented to participants. In addition,
we used a Likert 5-point scale for signal quality and overall
quality as specified by ITU-T Rec. P.835. In the Training
section participants should first adjust the playback loudness
to a comfortable level by listening to a provided sample and
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TABLE 4. Labels on Each Scale’s Pole and Descriptive Adjectives Provided to Participants

FIGURE 2. Sub-dimensions are rated on a 5-point discrete scale with
descriptive adjectives on poles.

then rate 7 audio clips. This section is similar to the ratings
section, but the platform provides live feedback based on their
ratings. By completing this section a temporal certificate is
assigned to the participants which is valid for one hour. Last
is the Ratings section, where participants listen to ten audio
clips and two gold standard and trapping questions and cast
their votes on each scale. The gold standard questions are the
ones that the experimenter already knows their answers (being
excellent or bad) and participants are expected to vote on each
scale with a minor deviation from known the answer [32].
Trapping questions are questions in which a synthetic voice
is overlaid to a normal clip and asks participants to provide
a specific vote to show their attention [34]. For this test, we
provide scripts for creating the trapping clips, which ask par-
ticipants to select answers reflecting the best or worst quality
in all scales. For rating an audio clip, the participant should
first listen to the end of the clip, and then they start casting
their votes. During that time, the audio will be played back
in a loop. After participants finish with a test set, they can
continue with the next one where only the rating section will
be shown until other temporal certificates are valid. By the
expiration of any certificate, the corresponding section will be
shown when they start the next test set.

1) SURVEY OPTIMIZATION
We utilized the multi-scale template in various research stud-
ies and improved it through the incorporation of experts and
test participant feedback.

Descriptive adjectives: The understanding of perceptual
dimensions might not be intuitive for naive test participants,
therefore the P.804 recommendation includes a set of descrip-
tive adjectives to describe the presence or absence of each
quality dimension. We expanded this list through multiple
preliminary studies, where participants were asked to listen
to samples from each perceptual dimension and name three
adjectives that best describe them. For each dimension, we
selected the top three most frequently selected terms and pre-
sented them below each pole of the scale, as shown in Fig. 2.
The list of selected terms is reported in Table 4. We used
discrete scales for dimensions to be consistent with signal and
overall scales.

Bandwidth check: This test ensures the participant devices
support the expected bandwidth. The test consists of five sam-
ples, and each has two parts separated by a beep tone. The
second part is the same as the first part but in three samples
superimposed by additive noise. Participants should listen to
each sample and select if both parts have the same or dif-
ferent quality. We filtered the white noise with the following
bandpass filters: 3.5–22K (all devices should play the noise),
9.5–22k (super-wideband or fullband is supported), and 15–
22K (fullband is supported).

Gold questions: Gold questions are widely used in crowd-
sourcing [32]. Here we observed gold questions that represent
the strong presence of an impairment on one dimension and
the clear absence of impairment on all dimensions can best
reveal an inattentive participant.

Randomization: We randomize the presentation order of
scales for each participant. However, the signal and overall
quality are always presented at the end. The randomized order
is kept for each participant until a new round of training is
required.

VII. RESULTS
There were 7 entries for the real-time track and 5 for the non-
real-time track, though the top 3 for non-real-time track were
identical submissions to the real-time track and therefore were
only considered for the real-time track. Team Cvt-tencent was
statistically tied with Legends-tencent and withdrew.
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TABLE 5. Real-Time Track Challenge Results

TABLE 6. Real-Time Track Challenge Results

TABLE 7. Non-Real-Time Track Challenge Results

The P.804 and P.835 subjective results for both tracks are
given in Tables 5–8. The ANOVAs for each track are given
in Tables 9 and 10. P.835 results are given for reference only
but agree with the P.804 results. Objective results are given in
Table 11.

VIII. ANALYSIS
A. COMPARISON OF METHODS
A high-level comparison of the top-5 entries is given
in Tables 12 and 13. Some observations are given
below:
� The top entries improved SIG by DMOS > 0.6, unlike

previous DNS challenges which had no SIG improve-
ment [2], [3].

� The correlation between the training set hours (the total
duration of data used) and the overall score is PCC =
0.91. The models with larger training sets tended to do
better.

� The correlation between the runtime factor and the
overall score is PCC = −0.60. We expected the non-
real-time track entries to exceed the performance of
the real-time track, but that was not the case. We ob-
served a similar fact in the INTERSPEECH 2021 Deep
Noise Suppression Challenge [3], where the non-real-
time track also performed significantly worse than the
real-time track. In both cases, we received more entries
in the real-time track than non-real-time track, and there
may be more researchers working on real-time speech
enhancement than non-real-time speech enhancement.
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TABLE 8. Non-Real-Time Track Challenge Results

TABLE 9. Real-Time Track ANOVA

TABLE 10. Non-Real-Time Track ANOVA

One approach to get better non-real-time models is to
take the winner of the real-time track and increase the
model size and complexity by 100x, very likely in-
creasing the performance while making it no longer
real-time.

� The correlation between the model size and the overall
score is PCC = -0.58. Smaller models tended to perform
better.

� The correlation between the number of stages and the
overall score is PCC = 0.61. More stages tended to
perform better.

� The top model by team Legends-tencent [35] sig-
nificantly improved all measured speech quality di-
mensions, and did the best in all dimensions except
reverberation. Their performance is illustrated in Fig. 3.

� A successful strategy used by teams Legends-
tencent [35], Genius-team [36], and HITIoT [38] is
a restoration module followed by a speech enhancement
module. The generative models for restoration by teams

Legends-tencent [35] and Genius-team [36] perform
particularly well.

� There is still significant room for improvement in this
test set for OVRL and SIG.

� None of the teams used the ICASSP 2022 Acoustic Echo
Cancellation Challenge [27] dataset for training, even
though it has thousands of clips of real-world speech sig-
nal impairments. This is likely because there is no clean
speech available for this dataset, and using it would re-
quire semi-supervised or unsupervised training. Rather,
all teams used the ICASSP 2022 Deep Noise Suppres-
sion Challenge [2] for a training set, and the winning
team Legends-tencent [35] augmented that with a private
training set.

B. DISTRIBUTION OF DIMENSIONS
Fig. 4 shows the distribution of the subjective dimensions
compared to overall quality at the model level. All of the
dimensions except discontinuity and reverberation have a
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TABLE 11. The Objective Results on the Blind Set Obtained With DNSMOS model [18] (MOS _ SIG, MOS _ BAK, MOS _ OVR), and NISQA [20] (NISQA _ MOS
Etc.)

TABLE 12. Comparison of the Top Five Teams for Multiple Dimensions

TABLE 13. Models Used by the Top Five Teams

significant linear correlation to the overall quality (see Fig. 5).
The high correlation between signal and overall quality (0.98
at the model level and 0.93 at the clip level) can be attributed
to the preponderance of signal impairments in this dataset,
as opposed to other datasets such as DNS Challenges where
background noise was the focus of the challenge. A majority
(82%) of the clips in this dataset were found to have lower
signal quality than background noise (SIG < BAK), whereas
this number was below 30% in the last DNS challenges. Given
that the minimum of signal and background quality is a strong
determinant of perceived overall quality [1], the observed high
correlation between signal and overall quality in this dataset
was expected.

C. CORRELATION BETWEEN P.804 AND P.835
The correlation between quality scores collected using P.804-
and P.835-based subjective tests, for all entries are reported

TABLE 14. Correlations Between Subjective Scores Obtained From P.804
and P.835 Subjective Tests on Shared Dimensions in Model Level for All
Entries

in Table 14. We observed a strong correlation between all
the shared scores between the two subjective methodologies.
Considering the rankings of participating teams, only the rank
of N&B and Kuaishou teams from the real-time track would
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FIGURE 3. Distribution of subjective ratings before (X-axis) and after applying the winning model by Legends-tencent [35] (Y-axis). Each dot is a single
audio clip, and a best-fit line is shown. No processing would be a diagonal line from (1,1) to (5,5). Background is close to ideal, while loudness degrades
excellent loudness (MOS = 5) inputs.

TABLE 15. The PCC Between the Subjective P.804 Results and the Objective
Metrics Estimated With DNSMOS P.835 [18] and NISQA [20] Models

swap when scores from P.835 test are used (tied rank using
P.804 ratings).

D. CORRELATION OF SUBJECTIVE AND OBJECTIVE DATA
In Table 11 we present the objective results on the blind set us-
ing DNSMOS [18] (MOS _ SIG, MOS _ BAK, MOS _ OVR),
and NISQA model [20] (NISQA _ MOS, etc.). Similar to
the subjective results, the Legends-tencent, Ctv-tencent, and
Genius-team teams attained the best metrics estimated with
DNSMOS and NISQA. Moreover, in Table 15 we compute
the PCC between the subjective P.804 metrics and the metrics

TABLE 16. The Loading of Quality Scores on Three-Factor Structure Using
Maximum Likelihood Extraction Method With Varimax Rotation. KMO
Value = 0.65

obtained with DNSMOS [18] and NISQA [20]. The corre-
lations range from PCC 0.478 to 0.700, which demonstrates
why we still require a subjective test for accurately evaluating
speech quality.

E. MODEL OF OVERALL AND OTHER DIMENSIONS
We performed Explanatory Factory Analysis (EFA) [42] to
investigate the underlying structure between the quality di-
mensions, namely if there is a shared variance between the
sub-dimensions. We used the Maximum Likelihood extraction
method with Varimax rotation and extracted three factors
as suggested by the Scree plot [43]. The result of Bartlett’s
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FIGURE 4. Distribution of subjective test dimensions for all entries in model level.

FIGURE 5. Pearson correlation between different subjective test
dimensions for all entries in model level.

TABLE 17. Average Performance of Different Regressors Predicting Overall
Quality Given the Six Sub-Dimensions in 5-Fold Cross-Validation

test of sphericity was significant and the KMO value was
0.65 indicating that the data is adequate for explanatory fac-
tor analysis. The loading of quality scores on each factor
is presented in Table 16. In total 62% of the variance in
data is explained by the three factors. Factor 1 represents
the coloration with high loading from signal, coloration, and
loudness. Discontinuity is loaded on factor 2 with some
cross-loading from the signal indicating no or limited shared
variance between discontinuity ratings and both coloration

VOLUME 5, 2024 671



CUTLER ET AL.: ICASSP 2023 SPEECH SIGNAL IMPROVEMENT CHALLENGE

TABLE 18. Average Coefficient and Importance of Features in Linear Regression and Random Forest Models Predicting Overall Quality, Respectively

TABLE 19. Average Performance of Different Regressors Predicting Signal Quality Given the Five Sub-Dimensions in 5-Fold Cross-Validation

TABLE 20. Average Coefficient and Importance of Features in Linear Regression and Random Forest Models Predicting Signal Quality, Respectively

TABLE 21. Real-Time Track Word Error Rate Challenge Results for the Blind Test Set

and loudness. As expected, noisiness built a separate factor
orthogonal to others with moderate loading from reverber-
ation. All in all, the results of EFA show that coloration,
discontinuity, and noisiness are loaded on different orthogonal
factors that align with the literature [44]. Signal scores share
variance with coloration, discontinuity, and loudness, whereas
reverberation shares variance with noisiness. Note that this
factor structure represents the construct of the current training
set and its generalizability should be validated in a separate
study.

In addition, we used different regressors to predict the
overall quality given the subjective scores of the six sub-
dimensions per clip. The results of k-fold cross-validations

for clip and model levels are reported in Table 17. Given
that only a limited number of models are available in the
dataset, random forest performed poorly compared to other
regressors at the model level. The coefficients of the linear
regression model and the feature importance from the random
forest model are reported in Table 18. At the clip level, the
importance of features mostly agrees with both models. Given
the fact that most of the sub-dimensions have cross-loading
with the signal quality in the explanatory factor analyses, we
created different regressors to predict that. The performance
of those regressors is reported in Table 19 and the coefficients
in Table 20. As expected, noisiness and reverberation have the
smallest coefficients.
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TABLE 22. Non-Real-Time Track Word Error Rate Challenge Results for the Blind Test Set

TABLE 23. Amount of Improvement Remaining (In MOS) to Get Excellent
Quality Rated Speech Based on This Challenge

F. WORD ERROR RATE
To have a more comprehensive view of the signal enhance-
ment models, in Tables 21 and 22 we included the word
error rate (WER) for both tracks. To eliminate potential bias
introduced by automatic speech recognition (ASR) systems,
we employed human transcripts when calculating the WER. A
state-of-the-art speech recognition API from Azure Cognitive
service was used for computing WER. In the second track, the
rank is identical to the P.804 ranking (excluding noisy), while
in the first track, there are some shifts between teams. The best
WER result attained by Legends-tencent team is still slightly
behind the WER computed on the noisy files, highlighting that
there is a huge potential in this research area.

IX. CONCLUSION
Unlike our previous deep noise suppression challenges, this
challenge showed several models with significant improve-
ment in the speech signal. The top models improved all areas
we measured: noisiness, discontinuity, coloration, loudness,
and reverberation. While the improvements are impressive,
there is still significant room for improvement in this test set
(see Table 23).

All of the models used in this challenge are relatively small
compared to large language models or large multimodal lan-
guage models. An interesting new area would be to apply a
large audio language model (e.g., [45]) for speech restoration
and enhancement. Even if it can not be run in real-time or with
low latency, there are still many scenarios it can be applied.
In addition, all of the models submitted in this challenge
used training sets with clean speech available. A good future
direction of research is to utilize real-world training sets such

as [27], which will require semi-supervised or unsupervised
learning.

For future speech signal improvement challenges, we plan
to provide an objective metric similar to NISQA. We plan
to also add word accuracy rate as an additional metric to
optimize. We plan to provide a synthetic data generator and
a baseline model to give a better starting point for all partici-
pants. As noted above, we hypothesize that large multimodal
models could have significant improvements in this area, so
keeping a non-real-time track seems important to encourage
this exploration.
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