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ABSTRACT The conventional filtered-x least mean square (F-xLMS) algorithm based distributed active
noise control (DANC) system’s performance suffers in the presence of outliers and impulse like disturbances.
In an attempt to reduce noise in such an environment Swish function based algorithms for DANC systems
have been proposed presently. The Swish function makes use of the smoothness and unboundedness proper-
ties for faster convergence and eliminating vanishing gradient issue. The intention is to employ the smooth
approximation of Softplus and the non-convex property of Geman-McClure estimator to propose a Softplus
Geman-McClure function. In addition, the bounded nonlinearity of Welsch function which is insensitive
to the outliers is utilized with the regularization property of Softsign formulating Softsign Welsch method.
Henceforth, this paper proposes a family of robust algorithms employing the Swish diffusion strategy for
filtered-x sign, filtered-x LMS, filtered-x Softplus Geman-McClure and filtered-x Softsign Welsch algorithms
for DANC systems. The weight update rules are derived for the proposed algorithms and convergence
analysis is also carried out. The suggested methods achieve faster convergence in comparison with existing
techniques and approximately 1–5 dB improvement in noise cancellation for various noise inputs and
impulsive noise interferences.

INDEX TERMS Distributed active noise control, impulsive noise, robust adaptive filter, swish function.

I. INTRODUCTION
Wireless microphone networks, also known as wireless acous-
tic sensor networks (WASNs), are used in next-generation au-
dio processing and acquisition technologies. Due to WASNs
scalability and adaptability, the signal processing industry has
recently become very interested in the topic of using WASNs
to replace fixed multi-channel sound systems [1]. The WASNs
perform distributed signal processing technique on the acous-
tic signals captured by the sensor nodes. However, various
acoustic systems have been put forth, whose nodes are not
only outfitted with microphones but may also control one or
more loudspeakers or actuators [2]. These nodes also exhibit
computational capability and information sharing with the ad-
jacent nodes. The activities associated with sound field control

includes active noise control (ANC), can all be carried out by
this new class of WASNs [3]. Active noise control entails the
notion of destructive interference. The basic structure of ANC
comprises of reference, error microphone and a secondary
path referring to amplifier loudspeaker combination. The
filtered-x least mean square (F-xLMS) approach has been em-
ployed extensively in the Gaussian environment due to its low
processing cost and compact design as an outstanding adap-
tive technique for ANC [4], [5], [6]. The well-known F-xLMS
algorithm for broadband ANC is given a detailed statistical
convergence analysis encompassing its performance in tran-
sient and steady-state situations [7]. Wave-domain adaptive
methods for ANC are discussed in [8]. Multi-channel ANC
(MANC) systems are widely used noise reduction strategies
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that are computationally complex. Furthermore, noise mitiga-
tion for frequently heard disturbances is a challenging task,
especially in multi-point situations [9], [10], [11]. The con-
ventional approach of utilizing the centralised processing in a
single and multi-channel systems are not scalable, necessitat-
ing the restructuring of update rules and the reorganisation
of the hardware components. The centralized system faces
the limitations of heavy computations, complexities and com-
munication hindrance. In multichannel ANC system, weight
update of each controller requires the errors corresponding to
all channels, whereas distributed ANC updates the weight of
each controller based on the error associated with precisely the
same node. As a result, the MANC system incurs significant
computing costs as it integrates all error signals. Addition-
ally, the decentralised multichannel ANC system deals with
computing complexity, however acoustical coupling problems
arise between the loudspeakers of secondary paths and error
microphones [12]. Two decentralized ANC systems were im-
plemented in [13], [14].

Further, the distributed ANC setup reduces computational
expenses by relying on an information sharing and the co-
operation technique among neighbouring nodes. This enables
the DANC system to function even if one or more paths of the
central processor fails. Each DANC system node comprises of
one error microphone, one secondary loudspeaker and a con-
troller weight update module that allows for the adaption of
the controller’s own weights. This is accompanied by sharing
information and cooperating with neighbouring nodes [15]. In
a distributed method, the robustness of a system improves by
amalgamating the controller parameters according to prede-
termined combination rules without significantly increasing
computational cost. The development of diffusion [16] and
incremental [17] learning strategies are the two common ap-
proaches for node cooperation to address this problem. Active
noise cancellation encounter issues with impulse-like noises
in error microphones and outliers in secondary channels be-
cause of faulty sensors, measurement errors, and microphone
or loudspeaker movement. The presence of impulsive noise
deteriorates the influence of the algorithms and computational
cost increases. In lieu of this, various robust algorithms such
as the sign algorithm (SA) [18], least mean forth (LMF) [19],
maximum correntropy criterion (MCC) [20] and M-estimate
[21], [22] are proposed for varied applications. Another ro-
bust functions such as variable step-size normalized LMS,
techniques involving cosine functions such as exponential
hyperbolic cosine function (EHCF), logarithmic hyperbolic
cosine adaptive filter (LHCAF) are being utilized for different
applications like system identification [23], ANC [24], diffu-
sion channel estimation [25] respectively. Another approach
involving information-theoretic learning strategy has been put
forth utilizing maximum correntropy criterion (MCC) [26]
and filtered-x generalized maximum correntropy criterion (F-
xGMCC) for active noise control [27]. The improved filtered-
x generalised maximum correntropy criterion (IF-xGMCC)
method that uses continuous mixed Lp-norm overcomes the
slow convergence rate and less noise reduction performance

of (F-xGMCC) technique [28]. An effective ANC using
Wilcoxon filtered-x least mean square (WF-xLMS) algorithm
which is resistant to outliers in the secondary pathways and
burst noise recorded by a defective microphone has been
suggested in [29]. Lately, a generalized modified Blake–
Zisserman (GMBZ) technique is initiated for system iden-
tification to offer robustness against non-Gaussian/impulsive
noise without compromising steady-state misalignment is pre-
sented in [30]. The nodes of an acoustic sensor network using
a distributed affine projection (AP) method are acoustically
connected and presented in [31]. Recently, robust techniques
pertaining to maintaining the performance of active noise
control in the wake of impulsive noise interference have been
introduced such as: error reused filtered-x LMS (ErF-xLMS)
[32], modified filtered-x robust normalized least mean ab-
solute third (MF-xRNLMAT) [33] and modified filtered-x
affine-projection-like MCC (MFxAPLMCC) [34]. In addi-
tion, a combination of regularization factors by virtue of a
mixing parameter for affine projection algorithm is discussed
in [35]. A robust arctangent framework is presented for system
identification in [36].

A robust distributed active noise control system (RDANC)
to combat the impulsive noise using R-estimator is developed
in [37]. A distributed filtered-x least mean square (F-xLMS)
approach for a DANC system and its efficacy is assessed in
[38], [39], [40]. One of the major issues in the impulsive
environment for adaptive filtering is choosing a suitable cost
function for DANC. Many methods have been designed by
incorporating the standard cost functions into the sigmoid
framework and taking advantage of the sigmoid’s satura-
tion property [41]. Whatever the input, the sigmoid function
suffers from the vanishing gradient problem if their value
saturates. It is a logistic function with an output in the range
[0, 1]. Due to this nature the sigmoid function takes longer
time to converge. For x < 0 the gradient fail to flow back-
wards. The above two drawbacks motivate towards Swish
function. The suggested Swish function integrated with dif-
fusion strategy as Swish diffusion (SD) based algorithms for
the DANC system are designed with a purpose of maintain-
ing system performance in varied impulsive noise situations.
The combined nature of Softplus smooth approximation and
non convexity of Geman-McClure leads to Softplus Geman-
McClure (SGM) function. The Welsch bounded nonlinear
property with Softsign smoothing is insensitive to impulsive
noise which can eliminate large outliers and make the system
stable, leads to formulate Softsign Welsch (SW) function.
To enhance the performance of the DANC systems SGM
and SW are incorporated into the Swish function. The Swish
diffusion filtered-x sign algorithm (SDF-xSA), Swish diffu-
sion filtered-x LMS (SDF-xLMS), Swish diffusion filtered-x
Softplus Geman-McClure (SDF-xSGM) and Swish diffusion
filtered-x Softsign Welsch (SDF-xSW) are the various robust
algorithms that are proposed using the framework of Swish
diffusion strategy. In this research, we derive the coefficients
adaptation rule for the proposed SD algorithms in diffu-
sion frame for a distributed ANC environment. Numerous
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FIGURE 1. Swish function and its gradient for different beta values.

simulations have been conducted in the DANC scenario to
examine the performance of the aforementioned techniques
for varied input reference noises. The key attributes of this
paper are listed as:

1) The paper attempts to formulate a family of distributed
ANC systems utilising a diffusion technique integrated
with the Swish function while maintaining performance
of the system across various impulsive noise environ-
ment.

2) The smoothness imparted by Softplus and the inherent
non convex property of Geman-McClure is combined
to introduce a robust Softplus Geman-McClure (SGM)
function.

3) The smoothness of Softsign and bounded nonlinear
property of Welsch leads to the development of Softsign
Welsch(SW) function.

4) In lieu of this, Swish diffusion function (SD) based
distributed ANC framework is developed for a fam-
ily of algorithms such as Swish diffusion filtered-x
sign algorithm (SDF-xSA), Swish diffusion filtered-x
LMS (SDF-xLMS), Swish diffusion filtered-x Softplus
Geman-McClure (SDF-xSGM) and Swish diffusion
filtered-x Softsign Welsch (SDF-xSW) in a distributed
ANC environment.

5) The weight update rule for a class of suggested Swish
diffusion algorithms are obtained in this paper. The sta-
bility analysis is done for the suggested technique in
terms of the mean convergence.

II. PRELIMINARIES
Swish function is proposed which is given as

f (x) = x · 1

1 + e−βx
(1)

According to (1), this function is unbounded for x > 0, pre-
venting saturation, it does not become zero for x < 0, allowing
gradient to flow and preventing vanishing gradient problem.
In (1), β is a positive control parameter which controls the
steepness of the Swish function [42] and Fig. 1 represents
Swish function with their corresponding gradients for differ-
ent β values respectively. If β = 0, the Swish function is
linear in nature. As β → ∞ the sigmoid term approaches a
0-1 function, which makes Swish as a rectified linear unit.

It has been viewed from literature review that a very few
amount of research work is accomplished for developing ro-
bust DANC schemes. Therefore, it is necessitated to maintain
the performance of the DANC system under impulsive noise
environment. In lieu of this to combat the large impulsive
noise, an attempt has been made in this study to construct a
robust DANC system using Swish as the cost function.

The rest of the manuscript is structured as: In Section III,
the suggested robust Swish based cost functions are formu-
lated. Further, the weight adaption rules are derived for the
introduced family of robust DANC techniques. Section IV,
discusses the convergence analysis of Swish diffusion DANC
approach.The simulation and discussions are used to validate
the suggested strategy in Section V. Section VI deals with
conclusions.

III. PROPOSED ROBUST SWISH DIFFUSION
DANC SCHEMES
In this manuscript an attempt has been made to actively con-
trol noise via an adaptive process using diffusion strategy
considering in total K number of nodes. Each node shares
information with other remaining nodes in the DANC system.
In distributed active noise set-up, each node signifies an ANC
module consisting of a reference microphone, a loudspeaker
and an error sensor. Consider a distributed active noise control
application with input as reference noise x(n). Fig. 2 shows
the block diagram of DANC module, where K number of
nodes are displayed. The internal module and functionality of
kth node which in turn represents an ANC module is further
expanded in Fig. 2. In Fig. 2, node 1 is considered as the
central node entrusted with the task of generating diffused
weight vector from the updated weight vectors received from
all the other nodes of the distributed set-up.

In the current manuscript, a distributed network comprising
of 1 × J × K structure is presented. In this regard, K signifies
the total number of error microphones whereas J represents
the total numbers of secondary loudspeakers. Furthermore, the
number of error microphones K is considered equivalent to
secondary sources J and J = K = 5. The internal structure
of each node includes a primary path, secondary path and
controller weight update module. The input reference signal
detected by the reference input microphone travels along the
primary path and leads to the primary noise. The controller
output is superimposed on the primary path after passing
through the secondary path at quiet zone. Error sensor at kth

node determines the residual error ek (n) between the primary
pathways output dk (n) and secondary pathways output yk (n).
The output impulsive noise vk (n) added to the model is ob-
tained by SαS model as shown in Fig. 2. The unboundedness
and the smoothness of the Swish function inspires to build a
frame work of Swish diffusion DANC.

The proposed Swish cost function (SCF) is formulated as

SCF = ξk (n)sgm[βξk (n)] (2)

where sgm represents sigmoid and ξk (n) is the error cost
function incorporated in (2) to develop the Swish based four
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FIGURE 2. Block diagram of Swish diffusion DANC.

algorithms such as SDF-xSA, SDF-xLMS, SDF-xSGM and
SDF-xSW. The output generated by the controller at kth node
is obtained as

ỹk (n) = x(n)Twk (n), (3)

where x(n) = [x(n), x(n − 1), x(n − 2), . . . , x(n − L + 1)]T

is the reference input given to the microphone, T represents
the transpose operator and L is the length of the weight vector
of the controller.

ŵk (n) = [ŵ0
k (n), ŵ1

k (n), . . . , ŵL−1
k (n)]T is the controller

weight update at the kth node. wk (n) is the diffused weight
vector at kth node obtained as

wk (n) =
∑
m∈K

Akmŵm(n). (4)

Akm is a pre-selected value such that
∑

m∈K Akm = 1 [16]
to obtain the average weight vector wk (n) by using the local
estimates i.e. ŵm(n), which are fused at kth node over the
neighbourhoods m ∈ K [12]. The estimation error at kth node
is evaluated as given below

ek (n) = dk (n) − yk (n),

= dk (n) −
J∑

j=1

Sk j (n) ∗ ỹk (n),

= dk (n) −
J∑

j=1

Sk j (n) ∗ [x(n)Twk (n)
]
. (5)

where dk (n) is the output of the primary path and yk (n)
= ∑J

j=1 Sk j (n) ∗ [x(n)Twk (n)] representing the final filtered

output at kth node while accounting all the secondary path
coupling effects and ∗ shows convolution operator. This is
modelled in terms of Sk j (n) representing coupling between
kth error sensor to the jth loudspeaker of other node. In (5),
J denotes the total number of loudspeakers. In the present
work we have considered J = K = 5 for simplification pur-
pose. The cost function utilized to calculate the update weight
vectors for the controller coefficients at the kth node is defined

as follows: SCF = ξk (n)sgm[βξk (n)]. The weight update for
the active noise controller taps is achieved using the stochastic
gradient method as

ŵk (n + 1) = wk (n) − μ
∂SCF

∂wk (n)
,

ŵk (n + 1) = wk (n)

+ μ

{
1 + [1 − βξk (n)] exp(−βξk (n))

[1 + exp(−βξk (n))]2

}{
∂ξk (n)

∂wk (n)

}
, (6)

where,

∂SCF

∂wk (n)
=
{

1 + [1 − βξk (n)] exp(−βξk (n))

[1 + exp(−βξk (n))]2

}{
∂ξk (n)

∂wk (n)

}
,

(7)
where ξk (n) will vary according to the development of SDF-
xSA, SDF-xLMS, SDF-xSGM and SDF-xSW. ŵk (n + 1) is
the adaptive controller weight update coefficient vector at
(n + 1)th iteration of kth node and μ represents the conver-
gence factor.

A. DERIVATION FOR SWISH DIFFUSION FILTERED-X SIGN
ALGORITHM (SDF-XSA)
Substituting the error cost function as ξk1(n) = E [|ek (n)|],
inspired by sign algorithm [18] into the Swish cost func-
tion as defined in (2) and using the same as SCF1 =
ξk1(n)sgm[βξk1(n)]. The weight update of the proposed Swish
diffusion filtered-x sign algorithm (SDF-xSA), is obtained as

ŵk (n + 1) = wk − μ
∂SCF1

∂wk (n)
,

ŵk (n + 1) = wk (n) + μsign(ek (n))

×
[
1 + {1 − β|ek (n)|} exp (−β|ek (n)|)][

1 + exp (−β|ek (n)|)]2 x′(n),

(8)

where x′(n) = ∑J
j=1 Sk j (n) ∗ x(n)T is the filtered input sig-

nal. Sk j signifies secondary pathways between the kth error
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microphone and the jth loudspeaker path and

∂ek (n)

∂wk (n)
= −

J∑
j=1

Sk j (n) ∗ x(n)T. (9)

B. DERIVATION FOR SWISH DIFFUSION FILTERED-X LEAST
MEAN SQUARE ALGORITHM (SDF-XLMS)
The cost function of the mean square error (MSE) based
traditional LMS [4] method is ξk2(n) = E [e2

k (n)]. The weight
update of the suggested SDF-xLMS method is obtained by
minimizing the cost function SCF2 = ξk2(n)sgm[βξk2(n)]
and employing ξk2(n) = E [e2

k (n)] using stochastic gradient
approach as

ŵk (n + 1) = wk (n) − μ
∂SCF2

∂wk (n)
,

ŵk (n + 1) = wk (n) + μ2ek (n)

×
[
1 + {

1 − βe2
k (n)

}
exp

(−βe2
k (n)

)][
1 + exp

(−βe2
k (n)

)]2 x′(n).

(10)

where x′(n) = ∑J
j=1 Sk j (n) ∗ x(n)T.

C. DERIVATION FOR SWISH DIFFUSION FILTERED-X
SOFTPLUS GEMAN-MCCLURE ALGORITHM (SDF-XSGM)
The smooth non-convex nature of Softplus Geman-McClure
estimator compresses the data with large amplitude for ef-
fectively optimizing the error criterion while training DANC
systems. The Geman-McClure with Softplus is defined in this

paper as χ = ln(1 + exp (ε)) where ε = ek (n)2

ek (n)2+c2
1

and c1 is

the shaping parameter of SGM. The suggested cost function of
the SDF-xSGM algorithm is obtained by substituting ξk3(n) =
E [ln(1 + exp (ε))] in the Swish cost function defined SCF3 =
ξk3(n)sgm[βξk3(n)]. Further, the controller weight update of
the proposed SDF-xSGM is obtained as

ŵk (n + 1) = wk (n) − μ
∂SCF3

∂wk (n)
,

ŵk (n + 1) = wk (n) + μ

× 2ek (n)c2
1

[
1 + (

exp(−βφ) (1 − βφ)
]

x′(n)(
e2

k (n)+c2
1

)2 [
1+exp

(
e2

k (n)

e2
k (n)+c2

1

)
(1+exp(−βφ))

] . (11)

where x′(n) = ∑J
j=1 Sk j (n) ∗ x(n)T and

φ = ln

(
1 + exp

(
e2

k (n)

e2
k (n) + c2

1

))
.

D. DERIVATION FOR SWISH DIFFUSION FILTERED-X
SOFTSIGN WELSCH ALGORITHM (SDF-XSW)
The Welsch bounded nonlinear property with Softsign
smoothing is insensitive to impulsive noise which can elim-
inate large outliers and make the system stable. This leads
to the development of Softsign Welsch (SW) function as

	 = exp{−(
/c2)2}, 
 = ek (n)
1+|ek (n)| and c2 is the shaping

parameter. The weight update of the SDF-xSW method is
obtained by substituting ξk4(n) = E [exp{−(
/c2)2}] into the
proposed Swish cost function SCF4 = ξk4(n)sgm[βξk4(n)] as
ŵk (n + 1) = wk (n) − μ

∂SCF4
∂wk (n) ,

ŵk (n + 1) = wk (n) + μ

2ek (n)(|ek (n)| − 1)δ

c2
2(1 + |ek (n)|)3

[
1 + exp(−βδ){1 − βδ}

{1 + exp(−βδ)}2

]
x′(n). (12)

where x′(n)=∑J
j=1 Sk j (n) ∗ x(n)T and δ=

exp

(
−
(

ek (n)
(1+|ek (n)|)c2

)2
)

.

The variation of the SD-based cost function for the family
of algorithms (SDF-xSA, SDF-xLMS, SDF-xSGM, SDF-
xSW) along with it’s derivative over the conventional one is
shown in Fig. 3 for β = 1. Fig. 3 depicts that the Swish
diffusion framework based cost function steepens with im-
pulsive interference. Additionally, the gradient of the Swish
diffusion framework based cost function is more constrained
than conventional cost functions for large errors, providing
robust performance. The comparison of the cost functions
with respect to some robust functions for instance least
mean square (LMS), robust normalized least mean absolute
third (RNLMAT), generalized maximum correntropy crite-
rion (GMCC), Blake Zisserman (BZ) are displayed in Fig. 4.
It is indicated from Fig. 4 that the proposed SDF-xSGM
reveal the characteristics of a robust cost function as com-
pared to other techniques. Algorithm 1 represents the pseudo
code of the proposed SD class of algorithms. Table 1 sum-
marizes the proposed Swish based class of algorithms, cost
functions and the corresponding weight update equations.
The proposed DANC class of algorithms such as SDF-xSA,
SDF-xLMS, SDF-xSGM, and SDF-xSW are compared with
filtered-x sign algorithm (F-xSA), filtered-x LMS (F-xLMS),
filtered-x Geman-McClure (F-xGM), filtered-x Welsch (F-
xW) as shown in the Table 2 in terms of computations that are
exhausted in multiplication, addition, division, exponential,
absolute and sign operations. The following phases involved
in the analysis of the suggested techniques are used to com-
pute the total computational load: (1) output of the controller,
(2) filtered version of the input signal and (3) weight update
of the controller.

IV. BOUND FOR CONVERGENCE
The effectiveness of the SD algorithm is analysed for each of
the nodes utilizing the system global data, which is specified
as

d(n) = X(n)p + v(n). (13)

To conduct an analytical study of the algorithm’s performance
in a wider perspective, we have used the global data concept
where matrices and vectors are created by taking into account
the information at each node. Therefore utilizing the global
data notion for (13) we define, d(n) = col{d1(n), . . . , dK (n)}
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FIGURE 3. Comparison of the Swish cost function (SDF-xSA, SDF-xLMS, SDF-xSGM, SDF-xSW) along with its gradient.

TABLE 1. Proposed Swish Based Class of Algorithms and their Cost Functions

FIGURE 4. Comparison of the robust cost functions.

shows the desired output of size (K × 1), X(n) =
diag{x1(n)T, . . . , xk (n)T . . . , xK (n)T} is the input reference
of size (K × KL), p = col{p1, . . . , pk . . . , pK } is the pri-
mary path of size (KL × 1) and v(n) = col{v1(n), . . . , vK (n)}
shows the impulsive noise added of size (K × 1). The con-
troller weight update rule for the suggested DANC algorithm

is specified as

ŵk (n + 1) = wk (n) + μϒk (n)ek (n)x′
k (n), (14)

where ϒk (n) is robust error weighted parameter of Swish
function described as

ϒk (n) =
[

1 + [1 − βξk (n)] exp(−βξk (n))

[1 + exp(−βξk (n))]2

]
.

The global data for (14) are defined as ŵ(n + 1) = col{ŵ1(n +
1), . . . , ŵK (n + 1)} is weight update controller of size (KL ×
1), w(n) = col{w1(n), . . . , wK (n)} is average weight coeffi-
cients of size (KL × 1), ϒ(n) = diag{ϒ1(n), . . . , ϒK (n)} is
the robust error weighted parameter of size (K × K ), B =
diag{μ1IL, . . . , μK IL} is the learning rate parameter of size
(KL × KL), e(n) = col{e1(n), . . . , eK (n)} is the residual noise
error of size (K × 1) and X′(n) = diag{x′

1(n)T, . . . , x′
K (n)T}

is the filtered input reference which is of size (K × KL). The
weight update equation using the global data can be re-framed
as

ŵ(n + 1) = w(n) + BX′(n)Tϒ(n)e(n), (15)
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TABLE 2. Comparison of Computational Complexity of SDF-xSA, SDF-xLMS, SDF-xSGM, SDF-xSW With F-xSA, F-xLMS, F-xGM, F-xW Method DANC Systems

We redefined the proposed SD algorithm by substituting
w(n) = Gŵ(n) in (15) as

ŵ(n + 1) = Gŵ(n) + BX′(n)Tϒ(n)e(n), (16)

where G = A ⊗ IL is the transition matrix (KL × KL), A is
the metropolis matrix (K × K) with its coefficient Akm defined
in (4) and ⊗ the Kronecker product. The global error ex-
pressed as e(n) = d(n) − X(n)SGŵ(n), where S is secondary
pathways of size (KL × KL).

The mean analysis of the suggested SD approach is pro-
vided below: The robust error weighted parametric ϒ(n),
which is assumed to be independent of filtered input X′(n),
establishes The maximal step size accepted for mean sense
convergence. The global error coefficient weight vector is
defined as w̃(n) = w − ŵ(n). From the system model, the
weight update equation of the controller is redefined as

ŵ(n + 1) = G · ŵ(n) + BX′(n)Tϒ(n)

× {d(n) − X(n)SGŵ(n)} . (17)

since Gw = w, subtract the right hand side of (17) from Gw
and the left hand side from w and using w̃(n) = w − ŵ(n),
the expectation of the global weighted coefficient error vector
is obtained as

E [w̃(n + 1)] = GE [w̃(n)]

− E
[
BX′(n)Tϒ(n)X(n)SGw̃(n)

]
, (18)

where E [.] is the expectation operator.

E [w̃(n + 1)] = [IKL − BE [X′(n)Tϒ(n)X′(n)]]GE [w̃(n)] ,

(19)

In the compact form,

E [X′(n)Tϒ(n)X′(n)] = RX Rϒ, (20)

where RX = E [X′(n)TX′(n)] is the auto-correlation matrix
and Rϒ = E [ϒ(n)]

⊗
IL. Using (19) and (20), we get

E [w̃(n + 1)] = DGE [w̃(n)], (21)

where D = [IKL − BRX Rϒ ]. The greatest eigenvalue of the
matrix DG should be less than one so as to make the technique
stable in the mean sense i.e. |λmax(DG) < 1|. As the coop-
erative technique improves the stability situation, therefore
|λmax(DG)| < |λmax(D)|. Therefore |λmax(D)| < 1, is enough
to prove the condition’s stability in the mean sense. This
condition holds if the step size μk adheres to the constraints
given below

0 < μk <
2

λmax
(
RX,k

)
E [ϒk (n)]

.

where RX,k = E [X′
k (n)TX′

k (n)].

V. RESULTS AND DISCUSSIONS
The robustness of the suggested algorithms are evaluated
for various scenarios in this section. The input references
used for the simulations are case (A): uniformly distributed
noise, case (B): chaotic noise, case (C): three real noises
such as factory noise, airplane cabin noise and traffic noise,
case (D): comparative analysis of the proposed algorithms
and case (E) real-world scenario. The input reference signal
is uniformly distributed between −0.5 and 0.5. The chaotic
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Algorithm 1: Pseudocode for the Suggested Algorithms.

Initially: ŵk (0) = [00 · · · 0], wk (0) = [00 · · · 0]T

Akm = 1,∀K
for n = 1 : No.of iterations do

wk (n) = ∑
m∈K Akmŵm(n) (centre node location)

for k = 1 : K do
for j = 1 : J do

x(n) is the input reference
ỹk (n) = x(n)Twk (n)
ek (n) = dk (n) −∑J

j=1 Sk j (n) ∗ [x(n)Twk (n)].

ŵk (n + 1) = wk (n) − μ ∂SCF
∂wk (n)

SDF-xSA: ŵk (n + 1) =
wk (n) +

μsign(ek (n)) [1+{1−β|ek (n)|} exp(−β|ek (n)|)]
[1+exp(−β|ek (n)|)]2 x′(n)

SDF-xLMS: ŵk (n + 1) =
wk (n) + 2μek (n)

[1+{1−βe2
k (n)} exp(−βe2

k (n))]

[1+exp(−βe2
k (n))]2 x′(n)

SDF-xSGM: ŵk (n + 1) =
wk (n) + μ

2ek (n)c2
1[1+(exp(−βφ)(1−βφ)]x′(n)

(e2
k (n)+c2

1 )2
[

1+exp

(
e2
k (n)

e2
k (n)+c2

1

)
(1+exp(−βφ))

]
SDF-xSW: ŵk (n + 1) =
wk (n) + μ

2ek (n)(|ek (n)|−1)δ
c2

2(1+|ek (n)|)3 [ 1+exp(−βδ){1−βδ}
{1+exp(−βδ)}2 ]x′(n)

where x′(n) = ∑J
j=1 Sk j (n) ∗ x(n)T

end for
end for

end for

characteristics of the noise generated by turbulent environ-
ments and dynamic systems can be synthetically obtained
by using the equation x(n + 1) = λx(n)[1 − x(n)] [13]. The
values of x(0) and λ are taken as 0.9 and 4 respectively. In
these simulations, impulsive noise is produced by SαS model
[43] and Bernoulli Process. The impulsive noise equation is
represented by 	(t ) = exp(−|t |α ), where α(0 < α < 2) is
called the exponent which decides the heaviness of the dis-
tribution. The impulsive noise generated through Bernoulli
process is expressed as v(n) = [1 − �(n)]Y (n) + �(n)Z (n),
where �(n) is a binary process with probability, Pr{�(n) =
1} = pr and Pr{�(n) = 0} = 1 − pr , with 0 < pr < 1. More-
over, the sequences Y (n) and Z (n) represent two mutually
independent noise sequence with the constraint that Z (n) is
having larger variance than Y (n). The efficacy of the sug-
gested SD approaches are calculated in terms of the averaged
noise reduction (ANR) [43]. The averaged noise reduction is
given as

ANR(n) = 20 log

{
Ae(n)

Ad (n)

}
(22)

where, Ad (n) and Ae(n) are recursive estimation of d (n) and
e(n). Ad (n) and Ae(n) are evaluated as Ad (n) = ηAd (n −
1) + (1 − η)|d (n)| and Ae(n) = ηAe(n − 1) + (1 − η)|e(n)|,
where η is forgetting factor which is equal to 0.999. The

TABLE 3. Simulation Parameter and ANR Values for Uniformly Distributed
Input Reference Noise Using SαS and Bernoulli Impulsive Noise

primary and secondary pathways used for the proposed al-
gorithm are from [13]. There are total of five primary paths
considered, one corresponding to each of the node. Due to
the prevalent acoustic coupling between the error microphone
of one node to the loudspeaker of the adjacent nodes, there
are five secondary path transfer functions pertaining to each
node and total twenty five secondary path transfer functions
in the entire set-up of five nodes of the distributed network
[13]. The simulations for all the cases are performed with 20
independent trails and 10000 number of iterations.

The common simulation parameters used in the following
all the cases are specified as: β = 10, C1 = 2, C2 = 1, η

= 0.999, λ = 4, K = 5, J = 5, Ls = 4. The simulation
parameters corresponding to each individual cases of different
input reference are specified later.

A. UNIFORMLY DISTRIBUTED NOISE
The input reference microphone is subjected to a noise
which is uniformly distributed serves as the input reference
noise. Table 3 lists the simulation parameters used for all
the impulsive noise instances. The ANR curves of the pro-
posed algorithms of SαS model with α = 1.6 is depicted
in Fig. 5. Fig. 6 represents the ANR values of the sug-
gested techniques with pr = 0.005 of Bernoulli process as
impulsive noise integrated at the output. As seen in Figs. 5
and 6, the suggested approach cancels noise equally at all
the nodes using the robust nature of the Swish algorithm
for SαS and Bernoulli process models of impulsive noise
respectively.

B. CHAOTIC NOISE
Two distinct examples are examined in order to determine
the efficiency of the suggested technique in various noise
interference of SαS and Bernoulli noise model as given
in Table 4. The chaotic noise as input is fed to the ref-
erence input microphone. Figs. 7 and 8 depict the ANR
convergence plots attained at distinct nodes in the distributed
scheme for the proposed techniques using various impul-
sive noise models for chaotic input reference noise. It is

510 VOLUME 5, 2024



FIGURE 5. Convergence of the suggested SD algorithms for uniformly distributed as input reference using SαS impulsive noise.

FIGURE 6. Convergence of the suggested SD algorithms for uniformly distributed as input reference using Bernoulli impulsive noise.

FIGURE 7. Convergence of the suggested SD algorithms for chaotic input reference using SαS impulsive noise.

observed from the ANR plots that the suggested techniques
yield significant noise cancellation, maintaining consider-
able ANR value under impulsive noise environment. This
can be attributed to the utilization of Swish based robust
cost functions along with the Geman-McClure and Welsh
functions.

C. REAL NOISE
Real noise is fed to the input microphone to act as the input
reference noise and the impulsive noise is integrated at the
output of primary pathways utilizing SαS and Bernoulli pro-
cess. The three real noise scenarios [44] such as factory noise,
airplane cabin and traffic noise are considered as reference
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FIGURE 8. Convergence of the suggested SD algorithms for chaotic input reference using Bernoulli impulsive noise.

TABLE 4. Simulation Parameter and ANR Values of Chaotic Input
Reference Noise Using SαS and Bernoulli Impulsive Noise

TABLE 5. Simulation Parameter and ANR Values for Factory Noise as the
Input Reference Using SαS and Bernoulli Impulsive Noise

noises. The corresponding simulation parameters and ANR
values of factory, airplane cabin and traffic noise are listed
in Tables 5–7 respectively.

Fig. 9 illustrates the distinction of ANR values of each
node for the factory noise as input using SαS as impulsive
noise model. The ANR plots for the suggested methods are
shown in Fig. 10 for the Bernoulli process model when the

TABLE 6. Simulation Parameter and ANR Values for Airplane Cabin Noise
as Input Reference Using SαS Model and Bernoulli Impulsive Noise

TABLE 7. Simulation Parameter and ANR Values for Traffic Noise as Input
Reference Using SαS Model and Bernoulli Impulsive Noise

input reference is factory noise. Fig. 11 demonstrates the
comparison of ANR values obtained at each of the node
for the input reference airplane cabin noise considering SαS
model. The ANR plots are shown in Fig. 12 for the dif-
ferent suggested techniques using Bernoulli process model
when the input reference is airplane cabin noise. Moreover,
four different noise distributions are presented for Y (n) in
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FIGURE 9. Convergence of the suggested SD algorithms for factory noise as input reference using SαS impulsive noise.

FIGURE 10. Convergence of the suggested SD algorithms for factory noise as input reference using Bernoulli impulsive noise.

FIGURE 11. Convergence of the suggested SD algorithms for airplane cabin noise as input reference using SαS impulsive noise.

the expression corresponding to generation of impulsive noise
as discussed earlier in this section as specified: a) uniformly
distributed spanning in the range [−√

3,
√

3] b) Gaussian with
zero mean and unity variance c) Laplace characteristic with
zero mean and unity variance d) binary spanning the range
[−1, 1]. This analysis pertaining to various noise distributions
are plotted in Fig. 13 corresponding to uniform, Gaussian,
Laplace and binary distributions employed for the generation
of Bernoulli impulsive noise. It can be inferred from Fig. 13

that the proposed techniques for distributed ANC system offer
satisfactory performance in lieu of varied impulsive noise
generation through Bernoulli process.

In addition to this, traffic noise is also considered as input to
assess the performance of the proposed DANC system while
dealing with SαS and Bernoulli based impulsive noise model.
Fig. 14 depicts the ANR performance of the proposed Swish
family based DANC systems while considering SαS impul-
sive noise model for different nodes. The comparison of the
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FIGURE 12. Convergence of the suggested SD algorithms for airplane cabin noise as input reference using Bernoulli impulsive noise.

FIGURE 13. Comparison of the proposed Swish based methods for various
distributions.

ANR values while tackling impulsive noise generated through
Bernoulli’s process is illustrated in Fig. 15 for each node of
the distributed ANC system. It can be noted from Figs. 14
and 15 that the proposed Swish based DANC techniques yield
sufficient noise reduction performance at each of the nodes of
the distributed network. This can be owed to the incorporation
of robust Swish strategy along with Softplus and Softsign in
Geman-McClure and Welsch functions respectively.

D. COMPARATIVE ANALYSIS OF THE PROPOSED
ALGORITHM
The comparative study is made by observing the noise can-
cellation and convergence of the proposed Swish diffusion
filtered-x sign algorithm (SDF-xSA), Swish diffusion filtered-
x LMS (SDF-xLMS), Swish diffusion filtered-x Softplus
Geman-McClure (SDF-xSGM) and Swish diffusion filtered-x
Softsign Welsch (SDF-xSW). It can be seen from Fig. 16,
that the suggested Swish diffusion based algorithms result in

TABLE 8. Simulation Parameter and ANR Values for Three Different
α = 1.3, 1.6 and 1.8 Values of Impulsive Noise by SαS Model and Uniformly
Distributed Noise as the Input Reference

enhanced noise reduction for distributed ANC setup in com-
parison with their non Swish counterparts while employing
uniformly distributed noise as input.

The impact of variation in the intensity of impulsive noise
is studied by plotting the ANR values obtained by all the
algorithms while setting α = 1.3, 1.6 and 1.8 in SαS noise
model referring to heavy, mild and weak impulsiveness.
Table 8 lists the simulation parameters and ANR values of
the family of proposed method for uniformly distributed as
the input with variation in α. Fig. 17 depicts the performance
of the system in regard to ANR values incurred at node 5
of various proposed Swish framework dependent algorithm
employing uniformly distributed noise as input. As noted
from Fig. 17, there is a very marginal improvement in the
ANR values pertaining to α = 1.8 as compared to α = 1.6
and 1.3 respectively. This can be attributed to the condition
of weak impulsiveness of the SαS noise model in case of
α = 1.8 leading to marginal increment in the ANR values.
Further, it can be also noted that the suggested Swish based
robust DANC algorithms prove their efficacy in maintaining a
decent amount of average noise reduction in ANC systems
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FIGURE 14. Convergence of the suggested SD algorithms for traffic noise as input reference using SαS impulsive noise.

FIGURE 15. Convergence of the suggested SD algorithms for traffic noise as input reference using Bernoulli impulsive noise.

FIGURE 16. Comparison of the suggested techniques (Swish based) with
non Swish counterparts.

while handling impulsive noise. In addition, the impact of
variation in impulsivity in terms of varying α as 1.3, 1.5 and
1.7 of SαS noise is displayed in Fig. 18 for chaotic noise
as input. It represents the comparison of all the proposed

FIGURE 17. Comparison of the suggested techniques with different
impulsiveness (α = 1.3,1.6 and 1.8) of SαS model for uniformly distributed
input reference.

robust DANC algorithms constructed on the framework of
Swish diffusion along with their non Swish counter part. It
can be inferred from Fig. 18 that the proposed Swish fam-
ily of algorithms are capable of maintaining decent noise
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FIGURE 18. Comparison of the proposed techniques for α = 1.3, 1.5, 1.7
with non swish counterpart for chaotic input reference.

FIGURE 19. Comparison of the proposed techniques for various
probability of Bernoulli Gaussian noise with different existing techniques
for chaotic input reference.

reduction in the lieu of varying intensity of impulsive noise
interference.

In continuation to this, Fig. 19 demonstrates the noise
reduction efficacy of the introduced robust algorithms built
upon Swish strategy in regard to varying probability (pr =
0.05, 0.01, 0.005) pertaining to impulsive noise generation
through Bernoulli process. It can be noted from Fig. 19 that
the suggested Swish diffusion based DANC algorithms reveal
effective noise reduction in the wake of varying intensity of
impulsiveness. The ANR values achieved in view of pr =
0.05, 0.01, 0.005 referring to strong, mild and slightly weak
impulsivity of Bernoulli process exhibit worthwhile perfor-
mance for the distributed ANC system involving Swish based
algorithms.

An attempt has been made to assess the performance of
the proposed Swish based DANC techniques in compari-
son to other existing robust methods such as filtered-x LMS
(F-xLMS) [7], filtered-x GMCC (F-xGMCC) [27], filtered-
x logarithmic hyperbolic cosine adaptive filter (F-xLHCAF)
[25], filtered-x Blake Zisserman (F-xBZ) [30], error reused
F-xLMS (ErF-xLMS) [32], modified filtered-x robust normal-
ized least mean absolute third (MF-xRNLMAT) [33], mod-
ified filtered-x affine-projection-like MCC (MF-xAPLMCC)
[34] for uniformly distributed input reference. All the al-
gorithms have been implemented using filtered-x version

FIGURE 20. Comparison of the proposed DANC techniques with existing
techniques for uniformly distributed input reference.

implying the filtering of the reference input signal prior to the
weight update process to suit their application to distributed
active noise control scenario. It is seen from Fig. 20 that the
suggested Swish based class of algorithms outperform the
existing robust techniques with impulsive noise α = 1.6 in
case of SαS impulsive noise model for uniformly distributed
noise as input reference. The formulated robust cost functions
SGM and SW integrated with Swish diffusion framework uti-
lizing its vanishing gradient property exhibit improved noise
mitigation capability in case of impulsive noise interference
in a DANC system. The comparative ANR values of the pro-
posed techniques with the existing techniques are listed as:
F-xLMS (−11.79 dB), F-xGMCC (−12.83 dB), F-xLHCAF
(−13.32 dB), F-xBZ (−13.55 dB), ErF-xLMS (−14.40 dB),
SDF-xLMS (−15.04 dB), MF-xRNLMAT (−15.35 dB), MF-
xAPLMCC (−17.04 dB), SDF-xSA (−17.41 dB), SDF-xSW
(−18.16 dB), SDF-xSGM (−18.62 dB).

Furthermore, tracking capability of the introduced DANC
techniques are assessed by varying the primary path charac-
teristics at iteration n = 5 × 103. This variation in primary
path characteristics are carried out by introducing two samples
delay to the original primary path [34]. This is done with the
intention to visualize the performance of the robust Swish
based DANC techniques involving Softplus and Softsign with
Geman-McClure and Welsch algorithms respectively in the
situation of sudden changes incurred in the primary path.
Fig. 21 shows the tracking performance of the proposed
method with the existing techniques employing uniformly
distributed noise as input reference with impulsive noise α

= 1.6 in case of SαS model based impulsive interference.
From Fig. 21 it can be observed the proposed method out-
performs the existing techniques in case of sudden changes in
the primary path. The simulation parameters used for plotting
Figs. 20 and 21 are as: F-xLMS (μ = 3 × 10−4, L = 10),
F-xGMCC (μ = 3 × 10−6, L = 10, kernel parameter �1 =
2, shaping parameter p = 1.7), F-xLHCAF (μ = 3 × 10−5,
L = 10, shaping parameter �2 = 10), F-xBZ (μ = 3 × 10−5,
L = 10, normalization constant � = 1, kernel width �3 = 1,
shaping parameter α3 = 2), ErF-xLMS (μ = 3 × 10−4, L =

516 VOLUME 5, 2024



FIGURE 21. Comparison of the tracking performance with change in the
primary path.

FIGURE 22. Comparison of DANC algorithms for real world scenario.

10), SDF-xLMS (μ = 3 × 10−8, L = 6, shaping parameter
β = 10), MF-xRNLMAT (μ = 3 × 10−6, L = 8, normaliza-
tion constant β1 = 1), MF-xAPLMCC (μ = 3 × 10−5, L = 9,
kernel size σ = 8, projection order M = 8), SDF-xSA (μ =
2 × 10−8, L = 7), SDF-xSW (μ = 3 × 10−6, L = 5, shaping
parameter C2 = 1), SDF-xSGM (μ = 3 × 10−6, L = 5, shap-
ing parameter C1 =1).

E. REAL WORLD SCENARIO
In an attempt to verify the robustness of the suggested Swish
dependent algorithms in real-world scenario, a database of
practical ANC in-ear headphones for acoustic paths have been
considered [34]. Fig. 22 plots the ANR curves obtained with
the suggested SDF-xSA, SDF-xLMS, SDF-xSGM, and SDF-
xSW algorithms as compared to the existing techniques in
case of acoustic paths taken from practical ANC in-ear head-
phone database. As observed from Fig. 22, there is marginal
degradation in ANR and convergence of all the proposed and
existing algorithms for this practical case.

VI. CONCLUSION
The outliers and burst noises seriously impair the performance
of distributed active noise control systems. These distur-
bances, of impulsive noise with brief duration and residual

noise corruption prevent the standard DANC from converg-
ing. The proposed SD technique uses the unboundedness
and smoothness function as the cost function relying on the
parametric value. The findings reveal that the suggested SD
methods outperforms existing approaches in terms of ANR
improvement and convergence speed. In conclusion, the pro-
posed approach performs better than the existing approaches
for distributed active noise control in terms of efficient noise
reduction.
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