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ABSTRACT The widespread usage of the Radio Frequency (RF) spectrum for wireless and mobile com-
munication systems generated a significant spectrum scarcity. The Joint Radar-Communication System
(JRCS) provides a framework to simultaneously utilize the allocated radar spectrum for sensing and
communication purposes. Generally, a Successive Interference Cancellation (SIC) based receiver is applied
to mitigate mutual interference in the JRCS configuration. However, this SIC receiver model introduces a
communication residual component. In response to this issue, the article presents a novel measurement model
based on communication residual components for various radar waveforms. The radar system’s performance
within the JRCS framework is then evaluated using the Fisher Information Matrix (FIM). The radar
waveforms considered in this investigation are rectangular pulse, triangular pulse, Gaussian pulse, Linear
Frequency Modulated (LFM) pulse, LFM-Gaussian pulse, and Non-Linear Frequency Modulated (NLFM)
pulse. After that, the Kalman filter is deployed to estimate the target kinematics (range and range rate) of a
single linearly moving target for different waveforms. Additionally, range and range rate estimation errors
are quantified using the Root Mean Square Error (RMSE) metric. Furthermore, the Posterior Cramer-Rao
Lower Bound (PCRLB) is derived to validate the estimation accuracy of various waveforms. The simulation
results show that the range and range rate estimation errors are within the PCRLB limit at all time instants for
all the designated waveforms. The results further reveal that the NLFM pulse waveform provides improved
range and range rate error performance compared to all other waveforms.

INDEX TERMS Fisher information matrix, Joint radar-communication system, Measurement noise covari-
ance, PCRLB, RMSE, Target tracking.

I. INTRODUCTION
The radio spectrum is highly congested due to the prolifer-
ation of the telecommunication sector and the abundant RF
users. Researchers are looking to reuse the RF spectrum,
currently allocated to various societal applications, to
overcome this problem. The radar spectrum is the finest choice
to be accessed and shared owing to the considerable amount of
RF spectrum accessible at the radar sensor frequency band [1].
Primarily, the significance of co-existence and spectrum
sharing among radar sensor and communication systems was

elucidated in [2]. Further, the co-existence of a radar sensor
and communication systems was presented in [3]. Further-
more, the performance of the spectrum-sharing radar in a
multipath environment was analyzed in [4]. Radar and com-
munication system spectrum-sharing approaches are broadly
categorized into spectral co-existence and cooperation. In the
spectral co-existence scheme, mutual interference is the vital
issue [5]. A spectral cooperation scheme was introduced in [6]
to suppress mutual interference. In the spectral cooperation
approach, the information about the channel condition is
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exchanged among the radar sensor and communication
system to improve the performance of both subsystems.
Besides that, an elaborated review on radar sensors and
communication spectrum sharing is provided in [7].

The crucial step in developing the Joint Radar-
Communication System (JRCS) is to identify a suitable
waveform applicable for sensing and communication system
purposes [8]. Being radar is the primary user, and it is
inevitable to maintain the radar system performance,
specifically for defense applications. To achieve that, the
design of a radar waveform for JRCS plays a significant
role in developing advanced radar sensor systems [9].
Especially in a radar sensor, the choice of transmitted
waveform and its tunable parameters plays a crucial role in
the target tracking performance [10]. In [11], researchers
initiated the design of waveforms for a JRCS by broadcasting
communication data using pulse interval-modulated radar
pulses. Furthermore, [12] explored a radar waveform that
serves both sensing and communicative functions within a
JRCS environment. In contrast to the previous approach, [13]
selects two distinct waveforms for communication and
radar systems. Nevertheless, the performance enhancement
of a JRCS in the aforementioned approach heavily relies
on waveform constraints, as discussed in [14]. Another
communication, [15], introduced a radar-centric method
where optimizing the radar waveform enhances the
performance of a coexisting radar-communication system. On
the other hand, in the communication-centric approach [16],
the communication waveform is optimized to improve
the performance of a JRCS. Furthermore, researchers
in [17] design an optimal radar waveform using the
Cramer-Rao Lower Bound (CRLB) to estimate target
parameters within a JRCS framework. Later, the effect
of communication interference on the dynamic threshold
detector at the joint radar-communication receiver is
investigated in [18]. Recently, researchers in [19] studied the
coherent detection of radar returns in the presence of in-band
interference from cyclostationary modulated communication
signals.

Target tracking is an important aspect of a radar-sensing
system to estimate the trajectory of a radar target within a
surveillance space. The major blocks present in the target
tracking system are track-filtering and data association. Track-
filtering involves determining the target trajectory (i.e., target
position, target velocity) of a track using sensor measurements
(i.e., target range, azimuth angle, and elevation angle) that are
assigned to the track [20]. Data association is the process of
associating the measurement to a particular track [20]. The
Kalman Filter (KF) predicts the target state at the instant
of the most recent radar measurement based on the present
target state. It gives an optimal state estimate subject to linear-
ity and Gaussian distribution [21]. Subsequently, researchers
considered various types of Kalman Filters, such as extended,
unscented, and particle filters, to address the challenge posed
by non-linearity [22]. In the context of data association, tra-
ditional association approaches like Nearest Neighbour (NN)

and Global Nearest Neighbour (GNN) are used to extract
a unique measurement out of all accessible measurements
present in the validation gate [23]. Alternatively, [24] presents
a Probabilistic Data Association (PDA) approach to guarantee
a linear combination of all radar measurements within the val-
idation gate. Regarding tracking management, [25] outlines
two general approaches: quality-based track maintenance and
logic-based track maintenance.

The traditional method of designing the target tracking
system considers the sensor and tracking sub-systems as en-
tirely separate entities [26]. Authors in [27] accomplished
significant performance enhancement for a tracking system
by integrating the waveform optimization block (sensor) into
a target tracking system. Further, researchers have demon-
strated that adaptive waveform design schemes significantly
enhance the performance of the target tracking system [9].
Furthermore, researchers assess information about the target
environment based on previous measurements and utilize it
to modify the waveform for subsequent signal transmission,
achieving optimal tracking performance [28]. In [9], re-
searchers initially introduced adaptive waveform selection for
radar target tracking, identifying tunable waveform specifica-
tions for tracking in a unidirectional clutter-free environment.
Later, they presented adaptive waveform selection schemes
in [27] to improve target tracking performance in a cluttered
environment. Furthermore, the researchers analyzed the adap-
tive waveform selection schemes to enhance target tracking
performance in a two-dimensional scenario under a wide-
band environment, as detailed in [29]. The target tracking
the performance of various waveforms was analyzed using
the statistically estimated steady-state error [30]. In [31], re-
searchers applied a stochastic-approximation-based particle
filter to optimize the waveform parameters and reduce the
tracking error variance. They presented a benchmark problem
in [32] to track moving targets in the presence of Electronic
Counter Measurements (ECM) and false alarms. A waveform
agile target tracking review was presented in [33]. Fur-
ther, it also explained the significance of dynamic waveform
selection for tracker requirements. In another communica-
tion, researchers in [34] present a systematic method based
on waveform agile sensing aimed at improving the perfor-
mance of benchmark target tracking in the presence of hefty
interference. Later, researchers improved target estimation
performance by exploiting the target returns from a communi-
cation transmitter, as documented in [35]. Recently, analysts
analyzed radar target tracking performance for in-band com-
munication interference within a joint radar-communication
system, as outlined in [36].

The comprehensive literature review above reveals a lim-
ited emphasis on reporting optimal waveform selection and
track filtering to enhance tracking performance within the
JRCS framework. This observation has inspired our current
research, investigating optimal waveform design for the JRCS
configuration. Target tracking within the JRCS framework,
specifically about optimal waveform selection, remains an
unexplored area in prior studies. As a result, our research
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FIGURE 1. Joint radar-communication system model.

is dedicated to evaluating optimal waveform selection in the
JRCS configuration, making the following contributions:
� Measurement noise covariance matrix is derived for vari-

ous waveforms to characterize the sensor behavior in the
presence of communication residual component for the
Joint Radar-Communication System(JRCS).

� The Kalman Filter (KF) is applied to estimate the tra-
jectory of a linearly moving target with the obtained
measurements for different waveforms using the novel
measurement model for the JRCS.

� The proposed work conducts the performance valida-
tion of a radar sensor for various designated waveforms,
namely rectangular pulse, triangular pulse, Gaussian
pulse, LFM pulse, LFM-Gaussian pulse, and NLFM
pulse by the PCRLB limit.

The remainder of this article is coordinated as follows.
Section II describes the working scenario and problem for-
mulation. Section III presents the sensor characterization and
evaluation of various waveforms’ measurement noise covari-
ance matrix. Further, Section IV explains the motion model,
measurement model, and track filtering. Furthermore, the re-
sults and analysis are discussed in Section V. Eventually,
Section VI wraps up this article with conclusions.

II. PROBLEM FORMULATION
Fig. 1 depicts the Joint Radar-Communication System (JRCS)
framework, where the Joint Radar-Communication (JRC)
node is capable of detecting the radar target and acting as a
communication receiver. The JRC node uses the same spectral
band and coverage area for sensing and communication pur-
poses. Further, the radar system can receive communication
signal information. Here, the radar is fully synchronized with
the communication system to maintain transmission efficiency
and to accomplish improved radar sensing within the coverage
area [37], [38].

The radar and communication systems generally have dis-
tinct waveform requirements [13]. Therefore, the proposed
waveform selection approach considered that radar and com-
munication systems use separate waveforms for transmission,
and a radar-centric approach [39] is considered in the current

scenario. The signal received at the JRC node is provided by,

y(t ) = srad (t − τ ) + scom(t ) + n(t ), (1)

where ‘srad (t − τ )’ represents the radar return, ‘scom(t )’ indi-
cates the received communication signal, and ‘n(t )’ represents
thermal noise present in the receiver. Here,‘τ ’ indicates the
round trip time delay and is given by,

τ = 2R

c
, (2)

Here, ‘c’ denotes the velocity of light, and ‘R’ represents
the target’s distance from the radar sensor. Further, we as-
sume that the JRC node employs the successive interference
cancellation (SIC) receiver model [6] to combat the mutual
interference between radar sensing and communication sys-
tems. However, the performance of a SIC receiver model is
super sensitive to model-mismatch errors [13]. In addition,
they bring in higher residual components, which badly affects
the interference-cancellation process. The likely sources for
model mismatch errors are phase noise and dynamic range
constraints on the receiver. In this article, we concentrated
on how phase noise solely influences the performance of a
joint radar-communication System. In [40], researchers com-
prehensively analyze the interconnection between phase noise
and the SIC receiver.

In the SIC receiver model, we assume that, based on prior
observations, there is awareness of the radar target range.
Utilizing this knowledge, the JRC node generates a predicted
radar return and suppresses it from the received signal, as
outlined in (1). The JRC node decodes the communication
symbols once the radar signal is predicted, as documented
in [13]. However, due to phase noise, there is a deviation
between the received and decoded communication signals,
adding a residual component to the radar return. Hence, in the
presence of communication residual, the JRC node extracts
radar target information from the received signal (1). There-
fore, the affected received signal at the JRC node from a radar
sensor perspective is provided by,

y(t ) = srad (t − τ ) + sresi
com(t ) + n(t ), (3)

With reference to [6], the communication residual compo-
nent (sresi

com(t )) is expressed as,

sresi
com(t ) = scom(t ) − sdecoded

com (t )

= ∂scom(t )

∂t
nτ,proc. (4)

Here, ‘sresi
com(t ) + n(t )’ represents the interference residual plus

noise component, ‘scom(t )’ represents the received communi-
cation signal, ‘sdecoded

com (t )’ represents the decoded communi-
cation signal, and ‘nτ,proc’ represents the process noise having
variance (σ 2

τ,proc). We assume that noise is an additive white
bandpass Gaussian noise with a spectral height ‘N0/2’. Fur-
ther, to obtain valid inferences from the residual component,
it should follow a Gaussian distribution [41]. Here, we assume
the spectral height of the residual communication component
as ‘Nr/2’. In addition, in (3), the ‘srad (t − τ )’ represents the
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TABLE 1. Parameters Considered for Evaluating the Measurement Noise
Covariance Matrix

baseband envelope owing to target return and is provided by

srad (t − τ ) = √
Ere j�x̃(t − τ )e jv0t (5)

Here, ‘ER’ represents the energy of the target return, ‘�’
represents the random phase shift, ‘x̃(t )’ represents the trans-
mitted signal envelope, ‘v0’ represents the Doppler shift, and
‘τ ’ indicates the target delay. The normalized communication
residual spectral density is given by [13],

Nr ( f ) = (
4π2) ‖b‖2Pcomm η0σ f

2‖Scom( f )‖2 f 2. (6)

Here ‘b’ represents overall communication antenna gain and
propagation loss, ‘Pcomm’ represents the transmitted com-
munication signal power, ‘η0’ represents the phase noise
spectral density, ‘σ f ’ represents the process noise variance,
‘Scom( f )’ represents the spectrum of received communication
signal component, and ‘ f ’ is the frequency. According to
the frequency range of operation, the Quadrature Amplitude
Modulated (QAM) signal is widely preferred for transferring
communication data in a joint radar-communication sce-
nario [1]. However, the specifications related to the QAM
communication signal are presented in Table 1. Subsequently,
the thermal noise spectral density is expressed as,

N0( f ) = KBTK�B( f ) (7)

Here, ‘KB’ represents the Boltzmann constant, ‘TK ’ represents
temperature in Kelvin degree and ‘�B( f )’ represents the rect-
angular spectrum. Based on above equations (6) and (7),
thermal noise power (N0), and communication residual noise
power (Nr) are evaluated.

The radar sensor should process the signal during the intra-
pulse time slot of the received pulse [9]. Generally, the sensor
estimates the target state and velocity. The radar tracker needs
to process information during the inter-pulse time slot of the

received pulse, as indicated in [9]. Of course, there is an
indirect connection between radar sensor measurement and
tracking. However, the quality of a radar sensor measure-
ment mainly depends on waveform selection. Thus, optimal
waveform selection plays a vital role in improving tracking
performance. In this regard, in our work, firstly, we derived
the measurement noise covariance matrix (N(�k )) for various
waveforms to test the quality of measurement. Further, we
applied the Kalman filter to obtain a single target track using
these measurements with RMSE as a metric to accomplish
enhanced radar target tracking performance for both range and
range rate.

The foundation of the proposed target tracking framework
rests upon the previous significant work presented in [9]
and [27]. From Fig. 2(a), the tracking filter aims to esti-
mate the target state from a set of noisy measurements [9].
It is observed that the radar sensor contains both transmit-
ter, a receiver, and an optimal receiver sub-section for better
detector performance. The signal processor performs pulse
compression and Doppler processing to improve the range
resolution [20]. Subsequently, the optimal detector selects
the appropriate threshold level to accomplish the best possible
detection probability of a target.

Further, the tracking filter estimates the target position and
velocity based on the measurements. In addition, a feedback
loop depicted in Fig. 2(a) shows the dependency of target
tracking on waveform optimization. Here, the waveform opti-
mization block is considered to have proper control over the
radar-transmitted waveform and its parameters [27]. In addi-
tion, the measurement quality mainly relies on the waveform
selection. Furthermore, it provides information regarding se-
lecting the following transmitted waveform by the tracker
requirement. Moreover, Fig. 2(b) depicts the detailed idea of
the waveform selection process.

In a nutshell, the proposed target tracking framework ad-
dresses the significance of waveform selection for a better
target state estimation performance in the JRCS environ-
ment. Additionally, we analyze the performance of target state
estimation in the presence of a communication residual com-
ponent.

III. RADAR SENSOR CHARACTERIZATION
The characterization of a radar sensor mainly relies on
knowledge of the measurement noise covariance matrix
(N(�k )) [9]. Further, it is a waveform-dependent non-linear
function of the waveform parameter vector (�k). Here, ‘�k’
provides the information regarding the received waveform
parameters of the designated waveform at the time instant ‘k’.
The relation between the waveform parameter vector ‘�k’
and the covariance matrix of the noisy observations (N(�k ))
is obtained by the measurement noise covariance matrix, as
derived in [9]. This relation is expressed as

E
[
(y − ȳ)(y − ȳ)T ] = N(�k ) = TJ−1TT (8)

Here y = Tα, ‘y’ represents the measurement vector of the
tracking system, and it is formed based on a range (r)
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FIGURE 2. Optimal waveform selection for the target tracking scenario.

and range-rate (ṙ), i.e., y = [r ṙ]T . Subsequently, ‘ȳ’ rep-
resents the mean of the measurement vector ‘y’. Whereas,
‘α’ represents the receiver estimation parameter vector, and
it is formed based on the received signal vector, i.e., α =
[τ ω]T . Here ‘τ ’ is the time delay, and ‘ω’ represents the
Doppler frequency. Further, ‘T’ is the transformation matrix
and it is given by [31], T = diag(c/2, c/(2ωc)). Here ‘c’
represents the waveform propagation velocity, and ωc is the
carrier frequency. ‘J’ represents the Fisher information ma-
trix. From (8), it is evident that Fisher’s information matrix
needs to be evaluated to determine the measurement noise
covariance matrix (N(�k )).

A. CALCULATION OF FISHER INFORMATION MATRIX (J)
In general, the Fisher information matrix is represented as,[

J11 J12

J21 J22

]
(9)

According to the parameters of interest (τ and ω), the Fisher
information matrix elements are defined as,

J11 = − E

[
∂2

∂τ 2
ln � (τ, ω)

]
(10)

J22 = − E

[
∂2

∂ω2
ln � (τ, ω)

]
(11)

J12 = J21 = −E

[
∂2

∂τ∂ω
ln � (τ, ω)

]
(12)

Firstly, it is necessary to determine the log-likelihood function
to obtain the fisher information parameters. According to [42],
the log-likelihood function corresponding to the received sig-
nal (3) at the JRC node is evaluated as,

ln � (τ, ω) = 1

N0 + Nr

Ēr

Ēr + N0 + Nr

{|L(τ, ω)|2} (13)

Here, Ēr represents the average received signal energy. Sub-
sequently, the likelihood function is expressed as

L(τ, ω) =
∫ ∞

∞
y(t )x̃∗(t − τ ) exp− jωt dt (14)

from (79),

∂ ln �(τ, ω)

∂τ
= K ′

[
L(τ, ω) ∂L∗(τ,ω)

∂τ
+ ∂L(τ,ω)

∂τ
L∗(τ, ω)

]
,

= 2 K ′Re

[
L(τ̄ , ω)

∂L∗(τ, ω)

∂τ

]
(15)

Here,

K ′ � 1

N0 + Nr

Ēr

Ēr + N0 + Nr
(16)
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subsequently, the following derivatives are required to evalu-
ate the elements of the Fisher information matrix (J),

∂2 ln �(τ, ω)

∂τ 2
= 2 K ′Re

[
∂L(τ, ω)

∂τ
· ∂L∗(τ, ω)

∂τ

+ L(τ, ω)
∂2L∗(τ, ω)

∂τ 2

]
(17)

∂2 ln �(τ, ω)

∂τ∂ω
= 2 K ′Re

[
∂L(τ, ω)

∂ω
· ∂L∗(τ, ω)

∂τ

+ L(τ, ω)
∂2L∗(τ, ω)

∂τ∂ω

]
(18)

∂2 ln �(τ, ω)

∂ω2
= 2 K ′Re

[
∂L(τ, ω)

∂ω

∂L∗(τ, ω)

∂ω

+ L(τ, ω)
∂2L∗(τ, ω)

∂ω2

]
(19)

J11 = − E
{

∂2 ln �(τ,ω)
∂τ2

}
(20)

= − 2 K ′
{∫ ∞

−∞
∂ x̃∗(t−τ )

∂τ

∂ x̃(u − τ )

∂τ

× e jw(t−u)E
[
y(t )y∗(u)

]
dtdu

+
∫∫ ∞

−∞
x̃∗(t − τ ) ∂2x(u−τ )

∂τ2

× e jw(t−u)E
[
y(t )y∗(u)

]
dtdu

}
. (21)

The correlation of y(t ) is,

E [y(t )y∗(u)] = Erx̃(t − τ )x̃∗(u − τ )e jw(t−u)

+ N0δ(t − u) + NRδ(t − u) (22)

J11 = − 2 K ′
{

Ēr

∣∣∣∣
∫ ∞

−∞
∂ x̃(t − τ )

∂t
x̃∗(t − τ )dt

∣∣∣∣
2

+ N0

∫ ∞

−∞

∣∣∣∣∂ x̃(t − τ )

∂t

∣∣∣∣
2

dt

+ Re

[
Ēr ×

∫ ∞

−∞
|x̃(t − τ )|2dt

×
∫ ∞

−∞
∂2x̃∗(u − τ )

∂τ 2
x̃(u − τ )du

]

+ Re

[
N0

∫ ∞

−∞
x̃(t − τ )

∂2x̃∗(t − τ )

∂τ 2
dt

]

+ Nr

∫ ∞

∞

∣∣∣∣∂ x̃(t − τ )

∂t

∣∣∣∣
2

dt

+ Re

[
Nr

∫ ∞

−∞
x̃(t − τ )

∂2x̃∗(t − τ )

∂τ 2
dt

]}
(23)

Here ‘Re’ represents the real part of this signal component.
we further simplify the above equation by considering the
following: ∫ ∞

−∞
|x̃(t − τ )|2dt = 1 (24)

It is known that the waveform energy does not rely on the
delay. So differentiating (24) with respect to τ , then

Re

{∫ ∞

−∞

[
∂ x̃(t − τ )

∂τ
x̃∗(t − τ )

]
dt

}
= 0 (25)

we again differentiate the above equation, then

Re

{∫ ∞

−∞

(
∂2 x̃(t−τ )

∂τ2 x̃∗(t − τ ) + ∂ x̃(t−τ )
∂τ

∂ x̃∗(t−τ )
∂τ

)
dt

}
= 0

(26)
Hence,

Re

[∫ ∞

−∞
∂2x̃∗(t − τ )

∂τ 2
x̃(t − τ )dt

]
= −

∫ ∞

−∞

∣∣∣∣∂ x̃(t − τ )

∂τ

∣∣∣∣
2

dt

(27)
Hence, from (23) second term, fourth term, and fifth term,
the sixth term cancels each other. Further based on Parseval’s
theorem, the first term represents ‘ω̄2’ and the third term
represents ‘ω̄2’. With reference to the above results,

J11 = 2 K ′Ēr

[
ω2 − (ω̄)2

]
(28)

In the same way, the remaining elements of the fisher in-
formation matrix elements can be evaluated. Moreover, the
derivation of J12 and J21 is identical. Similarly,

J12 = J21 = 2 K ′Ēr
[
ω̄t − ω̄t̄

]
(29)

J22 = 2 K ′Ēr

[
¯t2 − (t̄ )2

]
(30)

Finally, the fisher information matrix for a given received
signal is provided by,

J = 2Ēr

N0 + Nr

(
Ēr

Ēr+N0+Nr

)[
ω2 − (ω̄)2 ωt − ω̄t̄
ωt − ω̄t̄ t2 − (t̄ )2

]
(31)

In general, meantime and mean frequency are equivalent to
zero. Any time-domain waveform ensures symmetry with re-
spect to the origin by considering the mean as zero. Further,
a zero-mean frequency indicates the transmitted waveform
envelope has zero carrier frequency. Thus above equation (31)
is modified as,

J = 2Ēr

N0 + Nr

(
Ēr

Ēr+N0+Nr

)[
ω2 ωt

ωt t2

]
(32)

Further, the waveform parameter vector’s contribution and
signal-to-residual noise ratio (γ ) can be isolated. Hence, the
Fisher information matrix (J) is expressed as,

J = γ U (�k ) (33)

Here γ = 2Ēr
N0+Nr

(
Ēr

Ēr+N0+Nr

)
and U(�k ) =

[
ω2 ωt
ωt t2

]
with

reference to (33), the measurement noise covariance matrix
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is modified as,

N(�k ) = 1

γ
TU (�k )−1T

T
(34)

B. CALCULATION OF N(�k ) FOR DESIGNATED
WAVEFORMS
In this section, we consider several waveforms to evaluate
the measurement noise covariance matrix. Further, it is as-
sumed that mean time (t̄) and mean frequency (ω̄) are zero
for the waveform envelope of the transmitter [42]. As antici-
pated, ωt = 0 for pure amplitude modulated waveforms as it
quantifies the amount of frequency modulation in the pulse
signal [43].

1) CONTINUOUS WAVE - RECTANGULAR PULSE
Let x̃(t ) be a rectangular pulse waveform and it is provided
by,

x̃(t ) =
{

1√
T
, − τ

2 < t < τ
2

0, elsewhere .
(35)

|X̃ (ω)| = 2√
τω

sin
(ωτ

2

)
(36)

ω2 = 4πB1

τ
, t2 = τ 2

12
, ωt = 0 (37)

N(�k ) =
[

c2τ
16γπB1

0

0 3c2

γ τ2ωc2

]
(38)

Further, |N(�k )| = 3c4

16γ 2πB1τωc2 . Here |[·]| represents the de-
terminant of a matrix. It is evident from the expression that,
by maintaining a high signal-to-residual noise ratio (γ ) value
the measurement noise covariance can be reduced.

2) CONTINUOUS WAVE - TRIANGULAR PULSE
An analog triangular pulse waveform is represented as,

x̃(t ) =
⎧⎨
⎩
√

3
2τ

(
1 − |t |

τ

)
− τ < t < τ

0 otherwise
(39)

X̃ (ω) =
√

3τ

2
sinc2

(
ωλ

2

)
(40)

ω2 = 3/τ 2, ¯t2 = τ 2/10, ω̄t = 0 (41)

N(�k ) =
[

c2τ2

12γ
0

0 5c2

2ω2
c τ2γ

]
(42)

Further, |N(�k )| = 5c4

24γ 2ωc2 . It is evident from the expression
that, by maintaining a high signal-to-residual noise ratio (γ )
value the measurement noise covariance can be minimized.

3) CONTINUOUS WAVE - GAUSSIAN PULSE
A Gaussian pulse often obeys a handy analytic idealization
and it is represented as,

x̃(t ) =
(

1

πτ 2

)1/4

exp

(−t2

2τ 2

)
(43)

X̃ (ω) = (
4πτ 2)1/4

exp

(−ω2τ 2

2

)
(44)

ω2 = 1/2τ 2, t2 = τ 2/2, ωt = 0 (45)

N(�k ) =
[

c2τ2

2γ
0

0 c2

2ω2
c τ2γ

]
(46)

Further, |N(�k )| = c4

4γ 2ωc2 . It is evident from the expression
that, by maintaining a high signal-to-residual noise ratio (γ )
value the measurement noise covariance can be reduced. In
a nutshell, for the above-selected amplitude-modulated wave-
forms, the selection of optimized waveform parameter vector
(�k ) is provided by the following objective function,

minimize
�k

|N(�k )|

subject to γmax (47)

Here, ‘�k’ represents the received waveform parameter vec-
tor at instant ‘k’. Further, the maximized signal-to-residual
noise ratio (γmax) is the waveform constraint (tunable wave-
form parameter) in all the designated amplitude-modulated
waveforms. In addition, the optimization problem (47) is
solved using the MAT LAB linear programming solver [44].
Hence, by controlling the measurement noise covariance, the
radar target tracking performance can be improved in the
JRCS.

To perform target state estimation based on uncertain mea-
surements, the determinant or trace of a measurement noise
covariance matrix as an objective function is a meaningful
optimization approach [45]. Since, the measurement noise
covariance matrix (N(�k )) follows eigenvector matrix de-
composition and similarity transformation as in (8) [46], the
determinant of a matrix or the trace of a matrix optimization
provides the same solution [45]. Therefore, in this investi-
gation |N(�k )| is considered and the objective function is
evaluated using the determinant approach.

4) LFM-PULSE
A linear frequency-modulated pulse waveform is suitable for
pulse compression to achieve high-range resolution. Mathe-
matically, it is given by,

x̃(t ) = A1 cos

(
π

B1

τ
t2
)

− τ

2
≤ t ≤ τ

2
(48)

Here, A1 represents the amplitude of the waveform, B1 rep-
resents the waveform bandwidth and τ indicates the pulse
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duration.

X̃ (ω) ≈ |X̃ (ω)| exp

(
− j

1

4π

τ

B1
ω2
)

exp
(

j
π

4

)
(49)

Here |X̃ (ω)| ≈ 1,−πB1 ≤ ω ≤ πB1 and for all the remaining
ω values |X̃ (ω)| = 0.

Subsequently, ω2 = 2π3B1
3

3 , t2 = A2
1τ3

12 and ωt = A2
1τ2πB1

6

N(�k ) = β

⎡
⎣ 3c2A2

1τ3

4γ
−3c2A1

2τ2πB1
2ωcγ

−3c2A1
2τ2πB1

2ωcγ
6c2π3B1

3

γωc2

⎤
⎦ (50)

Where β =
(

1
A2

1B2
1τ2π2(2τπB1−A2

1τ2 )

)
and |N(�k )| = β2(

18c4π3τ3A1
2B1

3−9c4π2τ4A1
4B1

2

4γ 2ωc2

)
. It is evident from the expres-

sion that, |N(�k )| can be reduced by considering optimal
signal bandwidth (B1opt ) and high signal-to-residual noise ra-
tio (γ ) value. Hence the selection of the waveform parameter
vector (�k) is given by the following objective function,

minimize
�k

|N(�k )|,

subject to γmax

Bmin < B1opt < Bmax (51)

Here ‘�k’ represents the received waveform parameter vector
at time instant ‘k’. From (51) the optimal waveform band-
width (B1opt ) is obtained based on the optimization problem
defined in [42], using minimum bandwidth (Bmin), maximum
bandwidth (Bmax) as the constraints of the optimization prob-
lem. i.e., Bmin < B1opt < Bmax. In addition, the optimization
problem is solved based on the signal-to-residual noise ratio
(γ ) and bandwidth (Bmin, Bmax) as constraints [44]. By tuning
the waveform parameters of the LFM-pulse, we can minimize
the measurement noise covariance, thereby achieving an en-
hanced radar target tracking performance in the JRCS.

5) LFM-GAUSSIAN PULSE
Let x̃(t ) be an LFM-Gaussian pulse and it is provided by,

x̃(t ) =
(

1

πτ 2

)1/4

exp

[
−
(

1

2τ 2
− jb

)
t2
]

(52)

X̃ (ω) =
(
4πτ 2

)1/4√
1 − 2 jbτ 2

exp

(
−ω2τ 2

2
(
1 − 2 jbτ 2

)
)

ω2 = (
1/2τ 2)+ 2b2τ 2, t2 = τ 2/2, ωt = bτ 2

(53)

N(�k ) =
⎡
⎣ c2τ2

2γ
−c2bτ2

ωcγ

−c2bτ2

ωcγ
c2

ω2
c γ

(
1

2τ2 + 2b2τ 2
)
⎤
⎦ (54)

Further, |N(�k )| = c4

4ωc2γ 2 . It is evident from (54) and
|N(�k )| that, the measurement noise covariance can be re-
duced by choosing maximum sweep rate (bmax) and maximum

Algorithm 1: Procedure to solve the optimization prob-
lems using linear programming solver.
Result: �k= The optimal waveform parameter vector
Selection: Choose γ , B1, and b for the optimal selection of
�k to minimize N(�k )

Steps:
1. Define the objective function, and declare the vectors
corresponding to the constraints
2. Set upper and lower bounds on the design variables
3. If the constraints are not present then set vector = [ ]
4. Finally the linprog( )MAT LAB function is used to
solve the objective function.

signal-to-residual noise ratio (γmax) values. Hence the wave-
form parameter vector (�k) is selected based on the following
optimization problem,

minimize
�k

|N(�k )|,

subject to γmax

bmax (55)

Here, the maximized signal-to-residual noise ratio(γmax) and
maximized sweep rate (bmax) are the waveform constraints
(tunable waveform parameters) of the optimization prob-
lem (55). Here, the optimization problem is solved using
MAT LAB linear programming solver [44]. By properly se-
lecting tunable waveform parameters of the LFM-Gaussian
pulse, we can minimize the measurement noise covariance
and achieve an improved radar target tracking performance.

Constraints are finding a feasible solution from a large
set of candidates. In addition, the nature of the optimization
problem (convex or non-convex) also depends on the type of
constraint (Linear or non-linear). However, in this article, the
optimization problems are defined in (47), (51), and (55) for
the selection of waveform parameter vector (�k) based on
the signal-to-residual-noise ratio (γ ) and the bandwidth such
that the measurement noise covariance (N(�k )) is minimum.
Further, an algorithm is presented below to solve the afore-
mentioned optimization problems:

According to [9], the vector �k , characterizes the wave-
form parameters (amplitude, frequency, and sweep rate) of
the waveform received at a time instant ‘k’ and is repre-
sented using measurement noise covariance matrix (N(�k )).
Here, for all the amplitude-modulated radar waveforms,
the optimization problem is formulated in (47). In (47),
the amplitude-modulated radar waveform is constrained by
signal-to-residual noise ratio (γ ). Further, in (51) the LFM-
pulse radar waveform is constrained by waveform signal-
to-residual noise ratio (γ ) and waveform bandwidth (B).
Furthermore, in (55) the LFM-Gaussian pulse radar waveform
is constrained by the signal-to-residual-noise ratio (γ ) and
sweep rate (bmax).
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6) NLFM - PULSE
The NLFM-pulse waveform is widely used due to its special
characteristics like low side-lobe ratio, and high flexibil-
ity [14]. A second-order NLFM pulse with a polynomial phase
is represented as,

x̃(t ) = eiπ
(
p1B2t2+p2B4t4) − τ

2
≤ t ≤ τ

2
(56)

Here p1, p2 are phase coefficients of the phase polynomial,
and B1 represents the bandwidth. Based on the Principle of
Stationary Phase (PSP) approximation, the spectrum of the
signal is expressed as,

X̃ (ω) ≈ 2

√ −π

2�′′ (t0, ω)
e−i π

4 x̃ (t0) ei�(t0,ω)

= 2

√
−1

4p1B1
2 + 24p2B1

4t2
0

e−i π
4 eiπ

(
p1B1

2t2
0 +p2B1

4t4
0

)

· eiπ
(
p1B1

2t2
0 +p2B1

4t4
0 −2 f t0

)
(57)

Here �′′(t, ω) = ∂2�(t,ω)
∂t2 = π (2p1B1

2 + 12p2B1
4t2). Fur-

ther, |X̃ (ω)| ≈ 1,−πB1 ≤ ω ≤ πB1 and for all the remaining
ω values |X̃ (ω)| = 0.

Subsequently, ω2 = 8π3B1
3

3(4p1B1
2+24p2B1

4t02 )
, t2 = τ3

12 and ωt =
π p1B2

1τ3

6 + π p2B1
4τ5

20

N(�k ) = 1

γ
T

×
⎡
⎣ τ3

12
π p1B2

1τ3

6 + π p2B1
4τ5

20
π p1B2

1τ3

6 + π p2B1
4τ5

20
8π3B1

3

3(4p1B1
2+24p2B1

4t02 )

⎤
⎦TT

(58)

Here T = diag(c/2, c/(2ωc)), ‘c’ represents the waveform
propagation velocity and ωc is the carrier frequency. In NLFM
pulse waveform, phase coefficients (p1, p2) and signal-to-
residual noise ratio (γ ) are the waveform constraints (tunable
waveform parameters). Here the optimized phase coefficients
(p1, p2) are evaluated based on our previous work [14]. From
(58), it is evident that the measurement noise covariance can
be minimized by optimizing the phase coefficients and maxi-
mizing the (γ ) value. Further, by minimizing the measurement
noise covariance an improved radar target tracking perfor-
mance can be accomplished in the JRCS.

With reference to Table 1, the measurement noise co-
variance matrix (N(�k )) is evaluated for all the designated
waveforms. It is noticed that selecting a radar waveform and
its tunable parameters plays an important role in minimizing
the measurement noise covariance such that efficient target
estimation performance can be achieved. From the above
analysis, the standard deviation of the range and range rate
measurements is calculated for designated waveforms and is
listed in Table 2. It is noticed that the NLFM-pulse waveform
exhibits the minimum range and range rate measurement er-
rors compared to other waveforms.

TABLE 2. Standard Deviation of Range and Range Rate Measurements for
Various Waveforms

C. COMPLEXITY OF THE PROPOSED ALGORITHM
In the proposed work, the complexity of the algorithm varies
in evaluating the N(�k ) for various waveforms. Since the
evaluation of N(�k ), depends on the selection of waveform
parameters and its optimization problem. In addition, the al-
gorithm’s complexity mainly depends on the convergence of
the optimization problem. If the waveform and its optimiza-
tion problem are non-convex, then it will take more time to
converge. Hence, the complexity of the proposed algorithm
varies by the type of waveform.

IV. TARGET TRACKING
A single radar sensor operating in a co-located configuration
produces the measurements pertaining to the target present in
the surveillance. These measurements are filtered and estimate
the state of interest.

A. MEASUREMENT AND STATE MODEL
The measurement model is given by,

z j (k) = HX (k) + n j (k) (59)

Here X (k) is the state vector at kth time instant, H represents a
measurement transition matrix, and n j (k) represents the mea-
surement noise. The measurement vector is a stacked form of
range and range rate, which is represented as zk = [rk ṙk]T ,
where r and ṙ represents the range and range rate respec-
tively. Similarly, the state is given by X = [r, ṙ, r̈]. Since the
measurement and state are in a linear relation, in (59) the
measurement model is represented as a multiplication of state
and measurement. The measurement transition matrix can be
written as

H =
[

1 0 0
0 1 0

]
. (60)

Both the noise components present in range and range rate
are independent and identically distributed (iid) and follow a
Gaussian random process with mean as zero and standard de-
viation σr and σṙ respectively. The waveform parameter vector
‘�k’ characterizes the received waveform at time instant ‘k’
and it is incorporated in the measurement noise covariance
matrix N(�k ) = E{n(k)n(k)′}. The target kinematic model is
given by

X (k + 1) = F (k)X (k) + w(k) (61)
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FIGURE 3. Generating a scenario for a single radar-sensor, single
communication transmitter

Where ‘X (k)’ represents a state vector and ‘w(k)’ is a Gaus-
sian distributed white noise vector having zero mean and its
covariance matrix is expressed as Q(k) = E[w(k)w(k)′]. The
process noise vector w(k) is due to the perturbation in r, ṙ, and
r̈ dimensions. Here F (k) denotes the state transition matrix for
the constant range rate

F (k) =
⎡
⎣1 ts ts/2

0 1 ts
0 0 1

⎤
⎦, (62)

Here ‘ts’ represents the sampling time interval. This measure-
ment generation is carried out under the condition of target
detection probability (pd = 1) and probability of false alarm
(p f a = 0). The target generation is considered to be the CV
model rather than the constant turn model. The reason behind
this assumption is to illustrate the significance of extracted
measurement noise covariance corresponding to the wave-
forms. In the case of non-linear trajectories and non-linear
measurement relationships, the extended Kalman filters and
IMM filters are required. It is hard to illustrate the significance
of the extracted measurement noise covariance matrix param-
eter. Hence, the rest of the filtering is carried out using the
Kalman filter owing to its optimal behaviour for linearity and
Gaussian assumptions.

B. FILTERING
There are three major steps involved in filtering, namely state
prediction, calculation of gain, and then state updation. Firstly,
the predicted state is expressed as,

X̂ (k + 1 | k) = FX̂ (k | k) (63)

subsequently, the predicted covariance is provided by,

P(k + 1 | k) = FP(k | k)F ′ + Q(k) (64)

The predicted measurement is expressed as,

r̂(k + 1) = HX̂ (k + 1 | k) (65)

Using the predicted measurement and actual observation, the
innovation is calculated as

γ = z(k + 1) − ẑ(k + 1|k), (66)

The gain of Kalman filter K is expressed as,

K (k + 1) = P(k + 1/k)H (k + 1)′ (67)[
H (k + 1)P(k + 1/k)H (k + 1)′ + N(�k )

]−1
,

(68)

Here N(�k ) represents the measurement noise covariance
matrix. Based on the above equations, the updated state is
given by,

X̂ (k + 1 | k + 1) = X̂ (k + 1 | k) + K (k + 1)γ (k + 1) (69)

subsequently, the updated covariance is provided by,

P(k + 1 | k + 1)=P(k+ 1 | k)−K (k + 1)H (k+ 1)K ′(k +1)
(70)

C. POSTERIOR CRAMER-RAO LOWER BOUND (PCRLB)
In this article, we consider a standard theoretical lower bound
posterior Cramer Rao lower bound (PCRLB) [22] to validate
the state estimation. Let X (k + 1) be the state vector and esti-
mation of the state vector with respect to the measurement set
z1:k+1 is denoted as X̂ (k + 1). According to [47], the PCRLB
on the covariance matrix P(k + 1) is evaluated by taking the
inverse of the Fisher Information Matrix (FIM) (J (k + 1)).

P(k + 1) � E

[(
X̂ (k + 1) − X (k + 1)

)(
X̂ (k + 1)

− X (k + 1)

)′]

≥ J(k + 1)−1, (71)

Where,

J(k + 1) = [
F (k)−1]T J (k)F (k)−1 + Q(k)−1

+ H (k)T N(�k+1)−1H (k) (72)

Based on the measurement noise covariance matrix formula
in (34), N(�k+1) is expressed as,

N(�k+1) = 1

γ
TU(�k+1)−1T

T
(73)

V. RESULTS AND ANALYSIS
The results and analysis discussed in this section witness
the significance of optimum waveform selection for enhanc-
ing tracking performance. A single in-band communication
transmitter and a radar sensor are assumed to elucidate the
uncertainty of radar target tracking in the existence of in-band
communication residual interference.

A. SCENARIO GENERATION
In the simulation scenario, we considered that a JRC receiver
is assumed to be stationary and has a maximum detectable
range of Rmax = 50 Km. From Fig. 3, it is considered that
the radar sensor is located at [5000, 2000]′ and an in-band
communication transmitter is located at [500, 2500]′. Here
the radar is mono-static; hence the JRC receiver node is also
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FIGURE 4. Comparison of range and range rate for rectangular and NLFM waveforms.

at the radar position. Within the surveillance, a target is at
[10000, 10000] and moving with 40 m/s and 20 m/s along x
and y directions, respectively. In addition to that, throughout
the simulation scenario, the target is assumed to follow a
Constant Velocity (CV) motion model. The perturbation of the
target is modeled as process noise, and it adheres to an addi-
tive white Gaussian noise distribution. The noise components
corresponding to position are N (0, 0.052), where, N (μ, σ 2)
is a Gaussian pdf having mean (μ) and variance (σ 2). Simi-
larly, the noise component in velocity is taken as N (0, 0.022).
The total simulation time is 100 s with a sampling interval
of 1 s. The radar provides the radar data (here data means
the measurements of the radar) in range and range-rate. The
radar sensor receives the range and range rate measurements
corresponding to the radar waveform of operation at the JRC
node.

B. TRACK FILTERING
The Kalman Filter(KF) is applied to estimate the range
and range rate values at various instants of time. For the
track initialization, a one-point initialization approach [48] is
considered, and the maximum velocity is tuned to Vmax =
40 m/s. A Constant Velocity (CV) motion model is uti-
lized in the prediction steps. The process noise covariance is

chosen as

Q =

⎡
⎢⎢⎢⎣
N (0, 0.052)

N (0, 0.022)

N (0, 0.052)

N (0, 0.022)

⎤
⎥⎥⎥⎦ . (74)

The optimized measurement noise is used for the calculation
of innovation covariance.

As an illustration, for example, two different waveforms
and the same ground truth are considered to compare the
importance of computing the measurement noise and the su-
periority of the waveform. Fig. 4 illustrates the visualization
of the ground truth range and range rate measurements, the
observed measurements, and the estimated state. Fig. 4(a) and
Fig. 4(b) show the estimated range and acquired range mea-
surement in comparison to ground truth for rectangular-pulse
and NLFM-pulse waveforms, respectively. Since the range is
in the order of 104 m, it is hard to visualize. Further, Fig. 4(c)
and Fig. 4(d) show the estimated range rate and acquired
range rate measurement in comparison to ground truth for
rectangular-pulse and NLFM-pulse waveforms, respectively.
Here, we can see that the ground truth range rate is around
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FIGURE 5. Analyzing range measurement error for the selected radar waveforms.

43 m/s, whereas the acquired range rate measurements fluc-
tuate around the ground truth range rate with their standard
deviations of the waveform. It is worth noting that the esti-
mated range rate fluctuates initially due to the initialization

problem. After that, it saturates over time. During the estima-
tion process, the filter is fine-tuned using the range and range
rate covariances acquired from Table 2 for both rectangular
pulse and NLFM-pulse waveforms. Further, it is also evident
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FIGURE 6. Analyzing range rate measurement error for the selected radar waveforms.

that the optimized NLFM-pulse waveform exhibits fewer fluc-
tuations in the range and range rate estimations. However,
by visualization, it is hard to conclude the superiority of
the waveforms. Therefore, one can achieve a more compre-
hensive performance analysis by estimating the Root Mean

Square Error (RMSE) for the range and range rate measure-
ments.

The RMSE of range measurement is plotted in Fig. 5(a)–(f)
for the selected waveforms. It is perceived that the estimated
RMSE is compared with both the measurement RMSE
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FIGURE 7. Analyzing estimated range measurement error for various
designated waveforms

FIGURE 8. Analyzing estimated range rate measurement error for various
designated waveforms

(before filtering) and PCRLB for all the selected waveforms.
Besides, it is also noticed that the estimated RMSE (range
measurement error) values are gradually decreasing by the
time scan for all the designated waveforms. In addition,
the estimated RMSE values are within the PCRLB
limit for all the waveforms in the given time duration.
Among all the waveforms, the optimized NLFM-pulse
waveform outperforms the remaining waveforms in terms
of deviation between estimated RMSE and PCRLB. That
is, estimated RMSE values of the NLFM-pulse waveform
are approaching the minimum error variance. We also
observed that frequency-modulated waveforms (LFM-pulse,
LFM-Gaussian pulse, and NLFM-pulse) outperform the
amplitude-only modulated waveforms (rectangular pulse,
triangular pulse, and Gaussian pulse) in terms of range error.

In Fig. 6(a)–(f), the estimated range rate error values are
compared with both the measurement RMSE (before filter-
ing) and PCRLB from a range rate perspective for all the
selected waveforms. Further, it is noticed that the estimated

RMSE (range rate measurement error) values are gradu-
ally decreasing in accordance with the time scan (as shown
in Fig. 6(a)–(f)). Furthermore, it is also perceived that the
estimated range rate RMSE values are within the PCRLB
limit at all time instants for all the designated waveforms.
Among all the selected waveforms, the optimized NLFM-
pulse waveform outperforms the remaining waveforms in
terms of deviation between the estimated RMSE and the
PCRLB. That is, range rate RMSE values of the NLFM-
pulse waveform are approaching minimum error variance.
We also observed that the frequency-modulated waveforms
(LFM-pulse, LFM-Gaussian pulse, and NLFM-pulse) pro-
vide improved performance compared to amplitude-only
modulated waveforms(rectangular pulse, triangular pulse,
and Gaussian pulse) in terms of range rate RMSE. The
estimated range RMSE of various waveforms is plotted in
Fig. 7. It is evident from the plot that the estimated range
RMSE values for all the waveforms are gradually decreasing
with the increasing number of time scans. Further, the range
RMSE of the NLFM-pulse waveform yields improved perfor-
mance compared to the remaining waveforms. Furthermore,
the range RMSE values of the rectangular pulse waveform
are high (which is undesirable) compared to other designated
waveforms. Fig. 8 shows the range rate RMSE of various
selected waveforms in a joint radar-communication system.
It is noticed from the plot that the range rate RMSE for all
the waveforms is gradually decreasing in accordance with
the increasing number of time scans. Additionally, the range
rate RMSE of the NLFM-pulse waveform provides superior
performance compared to the remaining waveforms. In addi-
tion, the range rate RMSE of the rectangular pulse waveform
provides poor performance compared to other designated
waveforms.

Here, we quantified the Monte-Carlo-based simulation re-
sults against the PCRLB. It is noticed that the RMSE is
decreasing over time and coming very near the theoretical
PCRLB value. This intuitively shows that the measured co-
variance from the waveform characteristics is an optimal
approach compared to tuning the measurement noise covari-
ance. In addition, the PCRLB value and RMSE value for the
NLFM waveform are low, which gives an understanding that
the filtering/tracking accuracy is high.

Figs. 9 and 10 analyze the impact of the communication
residual component on the accuracy of estimating the radar
target’s state in a JRCS. These figures compare the proposed
approach (including the communication residual component)
with the traditional approach (excluding the communication
residual component). Fig. 9 compares the estimated range
measurement error of various selected radar waveforms be-
tween the traditional and proposed methods. In addition, the
effect of the communication residual component is evident
from all the chosen radar waveforms. As time increases,
the estimated range measurement error gradually decreases
for all the designated radar waveforms. Among all the
radar waveforms, the NLFM radar waveform exhibits better
performance, i.e., the effect of the communication residual
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FIGURE 9. Comparing estimated range measurement error of the traditional and proposed approaches for the selected radar waveforms.
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FIGURE 10. Comparing estimated range rate measurement error of the traditional and proposed approaches for the selected radar waveforms.

component is minimal compared to the rest of the selected
radar waveforms. In addition, the NLFM radar waveform
achieved a minimum range error deviation of 0.5 m in a joint
radar-communication system.

Furthermore, Fig. 10 compares the proposed and traditional
approaches in terms of estimated range rate measurement
error for various designated radar waveforms. We observe
the impact of the communication residual component across
all radar waveforms. Out of the chosen radar waveforms,
the NLFM radar waveform effectively mitigates the effect of
the communication residual component, resulting in improved

performance when estimating radar range rate. Moreover, the
NLFM radar waveform completely overcomes the effect of
the communication residual component at the higher time
values, i.e., 50 s − 100 s.

VI. CONCLUSION
A novel measurement model is introduced with a commu-
nication residual component to investigate the performance
of a radar system in the JRCS framework. The proposed
technique derived a Fisher Information Matrix (FIM), which
helped characterize a radar sensor for the selected waveforms

474 VOLUME 5, 2024



in the spectrum-sharing scenario. Further, the Kalman filter is
deployed to estimate the target kinematics regarding range and
range rate. Among all the designated waveforms, it is apparent
that the NLFM-pulse waveform provided superior perfor-
mance in range and range rate RMSE values. Because the
optimized NLFM-pulse waveform exhibits reduced side-lobes
in the matched filter output and achieves maximum signal-to-
residual noise ratio even without a side-lobe filter. It is noticed
that the frequency-modulated waveforms (LFM-pulse, LFM-
Gaussian pulse, and NLFM-pulse) accomplished improved
performance compared to the amplitude-modulated wave-
forms (rectangular pulse, triangular pulse, Gaussian-pulse) in
terms of range and range rate RMSE. Hence, selecting wave-
form and its tunable parameters like optimal signal bandwidth,
sweep rate, and signal-to-residual noise ratio is prominent in
achieving improved target tracking performance in the JRCS
configuration.

This research investigation is carried out with a single tar-
get without clutter and Electronic Countermeasures (ECM).
Hence, with this novel measurement model, one can carry out
future research in the direction of single-target and multiple-
target tracking in clutter and/or ECM. Further, another future
research direction would be incorporating clutter and/or in-
tentional interference to the measurement model and the
communication residual component to perform comprehen-
sive research.

APPENDIX
A. RELATION BETWEEN LIKELIHOOD FUNCTION AND
LIKELIHOOD RATIO
The complex envelope of the received waveform on the two
hypotheses are

y(t )=√
Ere j�x̃(t −τ )e jωt +n(t )+sresi

com(t ), 0 ≤ t ≤ T : H1,

y(t ) = n(t ) + sresi
com(t ), 0 ≤ t ≤ T : H0, (75)

In the complex case, we correlate y(t ) with x̃∗(t − τ ), and it
is defined as a likelihood function. Hence, it is expressed as,

L(τ, ω) =
∫ ∞

∞
y(t )x̃∗(t − τ ) exp− jωt dt (76)

According to [42], the likelihood ratio is defined as,

�(τ, ω) = pL(τ,ω)|H1
((τ,ω)|H1)

pL(τ,ω)|H0
((τ,ω)|H0 )

= (1/π (Ēr+N0+Nr )) exp
(−(L(τ,ω))2/(Ēr+N0+Nr )

)
(1/π (N0+Nr )) exp(−(L(τ,ω))2/(N0+Nr )) (77)

Here Ēr represents the average received signal energy, N0

denotes the thermal noise power, and Nr signifies the residual
noise power. The above expression is simplified, and the result
is obtained as,

�(τ, ω) = N0 + Nr

Ēr + N0 + Nr

. exp

((
L

(
τ, ω

))2

.

(
Ēr

(Ēr+N0+Nr )(N0+Nr )

)
(78)

By applying natural logarithms on both sides of the equation,
then the result becomes

ln � (τ, ω) = 1

N0 + Nr

Ēr

Ēr + N0 + Nr

{|L(τ, ω)|2} (79)
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