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ABSTRACT Recent years have seen a growing interest in the use of smart glasses mounted with micro-
phones to solve the cocktail party problem using beamforming techniques or machine learning. Many such
approaches could bring substantial advances in hearing aid or Augmented Reality (AR) research. To validate
these methods, the EasyCom [Donley et al., 2021] dataset introduced high-quality multi-modal recordings
of conversations in noise, including egocentric multi-channel microphone array audio, speech source pose,
and headset microphone audio. While providing comprehensive data, EasyCom lacks diversity in the acoustic
environments considered and the degree of overlapping speech in conversations. This work therefore presents
the Group in Noise (GiN) dataset of over 2 hours of group conversations in noisy environments recorded
using binaural microphones and a pair of glasses mounted with 5 microphones. The recordings took place in
3 rooms and contain 6 seated participants as well as a standing facilitator. The data also include close-talking
microphone audio and head-pose data for each speaker, an audio channel from a fixed reference microphone,
and automatically annotated speaker activity information. A baseline method is used to demonstrate the use
of the data for speech enhancement. The dataset is publicly available in d’Olne et al. [2023].

INDEX TERMS Augmented reality (AR), cocktail party, dataset, head-worn array, speech enhancement.

I. INTRODUCTION
The cocktail party problem [3], or the enhancement of speech
in noisy environments, has been a focal point of speech
processing research for the better part of a century. It finds ap-
plications in hearing aids research [4], [5], Automatic Speech
Recognition (ASR) [6], [7], or, more recently, AR and Virtual
Reality (VR) [8], [9]. The problem can typically be separated
into two components: first, a speaker tracking task in which a
speaker of interest is identified and localised in space; and sec-
ond, a speech enhancement task to improve the intelligibility
of said speaker of interest. For a long time, researchers have
focussed on solving these issues using single microphones
or small aperture microphone arrays such as hearing aids.
However, recent technological advances as well as commer-
cial trends have opened the door to the use of head-worn

devices to solve the cocktail party problem [10], [11], [12]. In
particular, the use of smart glasses, or glasses mounted with
microphones, has generated a lot of interest and is especially
relevant for AR/VR research as the design is analogous to
most commercially available systems.

Early work in [13] examined the use of glasses-mounted
microphone arrays as a complementary system to conven-
tional hearing aids. It was deemed a robust and simple solution
which could reduce the level of ambient diffuse noise. An ex-
ample of practical beamformer implementation was presented
in [14], showcasing the potential of head-worn arrays for in-
terference rejection. More advanced enhancement techniques
were evaluated in [15] for the specific cocktail party problem
and showed good noise suppression on realistic recordings.
However, to truly evaluate the performance of such methods,
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TABLE 1. Comparative Table of Existing Egocentric Datasets and GiN

they must be tested on real cocktail party data recorded using
head-worn arrays. Such data must contain a variety of rooms
with varying acoustical properties and should accurately rep-
resent the behaviour of participants in the scene. Indeed,
people in loud environments have a natural tendency to raise
their voices and use head and body movements to increase
speech intelligibility [16].

Several relevant high-quality databases have been released
in recent years, each with their own characteristics. The MYR-
iAD database [17] contains recordings of live cocktail parties
and provides a large number of Room Impulse Responses
(RIRs) recorded in two rooms using several microphone
configurations. It includes in-ear and behind-the-ear micro-
phones, but not wearable devices. The database described
in [18] contains body-related Acoustic Impulse Responses
(AIRs) for several devices, including glasses, placed on a
human subject. While these AIRs allow for easy simulation of
acoustic environments, they also restrict them to static scenes
in anechoic rooms, which differ widely from real scenarios.
CHiME-5 and CHiME-6 [19], [20] provide recordings of real
dinner parties in private homes obtained using binaural mi-
crophones and fixed microphone arrays. Such databases better
represent natural conversations but lack positional data which
are essential for source localisation or traditional spatial-
filtering enhancement methods. CHiME-5 and CHiME-6 also
do not contain recordings made using wearable arrays such
as smart glasses. The Ego4D dataset [21] contains a wide
range of egocentric audio-visual recordings of daily activities
collected by a large number of participants throughout the
world. However, as the focus of the data is mainly on video,
most audio recordings are limited to single- or dual-channel
and tracking data are not systematically available.

The recent EasyCom database [1] contains egocentric
audio-visual data from several group conversation in a sin-
gle, artificially-created restaurant. It was recorded using AR
glasses with 4 microphones and a camera, as well as binaural
microphones. Clock-synchronised head-pose information and
close-talking speech recordings are provided for all partici-
pants in the conversation. Participants in EasyCom were asked
to introduce themselves, order food from a menu, play games,
and read sentences while immersed in background noise cre-
ated with loudspeakers. This led participants to raise their
voices in order to be heard, as would occur in natural envi-
ronments. The nature of the tasks, however, limits the amount
of overlapping speech in EasyCom. Moreover, the artificial
restaurant used in EasyCom was created using acoustic panels

to approximate the reverberation time of a typical occupied
restaurant [22] which is unlikely to match the acoustic finger-
print of real environments.

EasyCom offers comprehensive high-quality data but is
limited in the diversity of scenes considered and the amount
of overlapping speech. The SPEAR Challenge [23], [24]
overcame this issue by digitally recreating and augmenting
the EasyCom dataset using the TASCAR software [25]. The
SPEAR data contain more acoustic environments and differ-
ent conversational setups to EasyCom. While this approach
presents a balance between purely simulated data and realis-
tic recordings, it cannot fully replace the acquisition of new
conversational data in real rooms.

This work thus aims to extend EasyCom to a wider range of
acoustic environments and conversations. The GiN recordings
presented herein contain approximately 2 hours of group con-
versations in three noisy reverberant rooms, as opposed to the
single room in EasyCom [1]. Every participant’s speech and
pose were recorded using close-talking microphones and head
trackers mounted on a custom headset. One of the authors
took part in the recordings as a facilitator and, contrarily to
EasyCom [1], their head pose and speech were also recorded.
Furthermore, the data contain egocentric recordings made us-
ing binaural microphones and a glasses-mounted microphone
array for one of the participants. Diffuse background noise
was generated using 10 loudspeakers playing restaurant noise
at approximately 75 dB, similarly to EasyCom [1]. Partic-
ipants were instructed to perform tasks that led to a wide
variety of conversational scenarios, with periods of single-
speech and period of large amounts of overlapping speech.
Table 1 summarises the difference and similarities between
GiN and existing egocentric datasets.

The remainder of this paper is structured as follows.
Section II describes the dataset creation process, with detailed
information regarding the acquisition system, methodology,
and post-processing steps applied to the data. Section III pro-
vides practical information on the data availability. Section IV
investigates speech enhancement as a practical application for
the data and presents a baseline beamformer whose perfor-
mance is then discussed in Section V. Finally, Section VI
presents the main conclusions of this work.

II. DATASET DESCRIPTION
This dataset contains clock-synchronised multimedia record-
ings of conversations in noisy restaurant-like scenarios. It
was recorded in three rooms in the Department of Electrical
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FIGURE 1. Diagram of the recording setup, not to scale. The 6 participants
are shown with their respective speaker ID and the ‘waiter’ as number 7.
Participant 3 is the ‘listener’, equipped with binaural microphones and
custom glasses. The approximate loudspeaker locations are shown. The
coordinate system origin is located behind and to the left of participant 1
(bottom left corner in this view). The reference microphone is placed
approximately at the centre of the table.

FIGURE 2. Custom equipment used for data acquisition. Note that the
mannequin head in the pictures is smaller than a typical human head.

and Electronic Engineering at Imperial College London. In
every recording session, 6 participants were seated around a
table and held a conversation while noise was played through
loudspeakers at a level typically found in restaurants [22], as
pictured in Fig. 1. Every participant wore a custom head-
set equipped with a close-talking microphone and a pose
tracker, as shown in Fig. 2(a). In addition, ‘Participant 3’ wore
binaural microphones and a pair of safety glasses mounted
with 5 microphones to provide egocentric audio data, as
shown in Fig. 2(b). The recordings session were monitored
by one of the authors acting as a ‘waiter’ or ‘facilitator’, also

TABLE 2. Characteristics of the Rooms in the Dataset1

wearing a custom headset. Each session was recorded by a
fixed reference microphone placed in the centre of the table.

This section provides an overview of the data recorded in
this work. The methodology used to select rooms and par-
ticipants as well as the recording sessions details are first
described in Section II-A. Then, a detailed description of the
data acquisition system is given in Section II-B. Finally, the
data post-processing stages are presented in Section II-C.

A. METHODOLOGY AND RECORDING PROTOCOL
This section describes the room and participant selection pro-
cess as well as the recording protocol.

1) ROOM SELECTION AND DESCRIPTION
Three rooms in the Department of Electrical and Electronic
Engineering at Imperial College London were selected to
carry out the recordings. The rooms are pictured in Fig. 3
and have characteristics summarised in Table 2. The first two
rooms, Room 807 and Room ‘Faraday’ are popular breakout
areas, commonly used for eating lunch, and as such were
deemed suitable to emulate a restaurant scenario. The third
room, Room 403, is a large, reverberant teaching space which
was selected for its resemblance to a typical cafeteria. Prior
to each session, the rooms were prepared to allow for easy
access and movement around the recording area. Furniture
was kept in the room but rearranged as to allow for a large
table to fit comfortably in the approximate centre of the space.
The tracking system described in Section II-B1 was set-up
with each of the 4 Valve Index Base Stations placed in a
corner of the room at a height of approximately 2 m and
facing downwards at a small angle in order to fully capture
the scene. The Valve Index Head-mounted Display (HMD)
was placed on a mannequin head in the lower left corner
of the room at a height of 103 cm and serves as the origin
of the tracking coordinate system. The 10 loudspeakers were
placed in a circle around the table with a radius constrained by
the geometry of the rooms and with random orientations; the
loudspeaker positions are provided in the database. Finally,
a reference microphone was placed near the centre of the
table. Fig. 1 shows a schematic view of the arrangement of
participants and loudspeakers.

1[Online]. Available: https://github.com/maj4e/pyrirtool
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FIGURE 3. Rooms at Imperial College London included in the database.

2) PARTICIPANT SELECTION AND INSTRUCTIONS
Participants were recruited using convenience sampling on
the Imperial College London campus and through word-of-
mouth. In total, 32 participants took part in the recordings,
with a mixture of native and non-native English speakers
and with some participants knowing each other beforehand.
Whenever possible, two sessions were recorded in the same
room with different groups of participants, giving 12 unique
speakers per room. Some participants took part in multiple
recordings, each time in a different room. Before every ses-
sion, participants were asked to review an information sheet
detailing the objectives of the recordings and were given the
opportunity to ask questions. They were prompted to act as
naturally as possible during the recordings. Each participant
was fitted with a custom headset, containing a close-talking
microphone and an HTC VIVE Tracker. The corresponding
author was the waiter in all sessions and also wore a custom
headset, such that their speech and motion is also included
in the database. In each session, one participant was picked
to act as the listener and was additionally fitted with the
binaural microphones and the glasses-mounted microphone
array.

3) SESSION DETAILS
Every session began with a calibration phase, recorded in
quiet. Each participant was first asked to read the sentence
‘Polly Piper picked a peck of pickled peppers’ to detect po-
tential audio clipping during plosives. The positions of the
close-talking microphones were adjusted whenever necessary.
Then, participants were asked to move their heads according
to a predetermined pattern (forwards, left, right, forwards,
up, down, forwards) to identify the axes of rotation of the
participants’ heads and confirm the correct operation of the
tracking system in post-processing. The calibration sessions
are included in the database.

The data recording session then started, coinciding with
noise playback from the loudspeakers. Each recording session
was comprised of four distinct tasks, labelled 1–4. Instructions

for each task were delivered verbally by the waiter as part
of the recording and participants were able to ask questions.
These waiter interaction phases are labelled Task 0. In Task 1,
participants were asked to read in turn a snippet from Alice
in Wonderland [27]. Silent participants were asked to listen
in a natural fashion without forced head orientation. Task 2
was a group exercise in which the participants were asked
to suggest and collectively agree on a suitable holiday des-
tination. Each participant was given a secret constraint, e.g.
‘The country must start with the letter A’, to inform their
choices but were asked to not divulge the constraint itself
to other participants. In Task 3, the participants played the
game ‘I spy’, in pairs with the person opposite them, such
that the recording contained 3 simultaneous conversations.
The participants were asked to refrain from using the words
‘yes’ and ‘no’ to avoid single word answers and maintain a
balanced interaction. Finally, in Task 4, the participants were
asked to play the card game ‘Go Fish’ as a group until the end
of the recording.

Each task was designed to last 5 minutes but the nature of
the tasks means that individual sessions exhibit variations. The
recordings ended after approximately 24 minutes.

B. DATA ACQUISITION METHODS
The data acquisition system used in these recordings is de-
scribed in this section and summarised by the diagram in
Fig. 4. The main challenge consisted in the synchronisa-
tion of three components: the tracking system, the audio
recording system, and the audio playback system. This was
achieved using the LSL software [28], [29]. Moreover, a cus-
tom headset, shown in Fig. 2(a), was designed to facilitate the
wireless acquisition of head tracking and close-talking speech
data.

1) TRACKING SYSTEM
The head orientations and positions of every speaker in
the recordings were tracked using HTC VIVE Trackers 3.0
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FIGURE 4. Data acquisition system diagram. The data were captured using
a PC running Windows 10. Pose data were stored in .txt files, microphone
recordings were stored in .wav files, and synchronisation data were stored
in a .xdf file following the Lab Streaming Layer (LSL) convention.

mounted on custom headsets. The VIVE Trackers are de-
signed to track body-movement for VR and are accurate to
within a few centimetres [30]. The trackers were paired with
a Valve Index HMD and 4 Valve Index Base Stations through
the Steam VR system. The HMD was used to fix the origin of
the tracking coordinate system, and data was acquired from
the trackers at a rate of 90 Hz using a Unity script adapted
from [31]. Compared to ‘outside-in’ camera-based tracking
systems, the apparatus is sufficiently portable that record-
ings could feasibly be made in several rooms. Compared to
‘inside-out’ systems, using VIVE Trackers enabled head pose
tracking data to be obtained for all participants without anyone
having to wear an HMD and without risk of occlusion. A
few samples of head orientation or position were determined
to be unreliable during the recordings, either due to sensor
occlusion or connectivity issues with the Steam VR system.
These samples were discarded and appropriately labelled as
missing data points.

2) AUDIO CAPTURE AND PLAYBACK
In each session, a total of 15 audio channels were recorded
using the Reaper software [32] at a sampling rate of 48 kHz.

All microphones signals were recorded using two RME Oc-
taMic preamplifiers, clock-synchronised through a primary
RME FireFace 800 Firewire Audio Interface. The custom
headset microphones for the 6 participants and the waiter
were DPA 4060 miniature omni-directional condenser micro-
phones. To allow for natural participant movement, these were
recorded wirelessly using seven Sennheiser EW-D receivers
and body-packs. In each session, ‘Participant 3’ acted as the
listener and was fitted with DPA 4560 binaural microphones
and custom glasses mounted with 5 DPA 4060 microphones,
shown in Fig. 2(b). Finally, a single DPA 4060 microphone
was mounted on a 10 cm stand in the centre of the table to act
as a static reference microphone.

Loudspeaker playback was also managed by the Reaper
software. A single-channel recording of a natural restaurant
environment was used to generate 10 channels of uncorrelated
noise. This noise was played through 10 loudspeakers con-
nected to the balanced outputs of a secondary RME FireFace
800 Firewire audio interface, synchronised with the primary
interface also used for audio capture. The 10 loudspeakers
consisted of 6 Genelec 8030 and 4 Fostex 6301B, and the level
of the noise was designed to approximate 75 dB to match the
level typically found in restaurants [22].

3) MULTIMEDIA SYNCHRONISATION
The synchronisation of audio recordings and pose data was
achieved using the LSL software [28], [29]. LSL is an open-
source platform designed for synchronised multimedia signal
acquisition. The LabRecorder2 module was used to cap-
ture independent streams from the audio capture and tracking
systems. These can be exposed over an IP network but, in
this case, they were all generated from the same PC. Each
LSL stream includes both the stream’s own timestamps, ob-
tained from the local clock, and timestamps generated from
the recorder’s clock. The xdf-Matlab3 utility was used to
obtain synchronised multi-modal data. For these recordings,
the LSL4Unity4 plug-in created a stream with the positional
data from the tracking system and the AudioCapture5

software was used to capture the static reference micro-
phone channel. The multichannnel audio recorded in Reaper
was subsequently time-aligned using sigalign from Voice-
box [33].

C. POST-PROCESSING AND ADDITIONAL DATA
The head-pose data were obtained using Unity and therefore
obeyed a left-handed, y-up coordinate system. To facilitate
the use of the data for audio processing tasks, the pose data
were converted to the right-handed, z-up system found in
TASCAR [25] using Voicebox [33].

2[Online]. Available: https://github.com/labstreaminglayer/App-LabRec
order

3[Online]. Available: https://github.com/xdf-modules/xdf-Matlab
4[Online]. Available: https://github.com/labstreaminglayer/LSL4Unity
5[Online]. Available: https://github.com/labstreaminglayer/App-AudioCap

ture
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Additionally, Voice Activity Detection (VAD) labels were
obtained for the close-talking microphones using Silero [34].
Segments of voice activity were identified for each of the 7
channels independently, such that the ith close-talking channel
xi[n] is associated with a voice activity mask Vi[n], with n
the time index. However, the VAD in a given channel some-
times identified voice activity from nearby speakers, e.g. voice
activity from Speaker 2 was detected in the close-talking
channel associated with Speaker 1. This can be explained
by the close physical proximity between participants and
the frame-based approach used in Silero which ignores that
such cross-talk occurs at a much lower energy than speech
from the principal speaker. Therefore, a cross-channel energy
thresholding approach was used to refine the VAD. For every
close-talking channel xi[n] and for every segment of voice
activity l detected in channel xi[n], the segment was discarded
if channel xi[n] contained considerably less energy than any
other channel, or, equivalently

Vi[l] =
{

1 if E{xi[l]} > α E{x j[l]} ∀ j

0 otherwise,
(1)

with 0 ≤ α ≤ 1, E{xi[l]} = ∑
l |xi[l]|2 the energy in the ith

channel over the segment l, and α a tuning parameter which
was empirically set to 0.2. A small α leads to more cross-talk
being admitted in the the voice activity mask while a large α

may lead to segments being discarded when multiple speakers
are simultaneously active. The time regions associated with
each of tasks presented in II-A were manually identified and
included as labels in VAD segments.

The directional characteristics of the microphone array
were measured in an anechoic room using the head-related
transfer measurement system of the Audio Experience Design
team at Imperial College London, described in detail in [35].
Briefly, the AIRs were measured from an arc of loudspeakers
to the glasses array and binaural microphones whilst being
worn by the second author. The vertical spacing of the speak-
ers is 10◦ for angles within 30◦ of the horizontal plane and
15◦ elsewhere. The horizontal density of measurements is
determined by rotation of the subject, which was stepped in 5◦
increments. Two versions of the measured impulse responses
are included in the database, differing only in how tightly
cropped they are. Tighter cropping has fewer room reflections
and was used for the beamformer design described below.
However, some applications may benefit from the longer re-
sponses.

III. DATASET AVAILABILITY
Imperial College London has released the GiN database in [2].
It contains 2 hours of synchronised microphone and pose data
as well as automatically generated VAD information. To facil-
itate the use of the data, sessions were divided into 1 minute
segments similar to EasyCom [1]. Segments containing per-
sonal information regarding the participants were removed,
leading to some files lasting less than 1 minute. The total size
of the database is approximately 14GB with 2803 files. The

pose data is given in the right-hand z-up coordinate system, as
used in TASCAR [25]. The position of loudspeakers and AIRs
for the glasses array are also provided. Tools to visualise the
data and modify the VAD are provided.6

IV. APPLICATION: SPEECH ENHANCEMENT
The dataset presented in this work was recorded primarily for
the purposes of evaluating multichannel speech enhancement
algorithms. To confirm the use of the presented data for such
purposes, a baseline beamforming algorithm is introduced and
applied to the 7-channel head-worn array, composed of binau-
ral and glasses-mounted microphones. Given the methodol-
ogy described in Section II, the listener may choose to attend
to any of the conversation participants at any point during the
recordings. Furthermore, the considerable level of restaurant
noise in the scenes requires a baseline method capable of
achieving high noise reduction. Therefore, a Minimum Vari-
ance Distortionless Response (MVDR) beamformer assuming
a stationary cylindrically isotropic noise field is proposed as
the baseline enhancement method. A cylindrically isotropic
noise field assumption is appropriate here as rooms typically
have more reflective walls than floors or ceilings [36]. This is
a similar baseline to the one presented in EasyCom [1]. Let-
ting xA(k, �) = [xA

1 (k, �), xA
2 (k, �), . . . , xA

7 (k, �)]T be the 7-
channel head-worn array expressed in the Short-time Fourier
Transform (STFT) domain with k and � the frequency- and
time-frame indices, the enhanced single-channel beamformer
output y(k, �) can be obtained using

y(k, �) = wH (k, �)xA(k, �), (2)

with w(k, �) ∈ C
7×1 the beamformer weights and (·)H denot-

ing the Hermitian transpose. Under the baseline assumption
of a stationary cylindrically-isotropic noise field, the MVDR
beamformer weights are defined by

w(k, �) = R−1(k)d(φ(�), θ (�), k)

dH (φ(�), θ (�), k)R−1(k)d(φ(�), θ (�), k)
, (3)

where R(k) ∈ C
7×7 is the Noise Covariance Matrix (NCM)

for a stationary cylindrically isotropic noise field, and
d(φ(�), θ (�), k) ∈ C

7×1 are the Acoustic Transfer Functions
(ATFs) from a look direction, defined by the azimuth and
elevation angles φ(�) and θ (�), to the 7-channel head-
worn array. The NCM assumes that the noise arrives at
the array with equal power from all azimuthal directions
at 0 elevation, and can therefore be obtained in theory
as [37]

R(k) = 1

2π

∫ 2π

0
d(φ, 0, k)dH (φ, 0, k)dφ. (4)

In practice, however, only a discrete number of ATFs,
dATF(φq, 0◦, k) are available from a discrete set of Q azimuth
angles, φq, at elevation θ = 0◦, as described in Section II. The

6[Online]. Available: https://github.com/ImperialCollegeLondon/sap-ic-
gin
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FIGURE 5. Spectrograms for a sample sentence from Participant 4, as measured by their close-talking microphone, the right-ear binaural microphone,
and as enhanced using the baseline beamformer.

NCM must therefore be approximated using

R̂(k) = 1

Q

∑
q

dATF(φq, 0◦, k)dH
ATF(φq, 0◦, k). (5)

Note from (3) that the baseline beamformer weights are fully
described by a stationary NCM and an ATF whose direction
is determined by time-varying azimuth and elevation angles,
φ(�) and θ (�). These angles are calculated using the head-
pose information available in the database as the relative angle
between a speaker of interest and the head-worn array, taking
into account that the head-worn array is itself rotated. The
measured ATF with the angle closest to the calculated relative
angle is then used to steer the beamformer.

The baseline method is applied to the head-worn array
recordings frame-by-frame using a STFT with 16 ms frames
and 50% overlap. Any missing pose data are set to retain
the value held in the previous head-tracking frame, and the
samples are linearly interpolated to match the audio sampling
rate of 48 kHz. The speaker of interest is chosen to be Partic-
ipant 4, i.e. the speaker sitting directly across the table from
the listener. As a qualitative example of the baseline perfor-
mance, Fig. 5 shows three example spectrograms obtained for
a sample sentence from Participant 4. The first spectrogram
was obtained using Participant 4’s close-talking microphone
and exhibits clear speech characteristics. However, a non-
negligible level of background noise can also be seen, e.g.
for n > 26 s. The signal measured at the centre of the glasses
array shows that whereas Participant 4’s speech is still visible,
it is at a lower level relative to the background noise. Finally,
the spectrogram of the baseline enhancement shows that the
energy of the background noise is reduced while preserving
the energy of Participant 4’s speech.

V. BASELINE RESULTS AND DISCUSSION
To objectively evaluate the performance of the baseline
method, intrusive measures pertaining to signal-to-noise ratio,
speech intelligibility and speech quality, were computed.

It should be noted that enhancement performance strongly
depends on the selected target. For example, focusing on
the ‘waiter’ is likely to be challenging, as the target is far
away from the glasses-mounted array and is moving across
the room. It will also depend on which other participants
are producing competing speech. In all tasks, if Participant
4 is talking then they are a legitimate ‘target’ for Partici-
pant 3, the array wearer, to be listening to. Thus, in this
evaluation Participant 4 was selected to be the speaker of
interest.

Participant 4’s close-talking microphone was used as the
clean reference signal for intrusive metrics. As shown in
Fig. 5, this signal contains a non-negligible amount of back-
ground noise, and is susceptible to capture cross-talk from
other participants. While it cannot strictly be considered a
clean reference, it captures Participant 4’s speech at a level
close to the highest achievable SNR in real scenarios. The
microphone boom in Fig. 2(a) was specifically designed to
adjust to different participants and capture their speech reli-
ably. The issue of leaky reference is well-known in recordings
of real scenarios and is also present in EasyCom [1]. It can
be mitigated by using loudspeaker playback instead of live
speech in recordings, at the cost of naturalness of participant
interactions. The reference could also be denoised using var-
ious techniques such as in the SPEAR challenge [23], [24]
but this may introduce unwanted distortions in the reference
signal. Therefore, in this work, in order to ensure that re-
sults accurately represent the baseline enhancement of the
target speech, metrics were only computed during segments
of voice-activity as determined using VAD labels described in
Section II.

The noise reduction performance of the baseline was eval-
uated using segmental SNR (SegSNR) [33]. The SegSNR
computes the power ratio of the desired speech signal to all
other undesired signals, e.g. background noise or competing
speakers, during segments where speech is active. A higher
value of SegSNR indicates a higher level of target speech
relative to noise. To measure target speech intelligibility, the
Short-time Objective Intelligibility Measure (STOI) [38] was
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FIGURE 6. Selected intrusive metrics for unprocessed (‘Passthrough’) and processed (‘Baseline’) speech. Metrics are (a), (d) STOI, (b), (d) Segmental SNR
and (c), (f) narrowband PESQ. Top row (a), (b), (c) shows dependence on Task, bottom row (d), (e), (f) shows dependence on recording room.

computed. STOI is calculated over short signal frames and
yields values between 0 and 1 which highly correlate to per-
ceived speech intelligibility. A higher value of STOI relates
to a higher predicted intelligibility. Finally, speech quality
was measured using the narrowband Perceptual Evaluation of
Speech Quality (PESQ) [39]. PESQ is an industry standard
designed to assess the quality of speech for telephone commu-
nication. It leads to scores between −0.5 and 4.5 and higher
scores correspond to higher signal quality.

Fig. 6 shows the intrusive metrics computed as a function of
task (top row) and room (bottom row) for both a passthrough
signal and the baseline beamformer. The passthrough was se-
lected as the right-ear binaural microphone. The passthrough
metrics in blue boxes give a measure of the difficulty of
listening without any enhancement. Comparing tasks, all
metrics are higher for Task 1, which is consistent with the
comparative simplicity of the scene, with one person read-
ing aloud whilst others listens. It also exhibits the smallest
variability in results, indicating that the noise field is ap-
proximately stationary. This also relates to the nature of the
task that limited the number of competing sources and the
frequency of listener head movements. Comparing rooms,
metrics are slightly higher for ‘807’, which is consistent with
it being the least reverberant of the rooms. The variability
of passthrough results across rooms further demonstrates the
need to evaluate enhancement methods on real data recorded
in multiple acoustic environments. Beamforming improves
all metrics for all tasks and rooms as shown in red boxes.

Informal listening confirmed that the baseline beamformer
achieves a noticeable level of noise reduction.

The considerable level of background noise, the varying
number and level of competing sources, and the highly-
dynamic nature of the recorded scenes make speech enhance-
ment on this data very challenging. Non-intrusive metrics may
be considered to circumvent the leaky reference issue [40].
Many steps could be taken to improve the baseline beam-
former, including but not limited to: head-rotation aware
adaptive noise-covariance estimation [41], steering direction
smoothing to limit sharp changes in beamformer weights, or
binaural beamforming to gain benefits from binaural unmask-
ing. Other methods of enhancement could also be explored,
such as subspace-based methods [42] or deep neural networks.
Readers are also referred to the SPEAR Challenge [23], [24]
for more approaches. Finally, this dataset can be exploited
for other applications including sound-source localisation and
tracking, source counting or speaker diarization. Additionally,
using the close-talking microphone signal to aid labelling, the
array data could be used for single- or multi-channel ASR in
adverse environments.

VI. CONCLUSION
This work presented the GiN database of multimedia record-
ings for location-aware speech enhancement. It contains 2
hours of group conversations in restaurant noise in 3 different
rooms. It was acquired using 7 close-talking microphones, a
pair of binaural microphones, a 5-channel array mounted on
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a pair of glasses, and a reference microphone. Additionally,
head position and orientation data are available for every
participant in the group conversation. The dataset was suc-
cessfully used to evaluate the efficacy of a baseline MVDR
beamformer for speech enhancement using the binaural mi-
crophones and glasses-mounted array.
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