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ABSTRACT There are various sentiment theories for categorizing human sentiments into several discrete
sentiment categories, which means that the theory used for training sentiment prediction methods does
not always match that used in the test phase. As a solution to this problem, zero-shot visual sentiment
prediction methods have been proposed to predict unseen sentiments for which no images are available in the
training phase. However, the training of these previous zero-shot methods relies on a single sentiment theory,
which limits their ability to handle sentiments from other theories. Thus, this article proposes a more robust
zero-shot visual sentiment prediction method that can handle cross-domain sentiments defined in different
sentiment theories. Specifically, by focusing on the fact that sentiments are abstract concepts common to
humans regardless of whether their theories are different, we incorporate knowledge distillation into our
method to construct a teacher—student model that can train the implicit relationships between sentiments
defined in different sentiment theories. Furthermore, to enhance sentiment discrimination capability and
strengthen the implicit relationships between sentiments, we introduce a novel sentiment loss between the
teacher and student models. In this way, our model becomes robust to unseen sentiments by exploiting the
implicit relationships between sentiments. The contributions of this article are the introduction of knowledge
distillation and a novel sentiment loss between the teacher and student models for zero-shot visual sentiment
prediction, and improved performance of zero-shot visual sentiment prediction. Experiments on several open
datasets demonstrate the effectiveness of the proposed method.

INDEX TERMS Visual sentiment prediction, zero-shot learning, knowledge distillation, cross-domain anal-
ysis, text analysis.

Mikels’ sentiment theory
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[7] consists of eight sentiments.

With the rapid development of the Internet and social net-
working services (SNS), an increasing number of people
share their lives and experiences by posting images and texts.
These multimedia contents are mostly related to their feelings.
Under these circumstances, the visual sentiment prediction
(VSP) task, which predicts users’ sentiment from visual con-
tents, has attracted significant attention due to its numerous
applications, such as affective image retrieval [1], [2] and
comment support for SNS [3], [4]. There are many senti-
ment theories defining sentiments using different numbers and
types of categories. For instance, Ekman’s [5] and Parrott’s
sentiment theories [6] use six different sentiments, whereas

Thus, previous VSP methods, trained using a specific sen-
timent theory [8], [9], [10], [11], struggle to predict new
sentiments in different theories, which limits their applicabil-
ity. Furthermore, with the development of sentiment theories,
more fine-grained sentiments are explored in new sentiment
theories [12]. Therefore, the development of a VSP method
that can handle unseen sentiments in different sentiment the-
ories is desired.

To predict unseen classes for which there are no images
in the training data, zero-shot learning (ZSL) methods have
been proposed [13], [14]. In zero-shot VSP methods [15],
[16], ancillary information (e.g., adjective-noun pair (ANP)
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FIGURE 1. Novel problem settings in this article. We use knowledge
distillation to train our zero-shot VSP method on one sentiment dataset
and then test it on other datasets defined by different sentiment theories,
whereas conventional zero-shot VSP methods are trained and tested on
the same dataset.

[8]) is used to construct the embedding space that can bridge
the affective gap between visual and semantic features re-
lated to sentiment labels. However, even these zero-shot VSP
methods use a single sentiment dataset in the training phase,
which means that their performance is strongly influenced by
the domain gap between the sentiment theories used in the
training and test phases. Thus, it is expected to reduce such
domain gap by introducing a learning mechanism that can
handle several datasets with different types of sentiment labels
as shown in Fig. 1, and the robust VSP can be constructed
by acquiring the high representation ability for the ambiguous
sentiments. Here, although the discrete sentiments are often
employed in the VSP task, it is reported that sentiments are
continuous as Russell [17] has suggested. Therefore, previous
VSP methods that focus on a single sentiment theory cannot
deal with such complex sentiments, that is, they might be
unrealistic approaches.

In this article, we propose a zero-shot VSP method, where
knowledge distillation [18] is used to train the method with
cross-domain sentiments defined in different sentiment theo-
ries. To bridge the domain gap between different sentiment
theories, the knowledge distillation can be useful to obtain
the implicit relationships between different sentiment theo-
ries, as sentiments are abstract concepts common to humans
regardless of whether the sentiment theories are different.
Specifically, we train the VSP method with a sentiment dataset
as the teacher model and train the student model with an-
other sentiment dataset that has different sentiments. By using
cross-domain sentiments to train the two models based on
knowledge distillation, our method can effectively optimize
the embedding space. Furthermore, to improve the robustness
of the embedding space, we introduce a sentiment loss be-
tween the teacher and student models to bridge the domain
gap between different sentiment theories, enhancing the senti-
ment discrimination capability and strengthening the implicit
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relationships between sentiments. Consequently, a robust em-
bedding space can be constructed that can help compensate for
the affective gap between visual and semantic features. In this
way, we improve the performance of zero-shot VSP, which
can better handle new sentiments from different sentiment
theories.

The contributions of this study are summarized as follows.

i) We propose a novel zero-shot VSP method robust
to unseen sentiments in new sentiment theories by
compensating for the domain gap between different
sentiment theories through knowledge distillation.

ii) We enhance sentiment discrimination capability and
strengthen the implicit relationships between senti-
ments by introducing a sentiment loss between the
teacher and student models.

iii) The effectiveness of the proposed method is confirmed
through experiments on several open datasets.

Specifically, the contribution (ii) is the novel and unique

technique that can be effective for sentiment prediction based
on knowledge distillation although we adopt the existing
knowledge distillation framework.

1l. RELATED WORKS
This section introduces several studies related to the proposed
zero-shot VSP method via knowledge distillation.

A. VISUAL SENTIMENT PREDICTION

The purpose of the VSP task is to predict sentiment labels
evoked by images [9]. Previous research in this area is similar
to object recognition studies. Lately, deep learning-based VSP
methods have demonstrated promising results. Tao et al. [8]
employed a deep convolutional neural network (CNN) [19]
to develop a VSP method. Yang et al. [10] proposed using
image local information by implementing a weakly super-
vised coupled CNN for VSP. Lee et al. pay attention to
semantic information obtained from objects for improving the
performance of VSP, and the pre-trained word embedding
succeed in extracting such information [20]. Although these
approaches show performance improvement, they still require
many labeled images, and annotating images with sentiment
labels is challenging. Simultaneously, some VSP techniques
attempt to apply few-shot learning approaches, which can
be trained using a limited amount of labeled data. Few-shot
VSP methods [11], [21] utilize prior knowledge of sentiment
labels and effectively train the method. Nevertheless, these
methods require at least one image of each sentiment to handle
a new sentiment, indicating that they cannot handle unseen
sentiments across different sentiment theories.

B. ZERO-SHOT LEARNING FOR VSP

ZSL methods aim to predict unseen classes for which there
are no samples in the training data. In ZSL for the image
classification task, ancillary information such as attributes
or seen class labels are typically used to realize ZSL [13],
[14]. Concretely, UMF [22] unified a multiplicative frame-
work for attribute learning to solve the zero-shot problem. In

VOLUME 5, 2024



ISEEE i 2y IEEE Open Journal of
dcessing  Signal Processing

Processing
i

HAP [23], a hypergraph is constructed to incorporate infor-
mation about attribute relationships in the training data. This
approach transforms the attribute prediction problem into a
regularized hypergraph partitioning problem, making it easier
to understand and solve the zero-shot problem. HAT [24]
utilizes the hierarchical structure of WordNet [25] to learn
attribute classifiers for different categories independently to
realize ZSL. However, these methods are designed for con-
ventional image classification tasks for object recognition and
do not capture the sentiment-related information required for
sentiment recognition.

In the case of the zero-shot VSP task, it is important
to extract sentiment-related information from training data.
The EmotionGCN [26] applies graph convolutional net-
works [27] for sentiment distribution learning to capture
the correlation between sentiments and realize ZSL. In ad-
dition, some methods use a common embedding space of
visual features and semantic features (e.g., Word2vec features
[28]). For example, in zero-shot VSP methods [15], [16],
ancillary information such as ANP [8] and tweet represen-
tation (Tweet2vec [29]) are used to construct an embedding
space that can bridge the affective gap between visual and
non-visual semantic features. However, these zero-shot VSP
methods mainly use a single sentiment dataset in the training
phase, which means that their performance is strongly influ-
enced by the domain gap between the sentiment theories in
the training and test data. This limitation restricts their ability
to adapt to new sentiment theories and unseen sentiment cate-
gories. Thus, to overcome this limitation, we introduce a novel
sentiment loss to exploit the implicit relationships between
seen and unseen sentiments.

C. KNOWLEDGE DISTILLATION FOR SENTIMENTS
Knowledge distillation [18], [30] is a technique for trans-
ferring knowledge from a teacher model to a smaller student
model. In addition, knowledge distillation can effectively ex-
tract sentiment-related information for enhancing sentiment
analysis. Albanie et al. [31] use cross-modal knowledge dis-
tillation for speech sentiment recognition without access to
labeled audio data. Tang et al. [32] distill knowledge from
the BERT model [33] into a single-layer bidirectional long
short-term memory for natural language processing sentiment
classification. DKDFMH [34] uses a fused multi-head atten-
tion mechanism to employ decoupled knowledge distillation
in CNNs, helping the method focus on the distinctions be-
tween sentiment features.

In the context of VSP, knowledge distillation has great
potential for learning the implicit relationships between sen-
timent theories and bridging the domain gap between them
[21]. By using cross-domain sentiments to train the method
based on knowledge distillation, the embedding space can be
effectively optimized, allowing the method to better handle
unseen sentiments from different sentiment theories. How-
ever, previous knowledge distillation approaches for cross-
domain sentiments have not fully explored the potential of
knowledge distillation for VSP. The use of a single sentiment
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dataset to train the method and the reliance on ancillary infor-
mation limit the effectiveness of these methods in predicting
unseen sentiments in new sentiment theories.

In this article, we address such limitations of existing ZSL
methods and knowledge distillation approaches for cross-
domain sentiments by proposing a novel zero-shot VSP
method. Our method leverages knowledge distillation to learn
the implicit relationships between sentiment theories and
bridges the domain gap between them. Furthermore, we intro-
duce a novel sentiment loss between the teacher and student
models to enhance sentiment discrimination capability and
strengthen the implicit relationships between sentiments. The
details of our method are shown in Section III.

1il. PROPOSED ZERO-SHOT VSP WITH CROSS-DOMAIN
SENTIMENTS

This section presents the details of the proposed method as
shown in Fig. 2. Concretely, the proposed method consists of
two model training steps. In the first step, we train the teacher
model with a sentiment dataset. Second, we use knowledge
distillation and a novel sentiment loss to train the student
model with another sentiment dataset, which can utilize the
knowledge obtained in the teacher model. The teacher and
student model are optimized with the loss functions Lieycher
and Lgygene consisting of several losses, respectively, and the
student model is optimized after the teacher model has been
optimized. Hereafter, we explain the details of the proposed
method by mainly focusing on each loss included in the
teacher and student models in Section III-A and B, respec-
tively, and the way to predict the sentiment label is explained
in Section III-C.

A. TRAINING OF TEACHER MODEL

A sentiment dataset is used to train the teacher model in the
training of the teacher model. To make the teacher model
effectively learn affective structural information about images,
we define the total objective function of the teacher model as
follows:

Lteacher = Lys + Lyis + Liweet + Ladv’ (1)

where L, represents the total affective structural loss that
helps embed the sentiment features. L,;; denotes the total
embedding loss of visual features, and Liyeer represents the
embedding loss of tweet features that helps embed visual and
tweet features. L,q, denotes the adversarial constraint loss that
optimizes visual and semantic feature embeddings dynami-
cally.

1) Affective Structural Loss: The total affective structural
loss is defined as follows:

Las = Lye + Lw(zy) + Lw(zy’)v (2)

where L, denotes the reconstruction loss calculated by
the auto-encoder with fully connected layers, which em-
beds ANP features into the common embedding space h(x)
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FIGURE 2. Overview of the proposed zero-shot VSP method. We embed visual and several semantic features into the common embedding space to
optimize the model. Concretely, by optimizing the teacher model using several losses with tweet texts, we effectively compensate for the affective gap
between visual and sentiment features, making the teacher model more robust to the unseen sentiment labels. Here, we attempt to convert the
knowledge included in the pretrained text sentiment prediction model to the VSP model for training with different sentiment theories in the ZSL
framework. Moreover, in the training phase of the student model, the proposed method compensates for the domain gap between different sentiment
theories and improves robustness to unseen sentiments in new sentiment theories by using knowledge distillation and the sentiment loss.

as follows:

Lee = S&x) — S@)|13,
S@) = fF(Wah(x)), h(x) = f(WS(x)),

3)
“4)

where S(x) denotes the ANP features of an image x calculated
by the pretrained DeepSentiBank [8] model. f(-) denotes the
activation function. W and W denote the weight matrixes of
fully connected layers. S(x) denotes the reconstructed ANP
features. In this way, we construct a common embedding
space.

Next, we embed the sentiment feature z, extracted from the
sentiment label y by the Word2vec model, into the common
embedding space by a nonlinear embedding function ¢y(-).
To minimize the distance between sentiment and ANP fea-
tures in the common embedding space, the embedding loss is
used as follows:

Ly@) = |l h(x) — ¢u@)|3. Q)
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In addition, we use not only the sentiment feature z, but also
the sentiment feature z,, extracted from the text sentiment
label y', which is predicted from the texts of tweets using
the pretrained text sentiment prediction model [35]. That is,
we use Ly(zy) and Ly(zy) to calculate the embedding loss
of the sentiment features in (2). In this way, we use the af-
fective information extracted from tweet texts as the auxiliary
data.

To introduce the affective structural loss into the training
of the teacher model using the sentiment features extracted
from the sentiment labels, we need to prepare images with
the sentiment labels. Although there is an open dataset con-
taining images, texts, and sentiment labels [36], its kind of
sentiments is limited. Hence, we apply the pretrained text
sentiment prediction model to the tweet texts to increase the
kind of sentiments. Here, text sentiment prediction achieves
the high accuracy in the field of natural language processing
[37], [38], and we attempt to convert the knowledge included
in the text sentiment prediction model to the VSP model for
ZSL. In this way, our training framework of the teacher model
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can be regarded as weakly supervised learning because we
use only simple sentiments (positive, negative, and neutral) for
supervision.

2) Embedding Loss of Visual Features: To embed visual
features into the common embedding space, we combine vi-
sual and sentiment features using the embedding function
¢v(-), and then the embedding loss between visual and sen-
timent features is defined as follows:

L@) =l ¢v(v) — (@13, (6)

where v denotes the visual feature extracted from the image
x using the pretrained CNN. We define the embedding loss of
visual features as follows:

Lyis = Ly(zy) + Lv(zy). (N

3) Embedding Loss of Tweet Features: We introduce the
tweet features £, extracted from tweet texts using the pre-
trained Tweet2vec model [29], as the auxiliary data to better
compensate for the affective gap. The tweet features ¢ are also
embedded into the common embedding space by using a non-
linear embedding function ¢(-). We calculate the embedding
loss of tweet features as follows:

Lyear = | h(x) = @)I3+ | §o(0) — g5 (8)

By optimizing our model using the constraint of tweet fea-
tures, the common embedding space can improve the preserv-
ability of affective structural information.

4) Adversarial Constraint Loss: As both visual and seman-
tic feature embeddings are dynamically optimized, we need to
apply an adversarial constraint to fool the discriminator net-
work D. We define the adversarial constraint loss as follows:

x(logD(h(x))) + Ex(log[1 — D(¢y(v)D).  (9)

Note that we adopt the strategy of WGAN [39] to optimize
adversarial learning.

The affective structural loss L,s makes semantic features
have sentiment-related representations, whereas the visual
feature loss Lyis and the adversarial constraint loss L,q, make
the visual features better fit semantic features with the help
of the constraint of tweet features Liweet- By optimizing
the teacher model with these losses, we effectively com-
pensate for the affective gap between visual and sentiment
features, making the teacher model more robust to unseen
sentiment labels. In this way, semantic features can acquire
sentiment-related representations, and semantic features of
unseen sentiments more associated with visual features.

Lagy =

B. TRAINING OF STUDENT MODEL

To train the student model, we first initialize the student model
by creating a clone of the teacher model, which is trained in
Section III-A. In the training phase of the student model, we
use another sentiment dataset to train the student model to
improve the generalization ability for zero-shot VSP. To opti-
mize the student model, we define the total objective function
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as follows:

Lgudent = L + Lxp + Lgent, (10)

where L represents the same loss used in the teacher model
for the student model, Lxp represents the knowledge distilla-
tion loss and Lge represents the sentiment loss between the
teacher and student models.

1) Knowledge Distillation Loss: By optimizing the student
model using the knowledge distillation loss, the generalization
ability can be improved. We define the knowledge distillation
loss using KL(-, -), the Kullback-Leibler divergence [40], as
follows:

Lgp = KL(c(3*/T), 0 (5" /T)). (1)

where T represents the temperature parameter of knowledge
distillation, and o (-) denotes the softmax function. $* and §"
denote the sentiment predictions of the image x calculated by
the student and teacher models as follows:

A . 2
Y =argmin || ¢7'(v) — ¢y (zy) I3, m € {s, 1},
yexglrain

12)

where Y"1 are the sentiment labels used in the training of
the student model. {¢$(-), ¢3,(-)} and {@,(-), ¢L.(-)} denote
the embedding functions of the student and teacher models,
respectively.

2) Sentiment Loss: The sentiment 10ss Lgen; helps the stu-
dent model bridge the domain gap between different sentiment
theories using the relationship between the same sentiments in
different sentiment theories. The sentiment loss is defined as
follows:

1 J
Len = 23 [164@,) = 04,21
i=1 j=1

— 1165, (zy,) — 65 zy)I13 (13)

where y;, y; € Y°°™ represent sentiment labels. Y “°™ represent
common sentiments used in the training of both the student
and teacher models (Y™ = yain O yrain - and yirain peing
the sentiment labels used in the teacher model).

In the training phase of the student model, the proposed
method compensates for the domain gap between different
sentiment theories and improves robustness to unseen senti-
ments in new sentiment theories by transferring the knowl-
edge distilled from the teacher model. Besides, the novel
sentiment loss between the teacher and student models can
enhance sentiment discrimination capability and strengthen
the implicit relationships between sentiments.

C. TEST PHASE

In the test phase, we simply adopt the nearest-neighbor search
in the common embedding space for predicting the sentiment
label of the test image as follows:

§ = arg min || $}(v) — ¢},&)I13, (14)

yeylest
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where v denotes the visual feature of the test image x, zy
denotes the semantic feature corresponding to the unseen sen-
timent label y, and Y denotes the list of sentiment labels
in the sentiment theory for test data. ¥ denotes the predicted
sentiment label of the test image x. In this way, the label of
the test image x is predicted using the robust embedding space
constructed in the training phase of the student model.

IV. EXPERIMENT
In this section, we confirm the effectiveness of the proposed
zero-shot VSP method on several open datasets.

A. EXPERIMENTAL SETUPS

In this experiment, we used several open datasets based on
different sentiment theories as training and test sets. It should
be noted that the test set is different from the training set used
in the training phase of both student and teacher models.

Training set: We selected the Twitter for Sentiment Analy-
sis (T4ASA) dataset [36], which includes randomly collected
English tweets accompanied by images. The T4SA dataset
contains 1,179,957 tweets and 1,473,394 associated images
(some tweets have multiple associated images). These tweets
and images are labeled with one of three sentiments: negative,
neutral, or positive. We used 974,053 images from the T4SA
dataset after removing corrupted and near-duplicate images.
In addition, we apply the text sentiment prediction model
[35] to tweet texts in the T4SA dataset to train the teacher
and student models. Concretely, in the training set of the
teacher model, we used Ekman’s six sentiments (joy, fear,
anger, disgust, surprise, and sadness) [5] as the text sentiment
labels y'. In the training set of the student model, we used
Plutchik’s eight sentiments (joy, fear, anger, trust, disgust,
sadness, anticipation, and surprise) [41] as the text sentiment
labels y'.

Test set: We selected four datasets commonly used in VSP
tasks: the Flickr and Instagram (FI) dataset [42], ArtPhoto
(ART) dataset [43], Abstract Paintings (ABST) dataset [43],
and WEBEmo dataset [12]. The FI dataset was collected
from SNS using sentiment labels as keywords and contains
21,829 images labeled according to Mikels’ sentiment theory
(amusement, anger, awe, contentment, disgust, excitement,
fear, and sadness). The ART dataset, sourced from an art-
sharing website, contains 807 artistic images. The ABST
dataset contains 280 abstract paintings. Both the ABST and
ART datasets have images labeled using Mikels’ sentiment
theory, similar to the FI dataset. The WEBEmo dataset is a
large-scale web containing 267,438 images and is labeled by
25 fine-grained sentiments according to Parrott’s sentiment
theory [6] (joy, lust, envy, rage, zeal, neglect, horror, shame,
suffering, disgust, confusion, pride, anger, sympathy, zest, re-
lief, optimism, sadness, gratitude, cheerfulness, exasperation,
disappointment, nervousness, surprise, enthrallment, and con-
tentment).

As the zero-shot settings in the testing phase using the FI,
ART, and ABST datasets, we used four unseen sentiments
(amusement, excitement, awe, and contentment) that are not
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appeared in the training phase of both student and teacher
models. In the test phasing using the ABST dataset, we also
used all eight sentiments (including seen and unseen senti-
ments) for comparison with the ideal accuracy obtained from
human prediction.! In the testing phase using the WEBEmo
dataset, we used 20 unseen sentiments, which were grouped
by five sentiments with more fine-grained sentiments (Joy:
pride, zest, relief, optimism, enthrallment, contentment, and
cheerfulness. Love: affection, gratitude, and lust. Anger: exas-
peration, irritability, rage, and envy. Sadness: disappointment,
neglect, shame, suffering, and sympathy. Fear: horror and
nervousness).

We used ResNet-50 [44] pretrained on ImageNet [45] as
our backbone CNN, with the embedding feature dimension
set to 1,024. A fully connected layer was added before the
ReLU layer to embed visual and semantic features into the
common embedding space. Here, the pretrained ResNet-50
model is one of the most fundamental image encoder models,
and the various studies on the application of deep learning
adopt this model. By the same token, in the other studies on
zero-shot VSP [15], [16], only the ResNet50 model has been
adopted. Moreover, in the study on VSP [46], the authors
have adopted the ResNet50 model. In this way, these previous
studies demonstrated that the outputs of the ResNet-50 can
be enough to have the discrimination ability as the visual
features, and thus, we performed our experiments on the pre-
trained ResNet-50.

To demonstrate the effectiveness of sentiment-related infor-
mation in the proposed zero-shot VSP method, we adopted
conventional ZSL methods, DEM [47], RN [48], and
SAE [49] for comparison. Furthermore, as there are some
ZSL methods specific to VSP, we adopted ASE [15] and
AEF (state-of-the-art) [16] as the comparison methods. Note
that AEF is good at predicting the sentiments of images
on SNS, whereas ASE outperforms AEF in predicting the
sentiments of abstract paintings difficult to describe in hu-
man words. We evaluated the methods in terms of average
accuracy.

B. RESULTS AND DISCUSSION

1) RESULTS OF SENTIMENTS IN MIKELS' SENTIMENT THEORY
We experimented with the FI, ART, and ABST datasets with
four unseen sentiments to prove the effectiveness of the
proposed method. In addition, we used eight sentiments, in-
cluding four seen sentiments in the ABST dataset, to evaluate
all methods, including human prediction results for reference.
Here, by comparing the human prediction results with these
methods, we cannot only observe the difference between each
method and human intuition but also demonstrate the diffi-
culty of the VSP task. We present the experimental results in
Table 1.

"Human prediction in the ABST dataset was based on the voting results
of annotators. The ground truth was determined by a majority vote of ap-
proximately 10 annotators per image. The human prediction accuracy was
the proportion of annotators who voted for the same sentiment as the ground
truth. Note that this result was originally included in the ABST dataset.
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TABLE 1. Accuracy on Fl, ART, and ABST Datasets. The Bolded Text Represents the Highest Accuracy, Whereas the Underlined Text Represents the Second
Highest Accuracy. The “number of Sentiments” With 2, 3, or 4 Refers to Testing With 2, 3, or 4 Sentiments of the 4 Unseen Sentiments (Amusement,
Excitement, Awe, and Contentment). Specifically, We Conducted Experiments on All Possible Combinations (E.g., When Considering 3 Sentiments, There

wu

are 4 Possibilities: “amusement, Excitement, Awe,

amusement, Excitement, Contentment,

wu

amusement, Awe, Contentment,” and “excitement, Awe,

Contentment”) and Then Calculated the Average Results for Each Case. This Experimental Setting Was Referred to [15], [16]

FI ART ABST
Number of sentiments 2 3 4 2 3 4 2 3 4 8

DEM [47] 56.51% | 52.20% | 36.21% | 50.87% | 40.12% | 26.43% | 59.41% | 35.62% | 25.50% | 18.57%

RN [48] 56.77% | 51.91% | 35.62% | 51.33% | 38.54% | 24.23% | 58.64% | 34.09% | 24.39% | 17.14%

SAE [49] 53.48% | 49.02% | 35.17% | 51.59% | 39.73% | 25.37% | 58.73% | 36.81% | 26.11% | 18.21%

ASE [15] 69.15% | 61.19% | 43.38% | 54.07% | 44.80% | 30.91% | 61.75% | 40.73% | 33.20% | 21.79%

AEF [16] 68.79% | 61.83% | 44.26% | 54.13% | 45.32% | 31.64% | 61.21% | 40.49% | 32.88% | 21.43%
human prediction - - - - - - - - - 38.61%
PM 70.72% | 62.31% | 46.39% | 55.00% | 45.15% | 33.14% | 62.94% | 40.95% | 34.13% | 22.14%

The effectiveness of incorporating knowledge distillation
and sentiment loss into our method was proved by comparing
the proposed method (PM) with AEF, which used the same
semantic features but without employing knowledge distilla-
tion or sentiment loss. According to the results, classic ZSL
methods such as DEM, RN, and SAE are remarkably outper-
formed by methods that utilize sentiment-related information
such as ASE, AEF, and PM. When comparing ASE, AEF, and
PM, although the state-of-the-art method AEF performed well
on datasets related to images on SNS, especially on the ART
dataset, AEF was still inferior to ASE for abstract paintings
in the ABST dataset. Conversely, although PM performed
slightly worse than AEF when the sentiment setting was three
in the ART dataset, it outperformed AEF in all other ex-
perimental settings, including the ABST dataset. Therefore,
comparing PM with other methods, PM outperformed other
methods on these datasets, which proved its effectiveness and
robustness.

Regarding the FI dataset, PM achieved an accuracy of
70.72% for two sentiments, 62.31% for three sentiments, and
46.39% for four sentiments. These results were significantly
higher than those achieved by other methods, including the
state-of-the-art zero-shot VSP method, AEF, which achieves
68.79%, 61.83%, and 44.26%, respectively. For the ART
dataset, PM achieved an accuracy of 55.00% for two senti-
ments and 33.14% for four sentiments, which were also higher
than those achieved by other methods. Besides, PM achieved
an accuracy of 45.15% for three sentiments, which was close
to the 45.32% achieved by the state-of-the-art VSP method,
AEF. Similar trends can be observed in the ABST dataset for
two- and four-sentiment settings.

For eight sentiments (4 unseen sentiments and 4 seen senti-
ments) on the ABST dataset, PM also outperformed the other
methods in all sentiment settings. Specifically, PM achieved
an accuracy of 22.14% for eight sentiments, which was most
close to the human prediction results. It can be seen that the
average human prediction result is only 38.61%, indicating
the difficulty of the VSP task because each person’s intuition
varies. Furthermore, because the absolute value of the human
prediction results were low, small improvements in accuracy
for the PM are meaningful. Thus, although PM was only
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0.35% higher than the second-best method, we proved the
effectiveness of PM.

2) RESULTS OF SENTIMENTS IN WEBEMO DATASET

We experimented with the WEBEmo dataset to further vali-
date the effectiveness and robustness of PM. To demonstrate
that PM is capable of performing more detailed classifica-
tions of sentiments, we conducted experiments using more
fine-grained sentiments of five groups. We show the experi-
mental results in Table 2. On this dataset, PM outperformed
the other methods for most sentiments. Specifically, for the
“Joy” category, PM achieved the highest accuracy of 18.29%,
outperforming the second-best method, AEF, by 0.72%. For
the* Love” category, PM also achieved the best accuracy of
39.17%, which was 1.45% higher than that of the second-best
method, ASE. For the “Anger” category, PM was demon-
strated its superiority with an accuracy of 31.41%, surpassing
the second-best method, AEF, by 0.75%. For the “Sadness”
category, PM achieved the highest accuracy of 22.10%, out-
performing the second-best method by 0.16%.

According to the results, PM, which was trained with Ek-
man’s six sentiments and Plutchik’s eight sentiments, can
effectively leverage the sentiment-related information learned
through knowledge distillation and sentiment loss for more
fine-grained sentiment prediction with more than two senti-
ments. Conversely, when there are two candidate sentiments
in the Fear sentiment, the number of sentiments can be too
small for PM to effectively exploit the distance relationships
between different sentiments. Thus, the performance of PM
for the Fear sentiment is inferior to that of ASE and AEF.
Although PM did not achieve the highest accuracy for the Fear
sentiment, its performance of 60.93% was very close to the
best-performing method, ASE achieving 62.20%.

By analyzing and comparing the zero-shot VSP results, PM
demonstrated higher accuracy in predicting various sentiment
labels compared with the other methods, which tend to con-
fuse these sentiments with other sentiments. It is confirmed
that PM effectively using cross-domain knowledge is robust
to cross-domain sentiments when the target sentiments are
fine-grained.
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TABLE 2. Accuracy on the WEBEmo Dataset. We Grouped 20 Unseen Sentiments From the WEBEmo Dataset Into Their Corresponding Sentiment
Categories and Then Tested the Methods on Them (E.g., We Predicted the Sentiment Label From Three Sentiments in the “love” Group and From Two

Sentiments in the “fear” Group)

. Joy . Lox{e Anger Sadness Fear
(pride, zest, relief, (affection, A o . .
o R (exasperation, irritability, (disappointment, neglect, (horror,
optimism, enthrallment, gratitude, X

contentment, cheerfulness) Just) rage, envy) shame, suffering, sympathy) nervousness)

DEM [47] 15.39% 34.51% 27.25% 21.10% 53.65%
RN [48] 14.11% 33.29% 26.66% 19.16% 54.76%
SAE [49] 14.80% 35.02% 27.31% 20.85% 51.86%
ASE [15] 17.34% 37.72% 29.92% 21.94% 62.20%
AEF [16] 17.57% 37.40% 30.66% 21.81% 61.77%
PM 18.29% 39.17% 31.41% 22.10% 60.93%

TABLE 3. Ablation Studies of Each Part of the Losses of the Student Model. Note That AS1 Represents Ablation Study 1, and AS2 Represents Ablation
Study 2. Note That 2, 3, or 4 of FI, ART, and ABST Refer to Testing With 2, 3, or 4 Sentiments Out of the 4 Unseen Sentiments Like the Settings in Table 1

FI ART ABST
Loss L} Lxp | Leen 2 3 7 2 3 7 2 3 7
PM V| v [ v [ 7072% | 62.31% | 46.39% | 55.00% | 45.15% | 33.14% | 62.94% | 40.95% | 34.13%
AS1 Vv 69.12% | 61.72% | 46.10% | 54.28% | 44.49% | 32.38% | 61.72% | 39.79% | 33.37%
AS2 v v | 69.48% | 61.20% | 45.93% | 54.78% | 45.18% | 33.62% | 62.89% | 40.57% | 33.82%
Teacher model [16] | v 68.79% | 61.83% | 44.26% | 54.13% | 45.32% | 31.64% | 61.21% | 40.49% | 32.88%

C. ABLATION STUDY

Table 3 shows the experimental results of the ablation studies
to demonstrate the effectiveness of each part of the student
model’s losses. In this experiment, we performed ablation
studies on knowledge distillation and sentiment losses since
the other losses in the teacher model have already been shown
to be effective in [16]. PM used the sum of L, Lxp, and Lgen;
as the total objective loss in the training of the student model.
Conversely, in teacher model that is AEF [16], we used only
the sum of L, in the ablation study 1 (AS1), we used the sum
of L and Lgp as the total objective loss, and in the ablation
study 2 (AS2), we used the sum of L and Lgep as the total
objective loss. As compared above, PM is superior to teacher
model [16], which indicates that the use of several sentiment
theories for training through the knowledge distillation frame-
work is effective.

For the FI dataset, AS1 and AS2 demonstrated varying
levels of accuracy for different numbers of sentiments. Specif-
ically, AS1 outperformed AS2 for three and four sentiments,
whereas AS2 outperformed AS1 for two sentiments. This
difference indicated that using Lxp and Lgep, individually can
improve the performance to some extent, but the combination
of both loss functions in PM leads to the best results. Sim-
ilar trends can be observed in the ABST dataset, where PM
outperformed the ablation studies.

For the ART dataset, AS2 achieved an accuracy of 54.78%
for two sentiments, 45.18% for three sentiments, and 33.62%
for four sentiments, which outperformed PM for three and
four sentiments. These results show that Lgeye is more ef-
fective than Lkxp for images with artistic styles such as the
images in the ART dataset (consisting mainly of art pho-
tographs). As a result, PM achieved an accuracy of 55.00%
for two sentiments, which outperformed the accuracy of AS2
(54.78%).
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V. CONCLUSION

This article has proposed a zero-shot VSP method based
on cross-domain knowledge distillation. By introducing
knowledge distillation and a new sentiment loss between the
teacher and student models using cross-domain sentiments,
the proposed method can compensate for the domain gap
between sentiment theories and improve sentiment discrimi-
nation capability. In the experiment on several open datasets,
the proposed method outperformed other methods, including
the state-of-the-art method.

The importance of each loss component in the proposed
method cannot be inferred or adjusted although there are
several loss components. Therefore, in future work, such im-
portance should be adjusted by introducing hyperparameters
corresponding to each loss component, and a detailed exami-
nation when changing them is needed.
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