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ABSTRACT Whispered speech is a quiet voice without vocalization. One of the common cases of using
whispered speech is a technique that can help overcome stuttering. But whispered speech can be uncom-
fortable and difficult to understand in everyday communication. To address these problems, we propose a
method of low-delayed whisper-to-speech voice conversion, which can be useful in real life communication
of people with disordered speech. As part of our research, we study the impact of streaming Automatic
Speech Recognition models on the quality of voice conversion, comparing different streaming models and
methods for model adaptation to streaming settings, and showing the importance of using such models in
cases of low-delayed voice conversion.

INDEX TERMS Speech recognition, voice conversion, disordered speech, whisper-to-speech processing.

I. INTRODUCTION
Despite the huge progress in developing speech processing
tools for various types of disordered speech there is still room
for improvement. In this research we concentrate on the stut-
tering problem. Based on our literature review there are only
several works regarding the stuttering problem. These studies
discover different aspects such as detecting stuttering type [1],
recognizing and even synthesizing [2] stuttering speech. But
in this investigation the focus is on a solution which can
partially help to control stuttering. According to [3], one of
the techniques which can help to overcome stuttering is whis-
pered speech. But whispered speech lacks naturalness due to
absence of the fundamental frequency (F0). Thus, we aim to
create a system capable of transforming whispers into regular
speech and apply this method to real-time processing.

The majority of novel voice conversion (VC) systems
adopt the following scheme. The whole system usually con-
sists of three parts: an Automatic Speech Recognition (ASR)
encoder for phonetic posteriorgrams (PPGs) extraction, a
decoder taking PPGs features as input to predict mel spectro-
grams of target audio and a vocoder for synthesizing audio.
The acoustic-phonetic distinctions between whispered and
regular speech lead to substantial degradation of ASR sys-
tems [4]. However, according to [5] a small set of whispered
or pseudo-whispered data used for adaptation brings signifi-
cant improvements in ASR systems quality. Thus, the model

trained on a large amount of speech can be easily adapted to
the whispered domain. Also, the recent breakthrough in self-
supervised learning (SSL) allows to obtain well-performing
ASR models having only a few hours of labeled data [6]. But,
unfortunately, the design of SSL training makes streaming
mode challenging for such models.

This paper proposes the following contributions:
� We demonstrate the ability of HuBERT [7] model pre-

trained with SSL to work in a streaming mode after an
attention context masking or chunk-wise fine-tune train-
ing procedure.

� We show the importance of using a streaming encoder
model to improve the quality of low latency whisper-to-
speech VC.

� We propose an online VC system adapted to the whis-
pered speech domain and evaluate the results on various
test datasets.

Samples from our conversion systems and several publicly
available systems can be found on the demo page.1

II. RELATED WORKS
A large variety of VC methods have been studied recently.
However, such methods show poor audio quality when applied
to whisper-to-speech VC. One of the important problems in

1[Online]. Available: https://whisper2speech.github.io
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developing whisper-to-speech VC systems is the lack of ap-
propriate data for training. Usually, parallel whisper-voiced
dataset or at least labeled whisper data is needed to train
the whole system. While there are tools available for produc-
ing voice to whisper conversion, such pseudo-whispered data
sounds unnatural.

A. WHISPER-TO-SPEECH VOICE CONVERSION
To authors knowledge, there is a lack of literature address-
ing to the whispered speech conversion problem, particularly
in the context of streaming whisper-to-speech VC system.
However, a variety of architectures was used for whisper-to-
speech VC task earlier: Gaussian Mixture Models (GMM) [8],
Sequence-to-Sequence models [9], Recurrent Neural Net-
works (RNN) [10] and different generative architectures. For
instance, in [11] authors propose MelGAN [12] and VQ-
VAE [13] based approaches adapted to whispered speech
conversion. Parallel dataset of whispered and regular speech
was used for the adaptation. Also the models objective
functions were modified to fit the target conversion task.
According to [11], the MelGAN based model outperforms
VQ-VAE and DiscoGAN [14] based approaches.

The DiscoGAN model is also implemented in [15]. In this
research the authors focus on improving F0 reconstruction us-
ing separate models for Mel-frequency Cepstral Coefficients
(MFCC) and F0 prediction. However, the training scheme is
organized in a 2-step way and the model for F0 prediction
relies on the output from CycleGAN trained to reconstruct
MFCC. This leads to noise in prediction and lack of speech
naturalness in the final conversion. In order to solve this
problem, in [16] propose to use CinC-Gan for more effective
F0 prediction. The authors rely on simultaneously predicting
F0 from the MFCC features of converted speech via joint
training. According to them, such a scheme provides better
quality both in objective and subjective terms relatively to the
described CycleGAN based approach.

Alternatively, in [17] the authors rely on the power of SSL
models and propose an encoder-decoder approach, where the
encoder is a fine-tuned HuBERT model [7] and the decoder
is a modified FastSpeech2 system [18]. Then a HI-FI GAN
vocoder [19] is employed to convert the mel-spectograms to
speech waveform. As it was demonstrated by the authors, the
converted waveforms reveal a lower Word Error Rate (WER)
compared to the original whisper waveforms. However, all
tests were performed only on part of the WTimit dataset,2

while another part was reserved for the training procedure.
While the model presented in the paper intended to operate in
real-time scenario, there is no information provided about its
streaming capabilities.

B. SSL MODELS
Self-supervised learning models have gained significant at-
tention in the recent research of acoustic representations for

2[Online]. Available: http://www.isle.illinois.edu/sst/data/wTIMIT/

various tasks. One key advantage of these models is their
ability to achieve excellent result in various tasks even with
limited amounts of data through the fine-tuning procedure.
Initially, SSL models were primarily used in speech recogni-
tion [6], [7]. Subsequently, similar approach was successfully
extended to another speech processing tasks such as language,
emotion, speaker recognition [20], [21] and VC [22]. While
the real-time scenarios are highly important use cases for
ASR models, the streaming scenario is often challenging for
such models since SSL pre-training procedure is performed
on full-length files without streaming mode adaptation.

C. STREAMING ASR MODEL
Usually, RNN or Convolution Neural Network (CNN) based
models [23] are successfully used for real-time processing,
but have limited speech recognition capabilities. In contrast,
transformer based models show high quality speech recogni-
tion, but can degrade significantly in streaming conditions due
to limited available context. Several methods were proposed
to adapt transformer models to streaming conditions. In [24]
Transformed Transducer models are suggested. The idea is to
replace RNN-based encoder in the RNN-T architecture with
transformer blocks and use context masking for transformer
layers to simulate limited context in training mode. But this
method still has significant restrictions, since the look-ahead
context grows with the number of stacked transformer layers.

Another example of context masking proposed in the
Conformer U2++ model [25] suggests a unified model for
streaming and non-streaming conditions. The dynamic chunk
training strategy used to achieve sufficient results both in
streaming and non-streaming mode. The Augmented Memory
(AM-TRF) approach proposed in [26] is built to reduce com-
putation in processing of the long-range left context. However,
proposed scheme is difficult to parallelize and has duplicate
computations. The Emformer approach [27] is created to
overcome these limitations. One of the key improvements is
the caching mechanism to prevent extra computations for the
left context block.

III. DATASETS
This section describes the datasets used to train various mod-
els in the whisper-to-speech VC pipeline, as well as the test
datasets used to assess the quality of the resulting systems.

A. ENCODER TRAINING
All datasets used for the encoder model training and their
description listed in Table 1. Whisper-DS is a dataset con-
taining whispered speech collected from different sources.
We increase the sampling probability for whispered speech
data to 0.2 for each utterance in a batch during the training
procedure. All audio transcriptions are preprocessed with text
normalization tools and converted into phoneme transcription
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TABLE 1. Encoder Trainig Datasets

with the espeak backend.4 Thus, the resulting vocabulary con-
sists of 59 phonemes. We have found that using a phoneme
vocabulary instead of a grapheme vocabulary for the Text-to-
Speech system [32] improves the quality of whisper-to-voice
conversion and apply this approach for training ASR systems
in our subsequent experiments.

B. DECODER TRAINING
For the decoder training LibriTTS [33] and VCTK [34] cor-
pora are used. The VCTK corpus includes data from 110
speakers with a total duration of 44 hours sampled at 48 kHz.
The LibriTTS corpus consists of 585 hours of speech data
from 2456 speakers sampled at 24 kHz. LibriTTS is a subset
derived from the LibriSpeech dataset. We randomly choose
2% of all utterances for our validation subset and use the rest
of the data for training.

We resample data to 22050 Hz and extract 80-dimensional
log mel-spectrograms with a window size equal to 1024 sam-
ples and a hop size equal to 256. As these datasets do not
contain any whispered speech samples, all data is converted
to whisper with the Praat Toolkit 5 before encoder feature
extraction. As it was noted in introduction, such toolkit is
incapable of generating high-quality whisper audio. However,
in the absence of a publicly available whisper-speech parallel
dataset, we find such whisper data useful for our experiments.

C. VOCODER ADAPTATION
To adapt the system to single speakers we use one speaker
from HI-FI TTS [35] for male and LJ Speech [36] for female
voices, respectively. From HI-FI TTS we choose a speaker
with the largest total duration of recorded speech (in clean
environment). Finally, we use approximately 24 hours of data
for each male and female voice, correspondingly. Here the
train datasets are also converted to whisper with the Praat
toolkit for feature extraction.

3[Online]. Available: https://www.openslr.org/resources.php
4[Online]. Available: https://github.com/bootphon/phonemizer
5[Online]. Available: https://www.praatvocaltoolkit.com/whisper.html

D. TEST DATASETS
In this section we describe the datasets used both for ASR
and VC systems evaluation. Various whispered and voiced
datasets are used for testing purposes.

LibriSpeech test-other: This dataset contains recordings
from 33 speakers with a total duration of 5.1 hours, collected
from the LibriVox corpus. Although this dataset does not
contain any whispered audio samples, we use it for overall
validation of the results of the encoder models in different
cases.

Chains dataset: This dataset contains recordings from 36
speakers collected in different conditions. In our experiments
we use regular speech (Chains-S) and whispered speech
(Chains-W) conditions. Each speaker reads a set of sentences
in a regular speech and then reads the same sentences in a
whispered speech. The total duration of used data is approxi-
mately 2.5 hours. We use all of this dataset to test the quality
of our VC systems in various ways.

Spontan dataset: As there are no publicly available datasets
which include spontaneous whispered speech, we have
recorded and compiled the Spontan dataset. Our aim was to
gather a test dataset that accurately reflects real-world scenar-
ios. The resulting Spontan dataset contains 240 files with a
total duration of approximately 1.1 hours. During the record-
ing process, 6 speakers were asked 20 questions and their
whisper responses were simultaneously recorded on micro-
phones of different types. To increase the diversity of recorded
data, we utilized 4 different types of microphones during
recording — 2 microphones per speaker. We use this dataset
for testing the quality of our VC systems.

IV. SYSTEM DESCRIPTION
Our system is based on the PPG-VC [37] approach with
significant modifications of the encoder and decoder parts
and adaptation of these parts to the streaming mode. In this
approach, the data is processed sequentially. The source whis-
pered speech is processed by encoder model, the received
PPGs and speaker identity vector are input to the decoder
model. Decoder converts the input features into log-mel spec-
trograms, which are further processed into regular speech
using vocoder model.

A. STREAMING VOICE CONVERSION INFERENCE
To support low-latency whisper-to-speech VC, we implement
chunk-wise inference for each model in the overall pipeline.
Data is processed in chunks, which consist of the left context
part, the center context part, and the look-ahead part. The left
context contains cached past data and is useful for adding
previous information to the model. Center context is a newly
arrived part of data that will be converted into speech. The
look-ahead is a small part of the latest arrived data, which can
be discarded from post-processing, but is important for accu-
racy of center context processing. As models iteratively use
the processed result of the previous pipeline model, the total
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overall pipeline delay is a sum of the largest used center con-
text part and all look-ahead parts. To reduce the overall time
delay, we use the same chunk size for the encoder, decoder
and vocoder pipeline models and close to zero look-ahead
chunk part for the decoder and vocoder. The left context size,
central context size, and look-ahead size used in this paper
were chosen to maximize VC audio quality while maintaining
low streaming delay and small redundant computations.

B. ENCODER
In our experiments two different checkpoints of the HuBERT
Large model [7], which often used in VC tasks [17], [22], [38]
are used. In most experiments, SSL pre-trained on the Libri-
Light dataset and fine-tuned on LibriSpeech dataset model
(HuBERT-LL-LS) are used, but we also experiment with only
an SSL pre-trained model (HuBERT-LL).

1) STREAMING MODE ADAPTATION
At first, we experiment with the adaptation of the HuBERT
model to streaming mode. For this, we propose two different
methods. The first is based on the commonly used principle
of masking attention context in the transformer layers of the
acoustic model, where a combination of upper and lower
triangular matrices is used. As a result of our research, we
set the number of non-zero right diagonals to 40 tokens or
0.8 seconds and the number of non-zero left diagonals to 120
tokens or 2.4 seconds, which correspond to high full-length
transcription quality and also decrease WER in streaming
processing. Note, that the use of a triangular attention mask
limits the receptive field of the first transformer blocks, how-
ever, this effect decreases with each subsequent transformer
layer. We found this method not useful for fine-tuning of the
HuBERT-LL-LS model directly, but it can be applied for the
adaptation of HuBERT-LL model.

The second method, which can be named chunk-wise fine-
tuning can be used for the adaptation of both HuBERT-LL and
HuBERT-LL-LS models for the streaming mode. The main
idea of this approach is to make inference and training passes
more similar. To implement such a scheme we split the full
waveform to small chunks, process each chunk separately and
then concatenate computed logits to perform one backward
pass. This decreases the receptive field for the convolution and
transformer layers, allowing us to train the model on short
chunks without speech recognition quality degradation and
the necessity to build an alignment between transcription and
speech. Schematically our approach is presented in Fig. 1.

Parameters of the experiments with the HuBERT-LL and
HuBERT-LL-LS models streaming mode adaptation are de-
scribed in the Table 3. During warp-up iteration are trained
only on the new softmax matrix. After completing the full
training process we additionally fine-tune the models for 15 K
iterations using the chunk-wise approach with the chunk pa-
rameters chosen randomly for each iteration in specificated
bounds.

FIGURE 1. Chunk-wise adaptation of the ASR acoustic model for
streaming mode. B,C and T are batch, channel and time feature dimension.

TABLE 2. WER Result on LibriSpeech Test-Other Dataset for Different
Streaming Configuration,%

The results of our experiment and their comparison with
the EM-36L [27], Streaming Zipformer-T 6 and Conformer
U2++ 7 streaming ASR models are described in Table 2. For
the streaming case, the left context size, center context size,
and look-ahead are equal to 2 s, 0.4 s, 0.4 s and 1 s, 0.3 s,
0.2 s, respectively. For EM-36 L we used one configuration
where left context size, center context size, and look-ahead are
1.28 s, 0.64 s, 0.32 s. For Conformer U2++, these are 2.52 s,
0.84 s, 0 s and 1.08 s, 0.54 s, 0 s. For Streaming Zipformer-T,
these are 3.2 s, 0.8 s, 0 s and 0.96 s, 0.48 s, 0 s. Note, since the
models architecture are different or publicly unavailable,
nearest HuBERT streaming evaluation setting configura-
tion in terms overall streaming delay and left context size
is chosen for each model.

Based on the presented results, it can be concluded that
chunk-wise fine-tuning improves the quality of the ASR
model in terms of WER on different streaming configurations
with a slight decrease in WER on full-length files. Atten-
tion masking is useful too, but it decreases the quality of
full-length speech recognition. Also, for the latency-tolerance
streaming configuration, HuBERT might be a better choice.
For further experiments we choose HuBERT LL-LS and
streaming Zipformer-T models, and did not select the Em-
former model due to lack the of an official checkpoint and
difficulties in training the model.

6[Online]. Available: https://huggingface.co/Zengwei/icefall-asr-
librispeech-pruned- transducer-stateless7-streaming-2022-12-29

7[Online]. Available: https://github.com/wenet-e2e/wenet/tree/main/
examples/gigaspeech/s0
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TABLE 3. Hyperparameters of Streaming Mode Adaptation and Whispered
Domain Adaptation Experiments

2) WHISPERED DOMAIN ADAPTATION
In this part we present experiments with the adaptation of
the model to the whispered domain. The parameters of the
experiment are described in the Table 3. The HuBERT-LL-LS
checkpoint with discarded linear head layer is used; for the
warm-up iterations only the new softmax matrix is trained
and then all layers except for the feature extractor are un-
freezed for all the remaining iterations. We choose the best
checkpoints in terms of Phoneme Error Rate (PER) on the
Spontan and LibriSpeech test-other datasets for subsequent
voice conversion experiments, discussed in Section V.

C. DECODER
We use the Tacotron 2 [39] model as a decoder with some
changes from the baseline caused by differences in input
features and the online attention mechanism. The ECAPA-
TDNN [40] model is used for speaker identity extraction
instead of the d-vector model because it provides better
speaker identity quality compared to the d-vector model. The
pitch processing part is discarded from the model due to a
lack of pitch information in a whispered audio. Nearest inter-
polation is used to synchronize the time resolution between
features at the decoder input and encoder output.

We also experiment with chunk-wise data preparation and
extract features with the parameters for left context size,
center context size, and look-ahead: 4 s, 0.4 s, and 0.4 s,
instead of full-file feature extraction implemented in the orig-
inal approach. The results of our experiments are described in
Section V.

D. VOCODER
As a vocoder we use a pretrained HI-FI GAN model [19].
We fine-tune the base model using log-mel spectrograms pre-
dicted by a trained decoder to adapt the vocoder to such
features. Only single-speaker datasets are used during fine-
tuning, thus our final model introduces any-to-one VC.

TABLE 4. Comparison of Speech Recognition Quality by WER Between
Encoders, %

E. EVALUATION METRICS
For ASR encoders evaluation experiments we use WER and
PER metrics. To compare audio outputs from voice conver-
sion systems we use both objective and subjective metrics.
As a subjective, a widespread Mean Opinion Score (MOS)
measure is used. The process of MOS [12], [17] evaluation
is designed as follows. We randomly choose 10 files from
the Spontan and Chains-W datasets and prepare outputs from
several conversion systems. Each utterance was evaluated by
20 volunteers on a 1–5 scale, where 1 is the worst qual-
ity of audio and 5 is the best. Participants were asked to
measure naturalness and clarity of given recordings. As an
objective metric for the conversion system, WER computed
with the Conformer-Transducer-Large model for English ASR
(Conformer-T-L) 8 is used. Note, that before WER calculation
for whisper-to-speech VC on Spontan and Chains-W datasets,
we first convert the original whispered speech of different
speakers into the regular speech of one speaker.

V. EXPERIMENTS
In this section we describe our main results. Firstly, we
compare the quality of different ASR models on whispered
and regular speech in terms of WER. For this evaluation
the official pretrained checkpoints are used. The results are
presented in Table 4. Significant quality degradation is seen
on whispered speech data in contrast to regular speech when
comparing the WER metric on the speech part of the Chains
dataset (Chains-S) and whispered one (Chains-W). Also, re-
markable differences in the quality of described encoders in
general are observed. For instance, the Whisper-L model out-
performs HuBERT-LL-LS model more than twice. However,
using the best ASR encoder in terms of WER on the speech
recognition task does not necessarily lead to getting the best
whisper-to-speech VC system.

Next, we compare the quality of the full whisper-to-speech
VC system in terms of WER. The comparison of systems
based on different encoders is presented in Table 5 for the
Spontan and Chains-W datasets. In these experiments PPGs
(for the HuBERT-LL-LS encoder) and embeddings from the
last encoder layer (for Whisper-L, Zipformer-T, Conformer-
T-L encoders) are used for training decoder model. All other
hyper-parameters were similar at time of decoder training.
The system based on the HuBERT-LL-LS encoder performs
better on the Chains-W dataset and has similar results with

8[Online]. Available: https://catalog.ngc.nvidia.com/orgs/nvidia/teams/
nemo/models /stt_en_conformer_transducer_large
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TABLE 5. WER After Whisper-to-Speech VC on the Spontan and Chains-W
Test Sets Computed With Conformer-T-L,%. For the Case of Streaming Left
Context Size, Center Context Size, and Look-Ahead are 2 s, 0.4 s, 0.4 s and
1 s, 0.4 s, 0.3 s, Respectively

Whisper-L on the Spontan dataset. We choice HuBERT-LL-
LS encoder as our baseline system for other experiment.
We did not select the Whisper-L model because the base
architecture cannot be used for stream processing without ex-
cessive computational cost, and the commonly used speedup
techniques (VAD, batching) [43] are not applicable to the
streaming VC task. Although the Zipformer-T based system
has good streaming performance, we did not select this due to
significantly high WER values in whisper-to-speech VC.

We propose several improvements to the training scheme of
the baseline system. Firstly, we prepare encoder features for
the decoder training in chunk mode described in Section IV-C
and get an improvement in terms of WER for streaming
whisper-to-speech VC. Secondly, adaptation to the whispered
speech domain for encoder described in Section IV-B2 is
used which improves the quality of whisper-to-speech VC
for all test cases. We also observe more significant improve-
ments for the Spontan dataset which are due to spontaneous
whispered data additionally used during training. Thirdly,
we apply a chunk-wise fine-tuning approach, described in
Section IV-B1 for encoder training and get improvement
in terms of WER in various streaming configurations. And
finally, we compare our models with the default PPG-VC
model and MelGAN approach described in Section II-A. Ac-
cording to the presented results our best system significantly
outperforms the original PPG-VC and MelGAN approaches.
We present all results of the described experiments in
Table 5.

TABLE 6. MOS Evaluation Results With 95% Confidence Interval for the
Chains-W and Spontan Datasets

In Table 6 we present the outcomes of MOS evaluation.
As it is found the results of MOS assessment mostly corre-
late with objective evaluation. The original PPG-VC model,
which performs poorly in terms of WER metric, also has
a lower MOS value. It can be seen that the system based
on a chunk-wise fine-tuned encoder adapted to whispered
speech shows a higher MOS value than the system based
on the original HuBERT-LL-LS on the complicated Spontan
dataset.

VI. DISCUSSION
Despite a significant increase in audio quality of the whisper-
to-speech VC using the chunk-wise training approach for
HuBERT-LL-LS model, some issues remain unresolved.
Firstly, the values of WER on the initial whisper data and after
conversion on Chains-W are comparable, but inferior to the
quality of the original speech recognition on Chains-S pre-
sented in Tables 4, 5. This indicates that the conversion result
is still worse than speech. Secondly, we are currently unable to
take advantage of joint encoder-decoder ASR models such as
transducers, seq2seq approaches, etc. These models typically
outperform the single encoder model in terms of WER, but
transferring this improvement to conversion may be challeng-
ing due to the time resolution mismatch between original
audio and model features. To further improve the audio quality
of low-delayed conversion, experiments with the adaptation
ASR model to streaming settings seem important. Also, the
problem of any2any whisper-to-speech VC is unresolved in
our paper, despite the importance of maintaining the speaker
identity for comfortable communication between people.

VII. CONCLUSION
In this paper, a method of low latency whisper-to-speech voice
conversion was proposed. Several approaches to adapt Hu-
BERT model to streaming settings were considered, and their
influence on the quality of low-delayed speech recognition
and voice conversion was shown. As a result, the audio quality
of the whisper-to-speech VC was significantly improved. This
improvement was obtained in processing of full files as well as
in streaming mode scenario and compared with the available
baseline systems on whispered speech datasets.
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TABLE 7. Comparison of ASR Quality With Google Cloud STT After
Whisper-to-Speech Voice Conversion (W2S VC) With Our Model and
WESPER System on the Wtimit Test Set

FIGURE 2. PER on Spontan and Chains-W test sets for proposed streaming
and whisper mode adapted ASR model. Streaming delay is sum of center
context and look-ahead; left context set to 2 s, “full” corresponds to the
processing of files entire.

APPENDIX A
A1. STREAMING ASR MODELS FOR CONVERSION
In this additional study, we explore in more detail the impact
of streaming encoder speech recognition quality on real-time
whisper-to-speech VC audio quality. The whisper-to-speech
VC system fine-tuned into whisper domain models are used.
We compare the encoder models trained for full file process-
ing (HuBERT-LL-LS) with the ones adapted for streaming
mode with chunk-wise (HuBERT-LL-LS-ch) and attention
context masking with chunk-wise (HuBERT-LL-ch) methods.
First, we compare only encoder models in terms of PER
on Chains-W and Spontan datasets. Results are shown in
Fig. 2. We can see that the degradation in PER for more
complex streaming cases is reduced when using the proposed
streaming methods, especially attention context masking with
chunk-wise approach. However, in Table 8 the best conversion
quality in terms of WER is achieved when using into VC
pipeline an encoder that is not the best for streaming. Based
on the obtained results, it can be assumed that a good quality
of speech recognition on full files and least degradation in
streaming mode both are necessary for the best audio quality

TABLE 8. WER After Whisper-to-Speech VC on Spontan and Chains-W Test
Sets Computed With Conformer-T-L,%. For the Case of Streaming Left
Context Size, Center Context Size, and Look-Ahead are 2 s, 0.4 s, 0.4 s and
1 s, 0.4 s, 0.3 s

of VC. However, this result requires further research of vari-
ous combinations of encoders and decoders in one conversion
pipeline for different training approaches.

A2. COMPARISON WITH THE WESPER SYSTEM
In this additional study, we compare our results with results
of the WESPER model proposed in [17]. Evaluation is done
on the wTimit dataset. In this dataset 48 speakers were asked
to pronounce prompts from the TIMIT dataset in normal and
whispered speech. Due to the lack of detailed information
about the test settings in [17] the WESPER results are not
reproducible. Thus, we evaluate our system on the wTimit-test
dataset with “default” and “latest short” Google Cloud STT
models.9 A comparison of this evaluation with results pre-
sented in [17] is given in Table 7. Although we cannot directly
compare the systems, according to the tests, our system per-
forms better even though the WESPER model was pretrained
on the training part of wTimit dataset.
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