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ABSTRACT A novel control scheme applicable to in-road inductive wireless charging pads in a dynamic
system is presented. Primary inverter current sensing allows the primary pad to detect an approaching sec-
ondary pad. Zero-crossing detection of the same current allows the primary to synchronize to the secondary,
functioning as a synchronous inverter with dual-active switching. Such primary synchronous inverters allow
for independent primary pads. Necessary measures to ensure stable operation of the design are discussed.
The control scheme only adds an analog filter to the bare-bones open-loop design. The design is validated
through simulation and hardware experimentation, with a strong demonstration of robustness.

INDEX TERMS Electric vehicles, inductive charging, inverters, power conversion, resonant converters,
vehicle detection.

I. INTRODUCTION
Dynamic wireless power transfer (DWPT) in electric vehi-
cles could increase the feasibility of vehicle electrification,
potentially resulting in many environmental advantages. By
electrifying a small portion of roadways, a majority of routes
could be covered by electric vehicles (EVs) without stopping
to recharge [1]. Although battery technology, modeling, and
use optimization are improving [2], [3], [4] and novel battery
charging solutions are being explored [5], [6], [7], battery
limitations remain a weakness of EVs. With en-route, no-
time-added charging through DWPT, electric vehicles could
overcome two of the main weaknesses in a battery-centered
approach to vehicle electrification: range anxiety and battery
cost [8], [9]. The suitability of WPT for electric vehicles
has been well-studied [10]. This paper further develops the
real-time synchronization and detection, or synchronous in-
version approach initially introduced in [11], [12], which in
turn was an extension of the work in [13]. In comparison
with [11], [12], the present paper includes a more rigorous

proof of closed-loop stability, more thorough development of
the underlying theory, and, as a proof of the maturity of the
principles already presented in a conference paper, this sequel
also describes a hardware demonstration of the operating prin-
ciple at 15 kW.

Near-field wireless power transfer (WPT) is accomplished
either through an electric field (capacitive power transfer,
CPT) or a magnetic field (inductive power transfer, IPT). Al-
though work in capacitive transfer shows promise [14], [15],
[16], CPT still has limitations in air gap length and frequency
that restrict the applicability of CPT to DWPT [17]. Most
research on high-powered WPT for EVs uses IPT.

Work on stationary WPT has demonstrated the advantages
of a bidirectional system, where the vehicle rectifier is active
and therefore reversible [18]. We assume such an active rec-
tifier on the secondary in the present work, which requires
primary–secondary synchronization — a critical contribution
of this work. In [18], [19], [20], control schemes have been
developed to regulate power transfer on the secondary side
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of a WPT system. In [21], and [22], the control scheme is
designed to ensure low-loss zero-volt switching. The work
in [23] provides an accurate method to measure energy trans-
ferred, which is an essential step in the commercialization of
WPT for EVs. In [24], a framework for stationary charging
with rotating magnetic fields and less ferrite is presented.
The work in [25] provides a framework for overcoming large
air gaps, which could be present in DWPT. Additionally, the
work in [27] describes a method to assist a vehicle operator
in achieving optimal alignment. Vehicle alignment is a crit-
ical enabling technology for DWPT, and any DWPT system
must tolerate varying loads due to vehicle misalignment, but
other works have treated vehicle alignment sufficiently. The
extensive research environment around stationary WPT com-
plements and enriches the present work while highlighting the
need to extend those advances to DWPT with a robust and
simple detection and synchronization scheme.

Beyond those general contributions to WPT, existing work
describes how an in-road primary coil in a DWPT system
can detect an approaching vehicle-mounted secondary coil.
The approach in [26] accomplished synchronization with ded-
icated detection hardware, relying on ultrasonic sensors to
detect the secondary. Such an approach is too slow and in-
sufficiently robust for high-speed DWPT, including in-motion
EV applications. Other work uses extra coils to detect ap-
proaching vehicles [27], [28], sensing current induced in an
auxiliary coil to infer the proximity of a vehicle. This ap-
proach is fast and reliable enough to achieve DWPT but
increases complexity and cost by requiring additional compo-
nents. Continued advancement in DWPT technology requires
a faster, simpler, and more reliable paradigm, one that does not
require any additional bulky components and is as robust as
the power transfer link itself. The proposed scheme achieves
those objectives, demonstrating improvement over the current
state-of-the-art. In [13], a robust, fast detection scheme is
presented without relying on additional detection hardware,
but the parasitic losses in the approach require constant puls-
ing and sampling, increasing system complexity and making
each primary pad dependent on the preceding primary pad
operation. In [13], [26], [28], all primary pads need a central
synchronization signal, decreasing modularity and robustness.
One advantage of approaches found in the literature body is
their general applicability to various compensation topologies.
The approach here, while potentially adaptable to other con-
trol schemes, assumes an LCCL topology.

The LCCL topology, visualized in Fig. 1, is among the
commonly used approaches in WPT [13], [21], [22], [29],
[30], in part due to a few key advantages. Unlike simple series
compensation, the system can be perfectly tuned and operated
with no load. Unlike basic parallel compensation, the LCCL
system can achieve ZVS when perfectly tuned [30]. Finally,
as discussed in [13], the inverter current and voltage are de-
coupled; more analysis of this decoupling is addressed in this
paper. Although this approach may extend to other compensa-
tion topologies, this work assumes an LCCL system, or a coil
with LCC compensation of the transmitter coil.

FIGURE 1. System overview of primary and secondary pad architectures
with LCC compensation.

Recently, the concept of self-excited parity-time (PT) sym-
metry has emerged within WPT systems [31], [32]. Analysis
of the PT-WPT system using coupled-mode theory (CMT)
reveals that when the system is in the PT-symmetric re-
gion, the output load power and transmission efficiency are
not influenced by changes in the coupling coefficient, which
is typically not the case in LCC-compensated WPT sys-
tems [33]. Since the output power and transmission efficiency
are invariant to the coupling efficiency, the PT-symmetric
WPT system will be very useful for DWPT systems where
misalignment is a major concern [34]. However, these sys-
tems suffer from the fact that the output power cannot be
adjusted and hence require active control of the switches by
synchronizing with the secondary side [33]. The control law
and stability analysis presented in this paper can be effectively
extended to a PT-WPT system to actively control the switches
by synchronizing with the primary inverter current using zero-
crossing detection.

The contributions of this paper are expansions of previous
research in six critical directions. First, the design simplifies
the approach in [13] by allowing a single control law for the
primary and open-loop control for the secondary, using one
threshold to determine both turn-on and turn-off. Second, in
this approach, the primary coils are activated by the secondary,
rather than neighboring primary pads. The result is that the
secondary can initiate and cease power transfer, as necessary.
The third improvement over the previous work is a simplified
primary controller with no switching clock; the primary
switching is driven by a simple comparator and adapts to the
frequency and phase of the secondary. In the future, this
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innovation could allow a secondary-based frequency-
modulated controller that achieves ZVS with no required
communication to the primary; removing the primary
switching clock simplifies the primary control and eliminates
a point of failure. All three of those innovations are
implemented without a dedicated primary–secondary
communication link or auxiliary coils, increasing system
simplicity and robustness.

Those three innovations are discussed lightly in [11], [12],
although this work presents a more thorough analysis than
in [11], [12]. Compared to [11], [12], this work also includes
three new and essential contributions. The first is the rigorous
development of stability criteria, with analytical treatment of
the nonlinear system components. The second new contribu-
tion is the consideration of imperfectly-tuned systems. The
final difference between this discussion and the earlier, theo-
retical contributions of [11], [12] is a proof of concept through
a 15 kW system.

This paper is organized as follows. Section II introduces
pertinent characteristics of an LCCL WPT topology and intro-
duces the basic concept, detailing how synchronous inversion
on the primary can simplify the synchronization and detection
operations. Section III presents practical considerations for
implementing the system in a dynamic setting, including a
discussion on stability. Section V demonstrates the effective-
ness of the scheme through software simulation; Section VI
mirrors Section V with hardware validation. A conclusion
and discussion of potential impacts follow in Section VII.
Appendix A works out the modeling of the nonlinear zero-
crossing detector, and Appendix B proves stability in the time
domain.

II. WPT IN A WELL-TUNED LCCL SYSTEM AND BASIC
CONTROL SCHEME
The work presented here expands on previous work [11],
[12], [13]. As in those works, this paper assumes an LCCL
topology on both the primary and secondary side, although the
control scheme could be adapted to other topologies as well.
Quantities relevant to this discussion are defined in Table 1
and noted in Fig. 1. The notation for phasors, small-signal,
DC, and large-signal quantities shown in Table 1 holds for all
quantities. In the present system, the H-bridge switches at a
fundamental frequency f f = 85 kHz, in line with SAE J2954
standards. This section gives some essential background on
LCCL systems in Section II-A, and describes the essential
principle of operation in Section II-B.

A. WPT IN A WELL-TUNED LCCL SYSTEM
In a well-tuned LCCL system operating at f f = ω f /2π , the
magnitude of the impedance of each branch in either the
primary or secondary (XP and XS , respectively) are given by

XP = (
ω f LS,P

) =
(

1

ω f CP,P

)
=
(

ω f LCoil,P − 1

ω f CS,P

)
(1a)

TABLE 1. Referenced Quantities in an LCCL System

XS = (
ω f LS,S

) =
(

1

ω f CP,S

)
=
(

ω f LCoil,S − 1

ω f CS,S

)
(1b)

A brief explanation of the current–voltage decoupling phe-
nomenon is given here. Consider the following equations
defined by Kirchhoff’s Voltage Law, where the total voltage
around is calculated for each loop in Fig. 1:

V̄B,P = (− jXP )
(−Ī2P

)
(2a)

jω f MPSĪ2S = (− jXP )
(
Ī1P
)

(2b)

jω f MPSĪ2P = (− jXS )
(
Ī1S
)

(2c)

V̄B,S = (− jXS )
(−Ī2S

)
(2d)

Note that neither of the currents in (2a) and (2c) appear in
(2b) and (2d), showing two decoupled systems. By solving the
expressions in (2) for Ī1P and Ī1S , we arrive at the expressions

Ī1P = jω f MPSV̄B,S

XSXP
(3a)

Ī1S = jω f MPSV̄B,P

XSXP
(3b)

As consequence of (3), V̄B,P will not contribute to Ī1P, mak-
ing the two quantities independent. The bridge impedance at
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f f approaches infinity, implying that any small-signal change
to vB,P at f f will not affect i1P

The analysis conducted here assumes a well-tuned system.
While variations in system parameters may admit some mis-
tuning, as long as the current Ī1P is largely induced by V̄B,S ,
not V̄B,P, the essential principle holds.

B. BASIC CONTROL SCHEME
The characteristics of the LCCL WPT topology described
here allow for a simplified detection/synchronization scheme
through synchronous inversion. Because power is transferred
at the fundamental frequency f f , we neglect higher harmon-
ics. In synchronous rectification, the current and voltage of the
fundamental harmonic are aligned such that ∠V̄B,S = ∠Ī1S ±
180 ◦, forcing the secondary to act as a load. Synchronous
inversion is the complement; ∠V̄B,P = ∠Ī1SP, forcing the pri-
mary to act as a power source. The trigger signal for each
primary switching event is a zero crossing if the current i1P,
or a filtered version thereof. The trigger signal to begin pri-
mary commutating at all is Ī1P exceeding some threshold.
Noting the decoupling between the voltage and current in (3a),
the voltage and current can be aligned. This is synchronous
inversion, the central thesis of this work. The remainder of
this section details how synchronous inversion can be used
to simplify and increase robustness in detection and synchro-
nization. Because synchronous inversion injects power into a
system, which tends to be unstable, some practical considera-
tions for stable operation are made in Section III.

The present approach uses inherent characteristics of the
WPT current waveforms to replace any other primary–
secondary communication links, as all information necessary
for primary control in the dual-active system is contained in
the Ī1P current.

1) SECONDARY OPERATION
The secondary H-bridge operates in two modes, as a syn-
chronous rectifier and as an inverter. The active switching
allows some flexibility between the two modes. Given the
voltage V̄B,S and currentĪ1S defined in Fig. 1, it is defined that
when

�(V̄B,SĪ∗
1S

)
> 0, (4)

the H-bridge is considered to be operating as an inverter, as in
Fig. 2. Conversely, when

�(V̄B,SĪ∗
1S

)
< 0, (5)

the H-bridge is considered to be operating as a rectifier, as in
Fig. 3. When the secondary is not coupled with a primary, then
parasitic losses ensure that the condition in (4) is met. Because
the voltage are current are decoupled as described in (3), the
secondary can only change its mode by the application of a
primary excitation. To request power, the secondary begins
switching, which induces a signal on any coupled primary.
After the secondary begins switching, but before primary–
secondary coupling, the secondary-side H-bridge operates as
an inverter, supplying only enough real current to counteract

FIGURE 2. Diagram of secondary operating in inverter mode. Note that the
current and phase are referenced as a power supply, and the
�(V̄B,SĪ∗1S ) > 0. Therefore, the secondary is transmitting power.

FIGURE 3. Diagram of secondary operating in rectifier mode. Note that the
current and phase are referenced as a power supply, but the �(V̄B,SĪ∗1S ) < 0.
Therefore, the secondary is receiving power.

parasitic losses. When coupled to a primary, the secondary
side operates as an open-loop synchronous rectifier. For both
modes, the switches operate at a fixed fundamental frequency,
f f . The only difference between the two modes is the current
i1S induced by the primary pad.

The secondary side H-bridge maintains the same opera-
tion independent of the primary, but when the primary side
injects power into the system, the change in Ī1S causes the
secondary H-bridge to begin functioning as a synchronous
rectifier, rather than as an inverter. Although the system is ef-
fective with open-loop control of the secondary, the secondary
can also control the total power transferred through voltage
or phase modulation without additional hardware [20], or
through a cascaded DC–DC converter. Previous work de-
scribes power transfer control of a similar system through
current regulation, which can be simplified and applied here
to regulate power on the secondary [18]. Because secondary
power regulation is addressed in other works, a rigorous dis-
cussion is omitted here.
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2) PRIMARY OPERATION
Both the primary and secondary networks are tuned for the
same f f . The primary inverter measures i1P; the magnitude
of the current determines when a vehicle is approaching. The
primary inverter then synchronizes to i1P, sending power into
the secondary network. Because the primary inverter voltage
vB,P is synchronized to i1P, the primary H-bridge operates
as a synchronous inverter. A synchronous rectifier tends to
pull whatever power is available from a network, which is
generally stable or stabilizable [35], [36]. In contrast, basic
synchronous inversion tends to inject power into the network
however possible, including at a natural response frequency
of the primary network, fz; considerations to avoid this phe-
nomenon are discussed in Section III. Note the distinction
between the switching frequency f f , where LS,P and CP,P res-
onate, and the resonant frequency fz, where the entire primary
network resonates.

Initially, the primary inverter idles in a passive mode where
vB,P = 0, caused by closing both low-side switches U2P and
U4P. The approaching AC magnetic field from the secondary
pad induces a current i1P, which flows through the primary
inverter as described in Section II-A.

The magnitude of I1P can be used to detect an approaching
vehicle. As seen in (3a), I1P is proportional to MPS and VB,S .
When MPS �= 0, power transfer is possible. When VB,S �= 0,
the secondary requests power from the primary by applying
a voltage at vB,S . Thus, some threshold, I1crit,P can be set,
such that when |Ī1P| > Ī1crit,P, the primary determines power
transfer is both possible and desired and begins to switch its
H-bridge. To ensure power transfer is achievable, the thresh-
old should be set below the typical current induced by the
secondary, i.e.,

I1crit,P <
4ω f VDC,SMPS

πXPXS
(6)

Effectively, this condition guarantees that power can be trans-
mitted at any misalignment condition, provided that MPS is
sufficiently large given the VDC,S and the compensation re-
actances. As misalignment perpendicular to the direction of
travel increases, the power transfer duration tends to be short-
ened. Beyond those general statements, further information on
the misalignment tolerance is determined by the coil magnet-
ics and is beyond the scope of the present work.

To avoid instability, I1crit,P should be sufficiently high that
the induced current from a neighboring primary pad alone
will not cause I1P > I1crit,P, which would result in system-
level daisy-chain instability where a primary is activated by
a neighboring primary, rather than a secondary. Where VDC,P

is the maximum primary inverter voltage amplitude and MPP

is the maximum mutual inductance between neighboring pri-
mary pads, this is expressed as

I1crit,P >

∣∣∣∣4ω f VDC,PMPP

πX 2
P

∣∣∣∣ . (7)

FIGURE 4. Sample figure of synchronous inversion in action. Note that the
voltage commutes at the exact zero crossing, such that the sign of the
voltage and current are always the same.

Two aspects of synchronization are relevant here. First, the
primary H-bridge switching frequency needs to be synchro-
nized to the secondary H-bridge switching frequency. Second,
the phase of ∠V̄B,P needs to be synchronized to the phase of
∠Ī1P. However, note that |V̄B,P| and |Ī1P| are irrelevant for syn-
chronization. In effect, signal magnitude impacts detection,
while signal phase impacts synchronization.

In the most simple case, the synchronization is accom-
plished by aligning the zero-crossings of vB,P with the
zero-crossings of i1P, or applying a positive voltage vB,P when
a positive current i1P is detected. We assume the angle be-
tween primary legs θAB = 180 ◦, so the switches all commute
on exactly the zero crossings of i1P. Fig. 4 shows a sample
switching action, with the voltage and current aligned. Syn-
chronous inversion, in its most basic form, always injects
power into the network. At f f , the injected power will be
pushed through the secondary’s synchronous rectifier and to
the load, and the current i1P will be unaffected by the inverter
voltage.

C. NOTE ON ROBUSTNESS
Synchronous inversion allows the secondary to initiate power
transfer with a primary pad without any additional detection
hardware. Both primary and secondary use active switching,
which lowers losses. Moreover, external synchronization be-
tween neighboring primary pads becomes unnecessary, as the
synchronization signal is an inherent property of power trans-
fer and is always transmitted by the secondary during power
transfer.

Several phenomena could potentially insert a phase shift
into the system. However, any phase shift in the secondary
will be matched by a phase shift in the primary, as demon-
strated in Sections V and VI. Because the phase on a primary
is always tied to the bridge current, the phase of the inverter
will adapt in a dynamic system to send power. These features
are all enabled over the wireless power transfer link, meaning
that detection and synchronization will only fail when the
power transfer itself fails. This approach increases the modu-
larity and robustness of the system. As mentioned previously,
the basic approach presented here tends to be unstable; slight
modifications to the basic approach to guarantee stability are
now detailed in Section III.
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FIGURE 5. Detection and synchronization flow chart, showing how the current i1P defines the switching action. The upper path implements the design
discussed in Section III-A, where the zero-crossings of the filtered current signal define the switching moments of the primary inverter. The lower path
implements the design discussed in Section IV, which measures the magnitude of the current to determine if the primary should switch. The time delay is
dominated by the envelope detector; the anti-resonance filter responds within a few switching periods and the zero-crossing detector is
near-instantaneous.

III. PRACTICAL CONSIDERATIONS AND STABILITY
The approach presented up to this point is relatively simple,
but any practical system designed only according to Section II
will be unstable. Control of the primary inverter by detecting
only the zero crossings of i1P introduces instability to the
LCCL system. Qualitatively, synchronous inversion tends to
inject power at whatever frequency it can be absorbed, which
may be dominated by either f f or a natural response frequency
of the primary network. For the system to behave as expected,
considerations must be made to ensure power is only injected
at f f . Two filters, pictured in Fig. 5, affect the phase of the zero
crossing detection (Section III-A) and implement the envelope
detection filter (Section IV).

A. ANTI-RESONANCE FILTER
Resonance, where a positive feedback loop causes the inverter
to inject power at a frequency not equal to f f , will naturally
occur in the basic system. Any component of vB,P at a natural
response frequency of the primary network, calculated below
and given as fz, will increase the in-phase component of i1P.
As the current at fz increases, zero crossings of i1P become
dominated by that frequency, and the spectrum of vB,P be-
comes dominated by fz. This positive feedback means that the
approach in Section II-B will quickly become unstable unless
another measure is taken. Besides significant parasitic losses,
no power will be received by the secondary, as the primary
and secondary bridges would switch at different frequencies.
We introduce a filter that enforces a phase difference between
i1P and vB,P at some frequencies to avoid positive feedback.
This section derives the design of that anti-resonance filter.

The presence of four reactive components in the primary
circuit guarantees that the impedance defined by:

ZB,P( j2π f ) = v̂B,P

î1P
(8)

has four poles and four zeros, with the finite, positive poles
and zeros visualized in Fig. 6. One pole is clearly 85 kHz,
where i1P and vB,P are decoupled. The other poles are ob-
served by inspection to be 0 and ±∞. There are also four
frequencies where the impedance is zero, ± fz1 and ± fz2.

FIGURE 6. Impedance of primary network ZB,P . Note that relevant pole
and zero frequencies are shown. There are two zeros at the corresponding
negative frequencies. There is also a pole at the negative corresponding
frequency, at 0, and at ∞.

Although the positive and negative frequencies are algebraic
necessities, we only consider positive frequencies.

To simplify the calculation of fz1 and fz2, consider the
resonant frequencies of each loop of the primary circuit and
the coil branch:

fl1 = 1

2π
√

LS,PCP,P

fl2 = 1

2π

√
LCoil,P

CP,PCS,P
CP,P+CS,P

fcoil = 1

2π
√

LCoil,PCC,P
(9)

Given the frequencies defined in (9), the zero frequencies,
at which the primary circuit will resonate, are calculated as:

fz1 =
√

f 2
l1 + f 2

l2

2

√√√√√1 +
√√√√1 − 4 f 2

l1 f 2
coil(

f 2
l1 + f 2

l2

)2
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fz2 =
√

f 2
l1 + f 2

l2

2

√√√√√1 −
√√√√1 − 4 f 2

l1 f 2
coil(

f 2
l1 + f 2

l2

)2 (10)

In a well-tuned system, where fl1 = fl2 = f f , we simplify
(10) as:

fz1 = f f

√√√√√1 −
√√√√1 − f 2

coil

f 2
f

fz2 = f f

√√√√√1 +
√√√√1 − f 2

coil

f 2
f

(11)

A frequency spectrum can be introduced by noise, harmon-
ics, or the natural response to energizing the primary. An
anti-resonance filter ensures that vB,P only injects power at
f f , and draws power at fz1 and fz2, guaranteeing that i1P will
not become dominated by a component at fz1 or fz2. The
small-signal, linearized relationship between the spectra of i1P

and vB,P is addressed more thoroughly in Appendix A. How-
ever, here it suffices to note that there is no safe attenuation,
below which current at fz1 or fz2 will not cause resonance.
This section defines an anti-resonance filter that avoids the
positive feedback phenomenon at the resonant frequencies of
the primary circuit.

1) KEY OPERATING PRINCIPLE
To avoid that instability, a first approach is to pass i1P through
an anti-resonance filter with the transfer function G(s) and
switch inverter states on the zero crossings of G(i1P ), rather
than i1P. The filter needs to be transparent at f f , so the phase
and frequency of vB,P match those of i1P. However, the filter
needs to alter the phase of the input signal at fz1 and fz2; in
all cases, the magnitude is unimportant. The conditions are
expressed mathematically as.

|∠G( j2π fz1)| > 90◦ (12a)

|∠G( j2π fz2)| > 90◦ (12b)∣∣∠G( j2π f f )
∣∣ = 0 (12c)

The conditions in (12a) and (12b) ensure that the applied
voltage will draw power from the network, reducing the cur-
rent at fz1 and fz2 and preventing positive feedback. Any
small noise at either resonant frequency will be reduced as the
primary draws power at that frequency. Further, (12c) ensures
the primary inverter will inject energy into the network at
f f at near-unity power factor. This is seen in Fig. 7, which
illustrates sample phase angles and demonstrates the positive
power factor at f f and negative power factor at the resonant
frequencies.

We note that no second-order filter can realize the phase
shift requirements expressed in (12a) and (12b). Earlier work
gives an active filter solution [11] or a fully passive so-
lution [12], both comprised of two cascaded second-order

FIGURE 7. Sample phase diagram of the filter at fz1, fz2 and ff ; the values
shown here are not derived from any circuit but are merely illustrative.
The current phase is assumed to be zero. The phase of the voltage is
determined by the filter transfer function G(s). On the right half,
|∠G(s)| < 90 ◦ and the power factor is positive; meaning the inverter
injects power. On the left half, |∠G(s)| > 90 ◦, the power factor is
negative, and the inverter draws power.

filters. However, both [11], [12] require inductors in the fil-
ters; to avoid the drawbacks of inductors, that filter can be
redesigned as a three-ring-filter as described in [37].

The basic approach is to cascade two second-order filters,
to achieve the phase required at fz1 and fz2. Both filters have
the same transfer function:1

G 1
2
(s) =

s
ω f Q

1 + s
ω f Q + s2

ω2
f

, (13)

and both are individually capable of achieving half the re-
quired phase shifts: ±45 ◦ at fz1 and fz2, while maintaining
near-zero phase shift at f f . To achieve those phase shifts, the
minimum quality factor for each stage is given by

Q >
f f fz1

f 2
f − f 2

z1

(14a)

Q >
f f fz2

f 2
z2 − f 2

f

. (14b)

It can be shown that (14b) guarantees (14a) when LCoil,P >

LS,P. With the assumption of a well-tuned system and noting
the redundancy of (14a), the conditions in (14) reduce to

Q >

√√√√LCoil,P

L1P
+
√

LCoil,P

L1P
(15)

B. STABILITY ANALYSIS
In Section III-A, an anti-resonance filter was introduced to
ensure that the primary inverter draws power at fz1 and fz2,

1Note that the zero-crossing detection is independent of signal magnitude;
G 1

2
(s) can be arbitrarily scaled without affecting operation. For simplicity,

we assume a form with unity gain at f f .
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FIGURE 8. Block diagram of the zero-crossing detection sgn(·) in the
feedback path with no anti-resonance filtering. The contribution of the
secondary voltage excitation vB,S to i1P is determined by (3a), and the
effect of the primary voltage vB,P is mediated through ZB,P . Note that vB,S

is assumed to be monoharmonic at ff .

rather than injecting power. This section addresses the ef-
fect of those measures quantitatively. In Section III-B1, the
instability of the system without the anti-resonance filter is
quickly proved through local linearization. Section III-B2 de-
rives the necessary conditions for system stability using a
quasi-linearized model, which can be expressed as a modi-
fication of the linear portion of the loop gain. That section
also discusses the characteristics of unstable system behavior.
Section III-C summarized the stability criteria.

1) PROOF OF INSTABILITY WITHOUT
ANTI-RESONANCE FILTER
In Section III-A, an anti-resonance filter is developed to avoid
positive feedback resonance. A more rigorous stability anal-
ysis is presented here, assuming a portion of i1P is induced
by the secondary; this section evaluates stability in the pres-
ence of a current-inducing secondary. A block diagram of the
system with zero-crossing detection is shown in Fig. 8.

A fully-linear approximation of the zero-crossing detector
is calculated in Appendix A, the result being that a small-
signal, linear approximation of sgn(·) is a scalar gain of
2/(Aπ ), where A is the magnitude of the carrier current at the
dominant frequency; here, the portion of i1P at f f induced on
the primary by the secondary. The linear system can demon-
strate instability but may not guarantee stability. The major
contribution of the secondary is in setting the steady-state
amplitude A of the carrier component of i1P. This gives a
linearized open-loop gain of

2

Aπ
(16)

The instability of this system can be readily proved with
a Nyquist plot. Note that the feedback is positive, so the en-
circlements should be counted about the critical point 1 + j0,
rather than −1 + j0. By inverting the impedance in Fig. 6,
it can be observed that the open-loop transfer function has
poles at fz1 and fz2, and zeros at 0 and ∞. The phase at every
frequency is ±90◦ because there are only reactive elements in

FIGURE 9. Nyquist plot of uncompensated loop gain seen in Fig. 8. Note
that since the loop in Fig. 8 shows positive feedback, instability is
measured by encirclements about 1 + j0. The entire shaded region is
encircled four times, with two poles with positive frequency and two poles
with negative frequency. The outer circumference is at infinity.

FIGURE 10. Quasi-linear small signal model of the zero-crossing detector.
Note the system is not linear: A perturbation at one frequency spreads to
other frequencies, and the sidelobes are oddly symmetric about the carrier
frequency. The loop gain is measured looking into the gray dashed line.
Here, L(s) represents the whole linear portion of the system; in the
application discussed here, L(s) includes the admittance 1/Z and the
anti-resonance filter G(s). For simplicity, only the dominant sidelobes are
illustrated here.

the circuit. The Nyquist plot of the uncompensated open-loop
gain Tu(s) is given in Fig. 9.

Both positive and negative frequencies are considered in
Fig. 9. As expected, the loop gain pole frequencies fz1 and fz2

cause four encirclements, and place poles of the closed-loop
system in the right-hand plane. Without the anti-resonance
filter, the system is unstable.

2) STABILITY CONDITIONS WITH ANTI-RESONANCE FILTER
The inclusion of the anti-resonance filter G(s) visualized in
Fig. 11 can stabilize the system. Because the zero-crossing
detector introduces additional frequencies, all relevant fre-
quencies should be considered in any closed-loop analysis.
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FIGURE 11. Block diagram of the zero-crossing detection sgn(·) in the
feedback path with no anti-resonance filtering. The contribution of the
secondary voltage excitation vB,S to i1P is mediated through the impedance
Z1, and the effect of the primary voltage vB,P is mediated through Z2. The
spectra of the input and output to the zero-crossing detector are shown as
G(ξ) and H(ξ), respectively.

The flaw with the fully-linearized model given in Appendix A
is that it assumes an infeasible output of the zero-crossing
detector, so any analysis done using only the fully lin-
ear model is inaccurate. Counterexamples exist where the
fully linearized model predicts stability, but a simulation
demonstrates instability. In this section, the system is modeled
with the full quasi-linearized model derived in Appendix A,
where the “transfer function” of the zero-crossing detector is
given by

Hn (ξ ) =
∞∑

k=−∞

(
2 (− j)k

Aπ
Gn (ξ − k f0)

)
. (17)

After the model is developed, a method to test for stability nu-
merically is discussed, along with an approximate analytical
method.

Here, the zero-crossing detector acts in the presence of the
carrier signal (noted as A cos (2π f0t ) in Fig. 10) and in a
loop with a linear component L(s). For our purposes, L(s) =
G(s)/ZB,P(s). Assume that noise is injected before the current
sensor, but the open-loop gain is measured after, visualized in
Fig. 10 with the noise εd j2π f1t and the loop gain measured
from the gray dashed line, where ε is an infinitesimally small
scalar value.

We consider the spectrum of the noise signal as it passes
through the loop. Let i0(ξ ) be the small-signal spectrum of
the noise signal at a frequency f , modeled as a Dirac function
in the frequency domain:

i0 (ξ ) = εδ (ξ − f1) . (18)

The small-signal zero-crossing detector output spectrum
v0(ξ ) is given by

v0 (ξ ) = ε

∞∑
k=−∞

(
2 (− j)k

Aπ
δ (ξ − f1 − k f0)

)
(19)

In a feedback loop with a linear transfer function L(s), the
spectrum of the feedback input to the zero-crossing detector

i1 is given by

i1 (ξ ) = ε

∞∑
k=−∞

(
2 (− j)k

Aπ
δ (ξ − f1 − k f0) L ( j2πξ )

)
(20)

The linear function L(s) discussed here is includes the anti-
resonance filter G(s) and the admittance 1/Z (s).

The output of the zero-crossing detector is given by

v1 (ξ ) = ε

∞∑
l=−∞

(
2 (− j)l

Aπ

∞∑
k=−∞

(
2 (− j)k

Aπ
δL(ξ, k, l )

))

δL(ξ, k, l ) = δ (ξ − f1 − k f0 − l f0) L ( j2πξ − l f0) ; (21)

comparing v1( f1) and v0( f1) gives

v1 ( f1) = v0 ( f1)
2

Aπ

∞∑
k=−∞

L( j2π f1 + k f0), (22)

which suggests the open-loop transfer function has the peri-
odic form

T (s) = 2

Aπ

∑
k∈Z

L (s + j2πk f0) (23)

Note that the loop gain is inversely proportional to the ampli-
tude of the carrier signal.

A precise, analytical stability test for an infinite-series
transfer function is beyond the scope of this work. Here,
stability tests are derived using a Nyquist plot,2 which can
be generated with a truncated series.3 Because the loop has
positive feedback, encirclements are counted about the point
(1 + j0).

With no parasitic resistance in the primary, two classes of
encirclements are considered. First, those with infinite radius,
where scaling the loop gain has no effect, and second, those
with finite radius, where the loop gain can be scaled to stabi-
lize the system.

3) ENCIRCLEMENTS WITH INFINITE RADIUS
Because the loop gain T (s) is periodic, the number of poles
in one period of T (s) is equal to the number of poles in L(s).
Further, the behavior of T (s) near any pole is dominated by
the corresponding pole in L(s). Mathematically,

L (s − j2π f0) → ∞ ⇒

T (s)≈ 2

Aπ
L (s − j2πk f0) = 2

Aπ
L ( j2π (ξ− f0)) ,

(24)

where k is any integer. So, it is sufficient to consider potential
encirclements with infinite radius on the linear system L(s).
The essential function of the anti-resonance filter is to modify
the phase of the Nyquist plot in Fig. 9. The phase of the anti-
resonance filter G(s) varies on the range (−180◦, 180◦).

2In this discussion, assume that there is no parasitic resistance in the
system, so some portions of the Nyquist plot will have infinite radius.

3Because there are zeros at ±∞ in L(s), the system can be truncated with
reasonable accuracy by neglecting frequencies |ξ | � | fz2|.
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TABLE 2. Phase Response of Compensated Loop

FIGURE 12. Nyquist plot of the linear, compensated loop gain L(s) seen in
Fig. 11. Note that since the feedback is positive, instabilities are found by
encirclements of the point 1 + j0. Only positive frequencies are shown
here, but the pertinent features of the Nyquist plot for negative
frequencies are similar and easily extrapolated. Poles of L(s) correspond
exactly to poles of T (s).

The angle ranges of the compensated loop gain, including
the zero-crossing detector, anti-resonance filter, DC voltage
gain, and impedance in Fig. 11 are given in Table 2.

To ensure the pole frequencies fz1 and fz2 do not encircle
the critical point, the phase of G(s) at fz1 and fz2 is restricted
such that

−90◦ + ∠G ( j2π fz1) > 0 (25a)

90◦ + ∠G ( j2π fz2) < 0 (25b)

Note that the conditions in (25a) and (25b) are equiva-
lent to (12a) and (12b), respectively; the inclusion of the
anti-resonance filter as designed is sufficient to avoid encir-
clements of the critical point with infinite radius. This means
that, once the anti-resonance filter is included, any encir-
clements can be avoided by sufficiently reducing the loop gain
when the anti-resonance filter is included.

4) ENCIRCLEMENTS WITH FINITE GAIN
The conditions in (25) ensure that there will not be an en-
circlement with infinite radius, but, as seen in Fig. 12, there
can be an encirclement with finite radius. A sufficiently dom-
inant carrier current reduces the small-signal loop gain; this

section defines the minimum carrier current (induced by the
secondary) to ensure there are no encirclements in the Nyquist
plot and guarantee stability. In this section, a practical test is
defined. Then, to gain more insight, an approximation of a
sufficient condition is developed.

The most comprehensive test for stability is with a Nyquist
plot of the quasi-linear loop, with the loop T (s) defined in
(23). Note that (23) implies that the open-loop transfer func-
tion is always periodic on f0. Because

lim
s→∞

G(s)

Z (s)
→ 0, (26)

there must be a reasonable approximation of T (s) by a finite
series. A Nyquist-like plot can be constructed with that finite
series on the interval ξ ∈ [− f f /2, f f /2], and the plot is mea-
sured for encirclements.

Setting the turn-on threshold forces A > I1crit,P, with no
feedback and no instability when I1P < I1crit,P. The thresh-
old I1crit,P can be defined to force A to be sufficiently great
that none of the x-axis crossings encircle the critical point
(1 + j0). That is, I1crit,P > Amin, where Amin is the minimum
carrier amplitude to move the real-axis crossings to the inter-
val [0, 1], removing any encirclements.

Given the graphical method to determine stability, it is
desired to define a more informative and intuitive stability
criterion. Because T (s) is periodic, it is sufficient to con-
sider potential encirclements on the range ξ ∈ [0, f f ]. On that
range, consider the positive x-axis crossing of the Nyquist
plot.

Let fe1 be a frequency where the phase of the anti-
resonance filter is 90◦, and fe2 is the frequency where the
phase of the anti-resonance filter is −90◦. With a high-Q-
factor anti-resonance filter, fe1 and fe2 will be near f f , with
fe1 < f f and fe2 > f f . The linear gain L(s) is G(s)/ZB,P(s),
and the angles ∠ZB,P( j2π fe1) = 90◦ and ∠ZB,P( j2π fe2) =
−90◦. Thus, L( j2π fe1) and L( j2π fe2) are real. Further, with
a high-Q-factor anti-resonance filter,

fe1 + fe2 ≈ 2 f f . (27)

Because of the additional frequencies introduced by the
zero-crossing detector, the Nyquist plot should be generated
with T (s), rather than L(s). Because of the zeros at high
frequencies and 0, and because fe1 is close to f f , most terms
of (23) can be neglected:

T ( j2π fe1) ≈ 2

Aπ

(
L
(

j2π
(

fe1 − 2 f f
))+ L ( j2π fe1)

)
.

(28)
Substituting (27) into (28) yields

T ( j2π fe1) ≈ 2

Aπ
(L(− j2π fe2) + L ( j2π fe1)) (29)

Because the system is real, L(−s) = L(s)∗. Further, because
L(− j2π fe2) is real,

T ( j2π fe1) ≈ 2

Aπ
(L( j2π fe2) + L ( j2π fe1)) . (30)
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By a similar argument,

T ( j2π fe1) ≈ T ( j2π fe2), (31)

so the stability condition refers to the system behavior at both
frequencies.

The stability condition is the real axis crossings of
T ( j2πξ ), occurring approximately at fe1 and fe2, are less than
one. This is expressed as

2

Aπ

(
G( j2π fe1)

ZB,P ( j2π fe1)
+ G( j2π fe2)

ZB,P ( j2π fe2)

)
< 1 (32)

This can be further simplified by noting that G(s) is comprised
of two second-order filters defined in (13). The anti-resonance
filter gain at fe1 and fe2 is ± j/2; the condition in (32) can be
simplified and solved for A:

1

π

(
j

ZB,P ( j2π fe1)
+ − j

ZB,P ( j2π fe2)

)
< A (33)

Note that the phase of ZB,P( j2π fe1) is 90◦, and the phase
of ZB,P( j2π fe2) is −90◦, so both summands are real and
positive. The system will be stable when the carrier current
(induced by the secondary at f f ) is greater than the threshold
in (33). This can be guaranteed by detecting the carrier cur-
rent envelope, and only initiating primary switching when I1P

satisfies the condition on A in (33).

C. STABILITY CONDITIONS SUMMARY
This section summarizes the conditions for system stability
developed in Section III-B. To avoid instability, the anti-
resonance filter should provide the phase characteristics in
(12), which is assumed to be implemented as two cascaded
second-order analog filters. Further, the turn-on threshold cur-
rent I1crit,P should be high enough to avoid turn-on by a
neighboring pad, addressed in (7), and should be high enough
to avoid local instability, addressed in (33). These three con-
ditions guarantee that during power transfer, the system is
stable.

It may also be informative to consider stability in the time
domain, rather than the frequency domain. Such an approach
is treated in Appendix B, which also evaluates the stability of
the system discussed in Sections V and VI.

1) NOTE ON INTERFERENCE FROM THE SECONDARY
The value of Z defined here typically considers only the pri-
mary network, not any effects from the secondary. The extra
element theorem (EET) can be used to modify the expression
in (33) to include the effects of the secondary [38]. The EET
provides a scaling factor that relates the impedance with the
extra element (in this case, impedance reflected from the sec-
ondary network to the primary network) to the impedance
without it. The scaling factor γ for the expression in (33),
which is inversely proportional to the impedance, is given by

γ =
1 − s2M2

PS
ZsecondaryZd

1 − s2M2
PS

ZsecondaryZn

, (34)

where Zn and Zd are nulling and direct impedances and
Zsecondary is the impedance looking into the secondary from
the coil, i.e.,

Zsecondary = sLCoil,S + 1

sCS,S
+ sLS,S

1 + s2LS,SCP,S
(35a)

Zn = sLCoil,P + 1

sCS,P
+ sLS,P

1 + s2LS,PCP,P
(35b)

Zd = sLCoil,P + 1

sCS,P
+ 1

sCP,P
(35c)

Typically, at the fe1 and fe2, the correction factor γ will
be small, on the order of a few decibels. The effect should be
considered but is not the main driving force of instability.

2) NOTE ON BOUNDED INSTABILITY
Instability, as described here, represents any deviation away
from the steady-state condition. Instability may not lead to
system failure but may simply allow other frequencies to be
introduced into vB,P, which leads to some power oscillation.
If the conditions described here are too exacting, some in-
stability and power ringing may be allowed; especially if a
strong EMI filter is included on the primary and secondary.
For a conceptual argument for why instability is bounded,
note that only the first-order effects have been discussed here.
However, the gain decreases as the noise signal increases from
an infinitesimal magnitude, bounding the gain and eventually
placing the real-axis crossings of the Nyquist plot with a finite
radius exactly at the critical point.

Instability presents as an increasing component of vB,P and
i1P at some frequency. However, as the component of i1P at
that frequency increases, that component becomes the carrier
signal, and A begins to increase, which eventually causes (33)
to be satisfied. The bounded nature of the instability can also
be understood by noting that, when second-order effects are
considered, the loop gain is decreased for non-infinitesimal
ε. As the noise signal increases, the loop gain decreases,
and eventually the system becomes stable. A more thorough
analysis is beyond the scope of this work, but can easily be
verified in simulation by allowing the condition in (33) to be
violated by a small margin. For reference, a screen capture of a
hardware result of a system with bounded instability is shown
in Fig. 13. In that figure, note the power ripple just after turn
on and just before turn off.

IV. ENVELOPE DETECTION
So far in this work, references have been made to the turn-on
condition

I1P < I1crit,P, (36)

but no mention of how the envelope of I1P can be measured,
especially when i1P contains multiple frequencies. The turn-
on condition should be measured only on the component of i1P

at f f and should give a constant output, regardless of the phase
of the input signal. This section describes a discrete-time
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FIGURE 13. Oscilloscope screen capture from a hardware test. Primary
switching is initiated before I1P > I1crit,p. Note the widening of the “Ipri”
line, which represents the DC bus current Ipri , just after the turn-on and
just before the turn-off. The introduction of current at fe1 and fe2 causes
beat interference, introducing ripple into the DC. That beat interference is
also shown in the current i1P , shown in light blue but whose label is
hidden in the screen capture. It can be seen that in that unstable region,
the peak current increases. As the interference from the current at fe1 and
fe2 is reduced, the constructive interference decreases, and the current i1P

approaches normalcy.

envelope detection filter, which can also attenuate other fre-
quencies. The basic approach is highlighted in Section IV-A,
with Section IV-B describing key frequency response charac-
teristics of the filter, and Sections IV-B and IV-C discussing
how the filter should be designed. Section IV-E summarizes
the envelope detector design requirements.

A. APPROACH OVERVIEW
To achieve phase independence, the envelope detection filter
is comprised of two discrete, orthogonal filters with comple-
mentary phases and equal magnitude gain at f f ; let the filters
be defined as h1[n] and h2[n] and let the samples of i1P be
given as x[n], and let the output of the envelope detector be
given by y[n]. Then

y[n] =
√√√√(∑

k

h1[k]x[n − k]

)2

+
(∑

k

h2[k]x[n − k]

)2

(37)
Suppose i1P is monoharmonic with magnitude α and h1 and

h2 have unity magnitude gain and complementary phase, such
that

x[n] = α cos (2π f + φ1) (38a)∑
n

h1[n]x[k − n] = α cos (φ1 + φ2) (38b)

∑
n

h2[n]x[k − n] = α cos
(
φ1 + (

φ2 + 90◦)) (38c)

for some angles φ1 and φ2. Substituting (38b) and (38c) into
(37) yields

y[k] = |α|, (39)

which demonstrates the desired phase-independence proper-
ties. A simple approach is let h1[n] and h2[n] be derived from
a basic low-pass filter w[n], as

h1[n] = 2w[n] cos (2πFconvn) (40a)

h2[n] = 2w[n] sin (2πFconvn), (40b)

where Fconv is a discrete-time frequency, and the necessary
properties of w[n] are addressed in Sections IV-B and IV-C. If
Fconv = 0.25, then half the terms in both h1[n] and h2[n] are
eliminated, simplifying the filters. In that case, both filters will
have the strongest response when f f aliases to Fconv = 0.25,
which requires the sampling frequency fsam to be selected:

fsam = 4

k
f f , k = 1, 3, 5, . . . (41)

With the filter structure defined, consideration is now given
characteristics and implementation of the low-pass filter.

B. SELF-INDUCED CURRENT ATTENUATION
The primary may continue switching even after the secondary
is removed; to avoid that, the low-pass filter should attenuate
the current induced only by the primary. This section defines
at what frequencies such a phenomenon may occur and de-
fines a necessary characteristic of the low-pass filter.

Consider the case where some current Īind is induced in
Ī1P; some component of the current is induced from the sec-
ondary and some component is induced by V̄B,P. Without
loss of generality, let the angle ∠Ī1P = 0. Let ZB,P again be
the impedance seen by the primary inverter. Note that with
no resistive elements, ∠ZB,P = ±90◦. Then, we observe the
relationship:

Ī1P = Īind + |V̄B,P|∠G(s)

ZB,P
(42)

If there is no induced current, (42) only has a solution when
∠G(s) = ∠ZB,P. For convenience, let us define the following
quantities:

θZ f = ∠ZB,P( j2π f ) (43a)

θG f = ∠G ( j2π f ) (43b)

Both quantities describe how much the voltage leads the cur-
rent at the primary inverter, although both refer to different
portions of the current i1P.

When the secondary does not induce any component of the
current Ī1P and θZ f �= θG f , the frequency is unstable and there
is no solution to (42). That instability is observed by letting
the current A → 0 in the stability criterion (33). Consider a
moment where θZ f > θG f . At that moment, the current forced
by the inverter leads the total current, and the phase of the total
current increases. The rate of change is beyond the scope of
this paper, suffice it to note that the phases of the voltage and
current are unstable and increasing. A continuously increasing
phase is equivalent to a higher frequency; thus, when θZ f >

θG f , the frequency will increase.
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Similarly, when θZ f < θG f , the frequency decreases. We
refer to the equilibrium frequencies fe1 and fe2 defined pre-
viously where θZ f = θG f , and define them in terms of the
anti-resonance filter quality factor Q:

fe1 = f f

2Q

(√
1 + 4Q2 − 1

)
(44a)

fe2 = f f

2Q

(√
1 + 4Q2 + 1

)
. (44b)

With fe1 and fe2 defined and the frequency drift phenomena
as described at those frequencies, the equilibrium frequencies
are stable when the condition:

lim
f → fe

(
θZ f − θG f

)
( f − fe)

< 0 (45)

is met; otherwise, they are unstable.
Note that the frequencies defined in (44) depend on Q. To

preserve the integrity of the signal at f f , Q should generally
be as high as possible to minimize the contribution of vB,P to
i1P at fe1 or fe2. Further note that as Q → ∞, fe1, fe2 → f f

and ZB,P( f f ) → ∞. Thus, a sufficiently high Q will ensure
that during steady state operation, the current at f f dominates
the current at either equilibrium frequency.

The steady-state current is determined by the magnitudes
|ZB,P( j2π fe1)| and |ZB,P( j2π fe2)|. When the secondary no
longer induces a current i1P at f f , the primary inverter will
drift to operate at fe1 or fe2, given in (44). At either of
those operating points, the primary network may consume
a large amount of reactive power, and the current i1P may
be high, possibly perpetuating the operation of the primary
inverter. The envelope filter described in (37) should atten-
uate any contributions from the current at fe1 or fe2. Let
fe1 and fe2, continuous-time frequencies, alias to Fe1 and
Fe2, discrete-time frequencies. Then let the discrete-time fre-
quency bandwidth β be

β1 = min (|Fconv ± Fe1 + n|), n ∈ Z (46a)

β2 = min (|Fconv ± Fe2 + n|), n ∈ Z (46b)

If Fe1 and Fe2 are near 0 or 0.25, β1 ≈ β2 ≈ 0.25, which is the
maximum possible value.

The first property of the low-pass filter is that the stopband
should begin at most by β, with a maximum stopband gain of
W (β ):

W (β1) <= π

4VDC,P
(2)ZB,P (2π fe1) I1crit,P (47a)

W (β2) <= π

4VDC,P
(2)ZB,P (2π fe2) I1crit,P; (47b)

those expressions are inversely proportional to the AC bridge
voltage and the gain of the anti-resonance filter at fe1, and
proportional to the impedance and the turn-on threshold. This
ensures the primary cannot be active without a secondary.

C. DC OFFSET AND PHASE SENSITIVITY
The sensitivity of the discrete-time filter to a DC offset is
determined by the sensitivity of the lowpass filter to the fre-
quency F = 0.25. The required attenuation depends on the
maximum expected DC offset; here, let the maximum desired
DC gain of the final filter be WDC . Then the design require-
ment for the lowpass filter is

W (0.25) ≤ WDC (48)

The DC gain can interfere constructively or destructively with
the signal gain, resulting in output variance. Ideally, the DC
sensitivity is 0, but that may not be perfectly achievable.

Similarly, any response of the lowpass filter at F = 0.5 will
also manifest as a phase dependence in the envelope detector.
Even if there is no DC offset, any sensitivity will cause a phase
dependence on the envelope detector. The attenuation at F =
0.5 should be as low as possible while limiting the filter length
to a reasonable size.

The passband should be sized to include some robustness
to frequency differences; a few hundred hertz is generally
sufficient. Some variance in filter passband sensitivity affects
the effective turn-on threshold current but does not affect
system performance as much as other lowpass filter design
parameters.

D. CONTROL SYSTEM TIMING
The response time of the control system is dominated by the
realization of the envelope detector. As seen in Fig. 5, three
processes contribute to the delay. First, the anti-resonance fil-
ter adds some delay but generally responds to a new condition
within a few switching periods. Second, the zero-crossing
detector is realized with a comparator, and the delay is
dominated by the gate drivers themselves — delay in the
zero-crossing detector is on the order of tens of nanoseconds.

The envelope detector, however, introduces much more de-
lay. A typical, reasonably-sized filter can have better 10 and 20
taps. Further, the sampling frequency can be below the switch-
ing frequency. In Sections VI and V, the sampling frequency
is around 30 kHz, leading to a response time of hundreds of
microseconds. While the specifics of the timing depend on the
sampling frequency and the number of taps in the envelope
detector, the envelope detector will be the limiting factor in
the control system timing.

E. ENVELOPE DETECTOR SUMMARY
The envelope detector can be implemented by multiplying
a lowpass filter w[n] with two orthogonal filters to generate
h1[n] and h2[n], as in (40). Letting Fconv = 0.25 simplifies the
implementation.

The lowpass filter should be designed to:
� Have a relatively small passband, on the order of a few

hundred Hertz. Moderate variation is allowed within the
passband.

� Have a gain at β that satisfies (47).
� Have the DC gain sensitivity at F = 0.25
� Have as low sensitivity as possible at F = 0.5 while

keeping the filter length reasonable.
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TABLE 3. Simulated Component Values

Within these rough design parameters, the design and
choice of the lowpass filter are beyond the scope of this work.

V. SIMULATION VALIDATION
The design approach presented thus far aims to apply to any
LCCL system; that is, the coils and compensation are defined
to satisfy power transfer, EMI, or other requirements, and the
proposed synchronous inversion control scheme is wrapped
around an existing design. To validate the scheme in terms of
detection, synchronization, and stability, the proposed scheme
is tailored for an existing hardware system with a primary
pad and a secondary pad. The relevant inductances have been
simulated in a FEM solver, and the entire system is simu-
lated in a Simulink/Plecs environment. In Section V-A, the
basic system parameters are defined. Section V-B assesses the
system stability as discussed in Section III-B. Sections V-D
to V-F describe the results of various tests.

A. SYSTEM OVERVIEW
The primary coils are a DD design, with the magnetic field
orthogonal to the direction of travel. Using the axes defined in
the static WPT SAE standard [39], the primary coils measure
2 m in the y-dimension and 1 m in the x-dimension. The sec-
ondary coils have a complementary DD geometry, measuring
1 m in the x-dimension by 1 m in the y-dimension. The system
values are given Table 3. Note that a small, practical resistance
has been included on the inductors for simulation.

The self and mutual inductances are measured at a vari-
ety of y-misalignments, replicating the varying coupling as
a vehicle passes over several subsequent primary pads. In
the simulation, the vehicle passes over the primary pads at
30 km/h. The simulations include representative DC bus in-
ductance, resistance, and capacitance values, which tend to
filter out the power ripple at double the switching frequency,
seen in Fig. 14; the DC bus is assumed to be identical for both
the primary and the secondary and the values are also reported
in Table 3. To simplify the graphs and remove the power
ripple, the power is passed through a second-order low-pass
filter with a corner frequency of 500 Hz; extensive work exists

FIGURE 14. Diagram of H-bridge with bus capacitance and parasitic
inductance and resistance.

on eliminating the power ripple; that work is not replicated
here.

With (11), the resonant frequencies are determined to be

fz1 = 41.3 kHz (49a)

fz2 = 114 kHz, (49b)

The design discussed to this point is fixed before the control
scheme is implemented. The discussion now turns to the re-
quirements to ensure stability.

B. STABILITY ANALYSIS
Given those design requirements, the stability can be ana-
lyzed. Given the resonant frequencies defined in (49), the
minimum quality factor is determined to be Q = 1.67, as per
(15). Ensuring the quality factor exceeds 1.67 meets the first
of the three conditions discussed in Section III-C. A quality
factor of Q = 5 is selected for the anti-resonance filter, satis-
fying that condition and placing the equilibrium frequencies
fe1 and fe2 at

fe1 = 76.9 kHz (50a)

fe2 = 93.9 kHz. (50b)

The other stability requirements are that the conditions in
(7) and (33) are satisfied, requiring the following, respec-
tively:

I1crit,P > 1.67 A (51a)

I1crit,P > 33.8 A (51b)

Although only one primary pad was used in the simulation,
MPP was calculated for a reasonably-placed hypothetical sec-
ond primary pad for (51a). As discussed in Section III-C1, the
secondary can reduce the impedance somewhat, and the cur-
rent threshold I1cirt,P should be somewhat higher. The system
parameters described here imply that an additional 1.4 dB on
the turn-on threshold should ensure stability; so let

I1crit,P = 40 A (52)

Recall that the condition in (33) is only approximate, and a
Nyquist plot is necessary to confirm stability. The Nyquist plot
described in Section III-B4 with A = I1crit,P = 75 A is shown
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FIGURE 15. Nyquist plot of the loop gain. As discussed in Section III-C1,
the loop gain is periodic. From this perspective, it is observed that there
are no encirclements with infinite or near-infinite (restricted only by
parasitic resistance) radius.

FIGURE 16. Zoomed-in Nyquist plot with A = I1crit,P = 40 A. The chosen
value of I1crit,P forces the x-axis crossings to occur to the left of unity,
guaranteeing there are no encirclements of the critical point and
guaranteeing stability.

in Fig. 15, with a zoomed-in version shown in Fig. 16. As the
magnitude of the carrier increases, the x-axis crossings will
move towards the origin, with no effect on the stability of the
system.4 By assuming a small series resistance, the Nyquist
plot differs slightly from that shown in Fig. 12, replacing the
infinite radius with a finite radius. However, the four sections
with infinite radius in Fig. 12 correspond to the large loops
in Fig. 15. In Figs. 15 and 16, the both primary inductors are
assumed to have the 5 m� resistance shown in Table 3.

Four tests are completed here, described more fully in
Sections V-C to V-F, respectively:
� Benchmark pulse test: The primary and secondary

continuously operate on a shared clock. This has no

4While the system remains stable, as the carrier magnitude further in-
creases, the increasing margin between the real axis crossing and the critical
points suggests a faster transient attenuation.

TABLE 4. Simulated Test Results

synchronization or detection, and the shared clock is
unrealizable.

� Standard pulse test: The system runs as described thus
far; typical operation.

� Half pulse test: While coupled to the primary pad, the
secondary pad suddenly stops switching to stop request-
ing power transfer.

� Phase shift pulse test: Some control schemes may in-
troduce a slight secondary phase shift; in this test, the
secondary implements a 180◦ phase shift during power
transfer.

C. BENCHMARK PULSE TEST
The benchmark test simulated ideal laboratory conditions,
without the contributions included in this paper and therefore
unsuitable for DWPT. Two key differences distinguished the
benchmark test from subsequent tests. First, the primary pad
remained active during the whole simulation, as it lacked a
clear turn-on/turn-off signal. For such a system to be practi-
cally realizable, an additional system to detect an approaching
secondary and turn on the primary is needed.

Second, the secondary system operated with passive recti-
fication, increasing losses and decreasing total power flow. In
effect, this simulation reflected a common paradigm, where
the primary drives the power transfer, and the secondary
responds.

The waveforms of power transferred through the primary
and secondary are shown in Fig. 17(a). Note that the primary
power and secondary power waveforms are nearly super-
imposed, with the primary power slightly higher, indicating
some system losses. Power transferred and power received are
included in Table 4. Generally, the pulse shape is as expected,
with a linear ramp-up and a relatively flat profile during power
transfer. There is an impulse as the secondary powers on, but
the profile is otherwise smooth.

D. STANDARD PULSE TEST
The standard operation test simulated the expected operation
of the system as described in this paper. All synchronization
and detection information was transmitted solely through the
induced primary inverter current. The primary and secondary
power waveforms are shown in Fig. 17(b). Relevant values
are shown in Table 4. With this test, a clear turn-on and
turn-off transition was expected and observed. Further, the
power transfer was expected to be nearly identical to that in
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FIGURE 17. Plots of simulated primary power (blue) and secondary power (orange) for the four tests. The vertical axis is power in kilowatts; the
horizontal axis, time in seconds.

the control test, as the primary remained active when the in-
duced voltage was high enough to transfer appreciable power.
Finally, as the data link is an intrinsic characteristic of the
power link, the data link is as robust and reliable as the power
link — a desirable effect of this system.

E. HALF PULSE TEST
The half pulse test and the phase shift test demonstrate the
reliability of the control algorithm against disturbances. In
the half pulse, the secondary inverter closes both low-side
switches (U2S and U4S) and opens both high-side switches
(U1S and U3S), forcing vB,S = 0 V. As discussed previously,
i1P at f f is proportional to vB,S , so setting vB,S = 0 V should
stop power transfer. This tests the response of the primary to
a bang-bang secondary control scheme. When the secondary
H-bridge stops commutation, we expect the Ī1P to rapidly
decay to zero, causing the primary to shut off.

As seen in Fig. 17(c), the desired operation is observed.
The power transfer follows the first half of the pulse seen in
Fig. 17(b). Halfway through the pulse, the power drops to
0 and the primary inverter shuts off, as expected. The total
power transfer is expected to be roughly half that in the other
tests, which is observed in Table 4.

F. PHASE SHIFT PULSE TEST
The third test instantaneously shifted the secondary H-bridge
phase by 180◦. Some control schemes introduce a small phase
shift; the goal of this test is to demonstrate robustness against

any phase effects that may occur, and further demonstrate
that the primary will always send power to the secondary.
Immediately after the phase shift, we expect the flow of power
to be reversed. In a successful test, however, the primary will
quickly respond and begin sending power to the secondary
once again.

As seen in the power transfer plot in Fig. 17(d), the power
flow direction quickly responds to the phase shift. The low-
pass filter attenuates negative power flow; the total transient
duration is very short. Further, the total power transferred is
nearly as high as in the standard pulse test, as seen in Table 4.

G. SUMMARY
As can be seen in Table 4, no appreciable difference in ef-
ficiency exists between the benchmark test and the standard
operation test, indicating that the synchronization and detec-
tion algorithm presented here works as designed, with each
primary pad responding independently to the secondary pad.
Further, we observe that the energy transferred during both
robustness tests (half pulse and phase shift pulse) is as ex-
pected. The efficiency and power transferred vary less than
0.1% between the standard test and the phase shift test.

As discussed in Section V-B, the turn-on limit is set suffi-
ciently high to ensure stable operation at turn-on. However,
this reduces total power transfer. Without changing the power
transfer system, this could be fixed by lowering the turn-on
current I1crit,P. While this would transfer power at 85 kHz for
a longer interval, this would also introduce a component of
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vB,P at one or both of the equilibrium frequencies fe1 and fe2,
increasing power ripple and potentially reducing efficiency.
The designer must consider whether that instability and poten-
tial efficiency reduction, or a shorter power transfer interval,
is more acceptable.

The simulated tests also show a robust primary–secondary
communication link. Because all necessary information for
synchronization and detection is inherent in power transfer,
the communication link is established through the power link,
and both share a strong degree of robustness. The standard
operation and robustness tests did not require any additional,
weaker communication link, such as a hard-wired connection
or an optical coupler.

Finally, the simulation demonstrates that the proposed
design is robust against system disturbances. Both the phase-
shift pulse and the half-pulse test simulate the extremes in
secondary control strategies. In both cases, the primary re-
sponds as expected, shutting off when the secondary did, or
matching the secondary phase. The simulated results show
comparable performance to an omniscient primary controller
but with no dedicated communication link and significant
robustness built into the system.

VI. HARDWARE VALIDATION
Three hardware tests were run to validate the simulated re-
sults: first, a standard test; second, a half-pulse test; and
finally, a phase shift test.

This scheme was tested on an existing DWPT system,
demonstrating the adaptability of the proposed approach to
an arbitrary topology. As in the simulation, an analog anti-
resonance filter sensed the primary inverter current to insert
the appropriate phase shift. A digital filter, implemented on
an FPGA, sampled the filtered, sensed, current to determine
the on/off thresholds. The digital turn-on/off filter sampled the
primary inverter current at 31 kHz.

Due to some hardware limitations, a few minor modifica-
tions differentiated the simulated test from the hardware tests:
� Hardware and propagation delays added some phase to

the system; to counteract that lag and still achieve ZVS,
the system operated at 84.25 kHz, rather than 85 kHz.
ZVS, not a concern in simulation, was achieved with
current harmonics, as in [30].

� To counteract some jitter in the comparator, the compara-
tor output was not sampled for roughly 700 ns after a
transition.

� The setup moved at roughly 1.5 MPH
� Due to space constraints, the secondary reversed direc-

tion over the primary pad, rather than passing over the
entire pad in a continuous motion.

� To counteract noise in the envelope detector, the system
did not begin switching until 25 consecutive iterations
of the envelope detector indicated sufficient coupling.
Likewise, the primary did not stop switching until 25
consecutive iterations of the envelope detector suggested
insufficient coupling. A long buffer was necessary to

FIGURE 18. Diagram of recirculating current with bus capacitances and
inductances.

TABLE 5. Experimental Component Values

counteract the relatively slow speed of the setup and
some noise in the envelope detector.

The current recirculated, with bus inductances and capaci-
tances as in Fig. 18. The system parameters of the hardware
test, on which the simulated design was based, are included in
Table 5. Note that the benchmark test detailed in Section V-C
assumes an unrealizable system, where the secondary and
primary are perfectly synchronized. Because the simulated
system is unrealizable, an experimental verification of the
benchmark test is omitted.

A sample oscilloscope screen capture during power transfer
is shown in Fig. 19. In that image, the inverted current shows
a sharp angle when the voltage inverts; the direction of the
current corner indicates inversion, rather than rectification.
The setup is shown in Fig. 20.

The remainder of this section gives results for each hard-
ware test in Sections VI-A to VI-C, with comparison in
Section VI-D.

An oscilloscope screen capture of a typical turn-off transi-
tion is given in Fig. 22. Although this transition was measured
at a lower power than the other experimental results, the tran-
sition is representative of all turn-off transitions.

A. STANDARD PULSE TEST
The hardware standard pulse test mirrored the simulated test
described in Section V-D. The power waveforms are shown in
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FIGURE 19. Oscilloscope screen capture of the primary side during typical
operation, with voltage vB,P and current i1P represented.

FIGURE 20. Picture of the experimental setup. The wireless power transfer
coils, inverters, and control board are seen.

TABLE 6. Hardware Test Results

Fig. 21(a), and the energy transferred during both consecutive
pulses is shown in Table 6.

Note relatively lower efficiency and power transfer com-
pared to the simulated results. These values could be improved
with more ideal components; however, we note an effective
proof of concept observed in hardware. In response to an
induced current, the primary inverter switches to inject power
into the system; while controlling an inverter to inject power
could introduce instability, the analog and digital filters work
as expected to stabilize the system. The primary only injects
power at the switching frequency and turns on and off cor-
rectly as the secondary conduction angle is modulated.

B. HALF PULSE TEST
A hardware half pulse test reflected the simulation described
in Section V-E. The secondary inverter operates normally

through the first part of the test. Halfway through the pulse,
the secondary stops switching its inverter.

The experimental results, plotted in Fig. 21(b), match the
simulated results in Fig. 17(c). For the first portion of the
pulse, the power transfer profile closely matches the stan-
dard simulation. However, at the midpoint of the pulse, the
power drops to zero. The primary shuts off in response to
the secondary inverter de-energizing the circuit, demonstrat-
ing the ideal primary response to a secondary control. There
is some ringing due to the resonance of the DC system,
with the DC bus capacitance and line inductance seen in
Fig. 18.

C. PHASE SHIFT PULSE TEST
As in Section V-F, instantaneous phase shifts in the secondary
H-bridge were introduced during power transfer. The primary
and secondary power waveforms for the phase shift test,
shown in Fig. 17(b), match the simulated results shown in
Fig. 17(d). The total measured energy transferred during both
pulses is shown in Table 6.

Note that the power transfer briefly reverses, but quickly
recovers, as expected. The most critical issue is the large
spike; however, this is due to the under-damped DC bus, rather
than the control scheme presented here. Because the DC bus is
under-damped, there is ringing with nearly a 100% overshoot.
As power reverses direction, the primary and secondary DC
currents overshoot, causing a large negative current. As the
primary responds and the power again begins to flow in the
typical direction, the currents again overshoot. The response
time of the system is the delay between the downward spike
and the upward spike and is typically on the order of a few
cycles. Better damping on the DC bus could eliminate the
overshoot, as seen in the simulated results.

The strong robustness against an instantaneous, dramatic
phase shift demonstrates that the proposed system will be
unaffected by any minor aberration in secondary frequency
or phase. The robustness does not simply extend to the inde-
pendence of each primary coil, but also to robustness against
secondary aberrations. The simulated results suggest the ring-
ing is an issue with the DC bus, and not the synchronous
inversion control scheme.

D. SUMMARY
The strongest conclusion of the experimental results is the
close match between the experimental and simulated results,
with only minor deviations. This strong relationship suggests
that any simulated design may be implemented in hardware
and demonstrates that the results in Section V do not rely
on timing precision or numerical precision available only in
simulation.

The experimental standard operation test has some oscil-
lation at turn-on and turn-off, which is not present in the
simulated test. Even with those transients, the system per-
formed as expected, turning on and off correctly with the
primary accurately synchronizing to the secondary. The tran-
sients are due to ringing on the DC bus, where power is
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FIGURE 21. Plots of experimental primary power (blue) and secondary power (orange) for the three tests. The vertical axis is power in kilowatts; the
horizontal axis, time in seconds.

FIGURE 22. Oscilloscope screen capture of a typical turn-off transition,
where vB,P is represented in green and i1P is represented in blue. Note that
for the majority of the signal, the current and voltage waveforms are
regular. However, as the current signal is decreased, the system begins to
operate irregularly for roughly 400 μs, before the primary shuts off.
Thereafter, any remaining current is attenuated over the next 600 μs.

measured. While the overshoot is an issue for the applica-
tion of this technique in its current form, the risk of that
spike can be ameliorated by a properly designed and imple-
mented EMI filter. As this paper focuses on the introduction,
validation, and stability of the synchronization and detec-
tion algorithm, EMI filter design is outside the scope of the
present work. Further, as discussed in Section VII, future work
is presented which may further reduce the intensity of the
oscillations.

With the half-pulse test, the hardware test modeled the
simulation while demonstrating the efficacy and robustness
of the system. When the secondary stops switching to stop
requesting power transfer, the primary responds in kind and
both bridges are shorted.

Finally, in the phase-shift test, the primary quickly and
correctly responded to a dramatic phase shift in the secondary,
demonstrating the robustness of the system to both dramatic
and minor changes in the secondary phase.
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VII. CONCLUSION
The approach to WPT presented here permits a variety of
improvements, compared to current technologies. Those ad-
vantages are immediately applicable to DWPT scenarios, al-
though certainly not limited to that application. The proposed
approach is demonstrated in both simulation and hardware
to be responsive to variations in induced primary inverter
current.

The responsiveness to dynamic conditions is demonstrated
by synchronization to and detection of secondary switch-
ing. The primary responds appropriately to differences in
the phase and conduction angle of the secondary, demon-
strating independence from any open-loop control law, and
suggesting independence from a secondary closed-loop con-
trol law. Any modulations of the current induced on the
primary coil by the secondary are handled well. Thus, effec-
tive operation across a range of coupling factors is similarly
demonstrated.

Further, because synchronization and detection are realized
over the power link, the robustness of the synchroniza-
tion/detection communication link is inherently as strong as
the robustness of the power link. Thus, unlike an optical cou-
pler or a wired connection, a dual-active, secondary-driven
DWPT is possible whenever any appreciable wireless power
transfer is possible. That is, the proposed system is as robust
as the wireless power transfer itself.

This system was developed specifically to reduce the hard-
ware needed for realizable DWPT. The approach here presents
improvements over the current state-of-the-art, in that it does
not require auxiliary coils or another primary–secondary com-
munication link, making the synchronization scheme as robust
as the power transfer channel.

The single bit of information necessary for detection is
transmitted by the magnitude of the induced primary inverter
current, obviating the need for external hardware. Simplify-
ing the primary-side detection to a single-bit choice places
responsibility for alignment on the secondary side.

By using the synchronous inversion control scheme, both
synchronization and detection are accomplished without ex-
ternal hardware. The benefits of a dual-active WPT system,
including power regulation and lower losses, are realized
without requiring any additional synchronization signal.

The main improvements of this design are as follows:
� The design simplifies the control scheme, with a single

turn-on/off condition on the primary and open-loop op-
eration on the secondary.

� The primary coils are activated by the secondary, rather
than neighboring primary pads. The active switching on
the secondary allows secondary power regulation and
lowers semiconductor losses.

� The primary control is simplified by removing the pri-
mary clock.

� A rigorous stability criterion is established.
� Imperfectly tuned systems are addressed.
� The principle is demonstrated on a hardware system,

transferring 15 kW.

Other approaches exist that can achieve some of these ob-
jectives, but no other approach allows all the above objectives
to be met simultaneously and robustly. These objectives, es-
sential for dynamic wireless power transfer, are also useful in
a variety of other applications.

While this work introduces improvements over current
state-of-the-art, several opportunistic for further research and
development are apparent. The ringing observed in the hard-
ware results, due to an underdamped DC bus, could also be
reduced by slowly ramping up the angle between legs A and
B on the primary. This could either require closing switches
in some non-zero-crossing of the anti-resonance filter current,
expanding the phase between the legs as the magnitude of i1P

increases or could require the introduction of a phase-locked
loop. In either case, the next steps in the development of this
approach are apparent, but beyond the scope of the current
work.

Although there remains space for further advancement
of this technology, the development of synchronous inver-
sion has proven possible. With regards to dynamic wireless
power transfer, the synchronous inversion technology enables
increased elegance in the design and could facilitate fu-
ture deployment of dynamically, wirelessly powered electric
vehicles.

APPENDIX A LINEARIZATION AND
QUASI-LINEARIZATION OF ZERO-CROSSING DETECTOR
Although the zero-crossing detection is nonlinear, it can be
locally linearized. Consider a carrier signal gc with amplitude
A at frequency f0, summed with some infinitesimal noise
signal gn at frequency f1:

gc(x) = A cos (2π f0x)

gn(x) = ε cos (2π f1x)

g(x) = gc(x) + gn(x), (53)

where ε is some infinitesimally small value. The signals in
(53) have corresponding Fourier decompositions

Gc(ξ ) = A

2
(δ(ξ − f0) + δ(ξ + f0))

Gn(ξ ) = ε

2
(δ(ξ − f1) + δ(ξ + f1))

G(ξ ) = Gc(ξ ) + Gn(ξ ). (54)

Let the zero-crossing detection be modeled by the sign
function,

h(g(x)) = sgn (g(x)) , (55)

with values in the set {−1, 0, 1}. It is desired to determine the
spectrum of h(g(x)), to analyze local stability.

When ε is sufficiently small, the only effect of the noise on
the sign of f (x) is some small shift in the zero crossings. Let

h(g(x)) = hc (gc(x)) + hn (gc(x), ge(x)) , (56)
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FIGURE 23. Sample figure of synchronous inversion in action. Note that
the voltage commutes at the exact zero crossing, such that the sign of the
voltage and current are always the same.

where hc is a square wave, with a Fourier decomposition of

Hc (ξ ) = 2

π
(δ(ξ − f0) + δ(ξ + f0)) , (57)

and hn(gc(x), ge(x)) is some correction function, with values
in the set {−2, 0, 2}. Naturally, hc contains other harmonics,
but in the linearized model, only the fundamental component
is considered. The function hn can be visualized as a series
of peaks, as in Fig. 23. The Fourier transform of h∗ can be
calculated by ∫ ∞

−∞
hn(gc(x), ge(x))e− j2πξxdx (58)

It is necessary to formulate the integral in (58) as a summa-
tion of the peaks in hn on the edges of the carrier signal gc(x).
Let 
n, f be the width of the nth pulse in hn, occurring on a
falling edge of gc(x); similarly, let 
n,r be the width of the nth

pulse in hn, occurring on a rising edge of gc(x). The falling
edges of gc(x) occur at

x = n + 0.25

f0
, (59)

with the rising edges occurring at

x = n − 0.25

f0
, (60)

where n ∈ Z.
On the falling edges, if 
n, f > 0, the value of hn on that

interval is 2. If 
n, f < 0, the value of hn on that interval
is −2. Regardless of the sign of 
n, f , the portion of (58)
corresponding to falling edges can be expressed as

∑
n

(∫ x= n+0.25
f0

+
n, f

x= n+0.25
f0

2e− j2πξxdx

)
. (61)

This can also be expressed as

∑
n

E

[∫ x= n+0.25
f0

+
n, f

x= n+0.25
f0

2e− j2πξxdx

]
. (62)

Note that in the linearized system, we can ignore the
harmonics. As will be discussed later, two frequencies are
required to represent the pulses. We can replace the pulses
seen in Fig. 23 with a series of sinusoids, with coefficients αk

to be determined hereafter, such that pulses are equivalently
approximated by the series:

s(x) =
∑

k

αke j2π fkx, (63)

which has the spectrum∑
k

αkδ (ξ − fk ) . (64)

In (62), the expectation is calculated over a period of the
carrier signal. Over one period and neglecting harmonics, the
expectation with the sinusoidal approximation can be calcu-
lated as

E

[∫ n1
f0

n
f0

s(x)e− j2πξxdx

]
=
{

αk
f0

, ξ = fk

0, otherwise
(65)

The zero-crossing detector output spectrum, defined in
(64), can be calculated by equating the expectation in (65)
to the summand in (62), which will yield the values of α1 and
α2. Combined with the definition in (64), those values produce
spectrum of the zero-crossing detector output.

The balance of this appendix solves for α1 and α2. To that
end, it is necessary to define the values 
n, f ; a similar process
can be used to determine the values of 
n,r . We solve for

A cos (2π f0x) + ε cos (2π f1x) = 0

x = n + 0.25

f0
+ 
n, f . (66)

It can be shown that (66) is exactly equal to

0 = − A sin
(
2π f0
n, f

)
+ ε cos

(
2π f1 (n + 0.25)

f0

)
cos

(
2π f1
n, f

)

− ε sin

(
2π f1 (n + 0.25)

f0

)
sin
(
2π f1
n, f

)
(67)

for n ∈ Z. Because 
n, f is small for an infinitesimal ε, the
small-angle approximation can be used to simplify (67) as

0 = − 2Aπ f0
n, f + ε cos

(
2π f1 (n + 0.25)

f0

)

− ε sin

(
2π f1 (n + 0.25)

f0

)
2π f1
n, f (68)

Noting that |ε f1 sin (·)| 
 | f0| for an infinitesimal ε, it is
observed that (68) has an approximate solution at


n, f = ε

A

cos
(

2π f1(n+0.25)
f0

)
2π f0

. (69)

Now, we can equate the summand in (62) to (65), in order
to solve for α1. and α2. Because 
n, f is infinitesimal, the
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FIGURE 24. Small-signal model for a zero-crossing detector, including
additional sidelobe frequencies, due to the non-linearity of the sign
function. For simplicity, only 2 sidelobe frequencies are shown on each
side, although an infinite number are present. Distinct paths exist for each
central and sidelobe frequency. Note that a real input signal will still
produce a real output signal.

Leibniz integral rule and first-order approximation reduce the
summand in (62) to

E

[

n, f 2e

− j2πξ n+0.25
f0

]
. (70)

Substituting (69) into the expression yields

ε

Aπ f0
E

[
cos

(
2π

f1

f0
(n + 0.25)

)
e
− j2πξ n+0.25

f0

]
. (71)

which expands to

ε

2Aπ f0
E

[
e

j2π (n+0.25)
(

f1
f0

− ξ
f0

)
+ e

− j2π (n+0.25)
(

f1
f0

+ ξ
f0

)]
.

(72)
This reduces to

E

[

n, f 2e

− j2πξ n+0.25
f0

]
=
{

ε(− j)k

2˜Aπ f0
, ξ = ± f1 + k f0, k ∈ Z

0 otherwise
(73)

In assuming the pulses could be approximated by a series of
sinusoids, additional frequencies were introduced. Those ad-
ditional frequencies can be defined by equating (76) with (65)
and substituting into (64), which yields the output spectrum

∑
k∈Z

ε (− j)k

2Aπ
(δ (ξ − f1 − k f0) + δ (ξ + f1 − k f0)) . (74)

However, (74) only considers the effects of the noise signal
on the falling edges of the carrier wave; a similar effect can be
shown to be effected on the rising edges of the carrier wave.
Thus, the effect should be doubled to account for both effects.
The quasi-linear, small-signal model of the zero-crossing de-
tector is given by

Hn (ξ ) =
∑
k∈Z

(
2 (− j)k

Aπ
Gn (ξ − k f0)

)
(75)

which is illustrated in Fig. 24. This can only be quasi-linear,
as additional frequencies are introduced. However, accounting

for these additional frequencies is essential; it is possible for
an additional frequency to couple with a base frequency and
increase the effective loop gain, resulting in system instability.

Although (73) includes components across an infinite spec-
trum of frequencies, some of the higher frequencies can be
neglected if the gain of the transfer function is sufficiently low
at frequencies near or above 2 f0. In such cases, (75) can be
approximated by:

Hn (ξ ) =
2∑

k=−2

(
2 (− j)k

Aπ
Gn (ξ − k f0)

)
(76)

The fully linear system, excluding all frequencies not
present in the noise spectrum, is further simplified to

Hn (ξ ) = 2

Aπ
Gn (ξ ) (77)

APPENDIX B TIME-DOMAIN STABILITY ANALYSIS
It may be informative to verify the stability criteria developed
in Section III using a time-domain analysis. Such an approach
is cumbersome for developing a closed-form solution, but may
function adequately as a verification of the frequency-domain
stability requirements in a given system. In this appendix, the
framework is developed in Appendix B, and the stability of
the system described in Sections V and VI is discussed in
Appendix B.

A. TIME-DOMAIN STABILITY FRAMEWORK
Traditional time-domain stability analysis uses tools such as
Lyupanov functions to show that the the energy in a system
perturbation decreases with time. However, in this case, such
an approach is difficult at best: the switching action reactive
power into the system at the switching harmonics, and energy
flows into and out from the network during one switching
period.

A more promising approach is to model the dynamics in a
discrete-time system. The analysis is simplified by sampling
the system states during the center of the pulses on vB,P.
Let the states be collected into a vector x. The small-signal
portion of x is given by x̂. The small-signal dynamics are
linearized, and the eigenvalues of the linearized model can
be used to test stability. In the discrete-time formulation, the
system is stable if the eigenvalues of the linearized dynamics
have length of less than 1. For convenience, the discrete time
dynamics are modeled over half a switching period. Where
T is the switching period 1/ f f , we observe the small-signal
dynamic relationship:

x̂
(

t + T

2

)
= f1 (x̂(t ))

x̂ (t + T ) = f2 (x̂(t ))

f2 (x̂(t )) = f1 (x̂(t ))2 . (78)

Thus, it is sufficient to test the eigenvalues of the linearized f1

to determine in any of the eigenvalues of f2 exceed unity in
length.
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It is necessary to determine the continuous-time dynamics
before developing the discrete-time system dynamics. Let A,
B, and C be the state-space matrices such that

ẋ(t ) = Ax(t ) + BvB,P(t ) + CvS,ind (t ) (79)

where vS,ind is the voltage induced across LCoil,P by i2S . Note
that vB,P(t ) ∈ {VDC,P,−VDC,P}

Without loss of generality, reference time to the middle of
the positive pulse of vB,P. Let λ be the moment when vB,P

switches from positive to negative.
The half-period discrete-time dynamics are given by

x

(
T

2

)
= eA T

2 x(0) +
∫ λ

0
e

A
(

T
2 −τ

)
BVDC,P

−
∫ T

2

λ

e
A
(

T
2 −τ

)
BVDC,P +

∫ T
2

0
e

A
(

T
2 −τ

)
CvS,ind (t )

(80)

The expressions in (80) can be differentiated with respect to
the changeable inputs:

∂x
(T

2

)
∂x(0)

= eA T
2 (81a)

∂x
(T

2

)
∂λ

= 2e
A
(

T
2 −λ

)
BvDC,P, (81b)

leading to the small-signal dynamics

x̂(
T

2
) = ∂x

(T
2

)
∂x(0)

x̂(0) + ∂x
(T

2

)
∂λ

λ̂ (82)

The expression in (82) indicates that the dynamics depend
on both the switching moment λ and the small-signal pertur-
bation in initial state. However, the perturbation λ is fixed by
the perturbation in the initial conditions.

The states at the switching moment are given by

x(λ) = eAλx(0) +
∫ λ

0
eA(λ−τ )BvDC,Pdτ

+
∫ λ

0
eA(λ−τ )CvS,ind (τ )dτ ; (83)

the small-signal version is approximated as

x̂(λ) = eAλx̂(0) + �λ̂ (84)

where

� = eAλAx(0) + BvDC,P +
∫ λ

0
eA(λ−τ )ABvDC,Pdτ

+ CvS,ind (λ) +
∫ λ

0
eA(λ−τ )ACvS,ind (τ )dτ. (85)

Note, however, that one state is constrained to be zero at
the switching moment; in the stable system, this is the output
of the anti-resonance filter. Let the notation [·]c refer to the
row of an array or vector corresponding to the switching state.
Then,

[x̂]c = 0 = [
eAλ
]

c x̂(0) + [�]c λ̂. (86)

This yields the expression

λ̂ = −
[
eAλ
]

c

[�]c
x̂(0). (87)

Note that � is a column vector, so [�]c is a scalar and the
division is defined.

Substituting (87) into (82) yields the expression

x̂
(

T

2

)
=
(

∂x
(T

2

)
∂x(0)

+ ∂x
(T

2

)
∂λ

[
eAλ
]

c

[�]c

)
x̂(0) (88)

If all the eigenvalues of

(
∂x
(T

2

)
∂x(0)

− ∂x
(T

2

)
∂λ

[
eAλ
]

c

[�]c

)
(89)

lie within the complex unit circle, the system is stable.

B. STABILITY ANALYSIS OF EXAMPLE SYSTEM
Referring to the system parameters defined in Table 3, the
state space model can be for an arbitrary voltage vS,ind . In
Section V, it was determined that a threshold current of 40 A
was sufficient to ensure stability. Here, the eigenvalues of the
matrix described in (89) are determined when the threshold
current in 40 A.

First, imagine that the fourth-order filter is implemented
by two cascaded parallel RLC filters. Let vCP be the voltage
across CP,P and let vCS is the voltage across CS,P. Further let
i f ,1 and v f ,1 be the inductor current and capacitor voltage in
the first stage, and i f ,2 and v f2 be the corresponding quantities
in the second stage. Because the magnitude gain of the anti-
resonance filter is irrelevant, the filter inductances can be 1/ω,
the capacitances can be 1/ω, and the filter resistances can be
Q. The state vector is given by

x =
[
i1P i2P vCP vCS i f ilt,1 v f ilt,1 i f ilt,2 v f ilt,2

]T

(90)
and the dynamics are given in (79). The system can be
simulated to determine an equilibrium point, after which
the eigenvalues of the matrix expressed in (89) can be cal-
culated. Because (89) is best calculated numerically, the it
yields minimal insights. The simplest method to stabilize the
synchronization and detection algorithm is to leverage the
insights in Section III-C, simulate the system to arrive at a
steady-state solution, and them prove stability in the time do-
main by determining if that the eigenvalues of (89) lie within
the complex unit circle.

For the system described in Sections V and VI, with suf-
ficient secondary-induced voltage to force Ī1P = I1crit,P, the
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equilibrium point is simulated to be

x =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

37.2 A

−0.6 A

396.3 V

−581.2 V

−0.5 A

190.9 V

−4.4 A

929.8 V

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

(91)

Note that the extreme voltages seen in the last elements of x
are an artifact of the representation of a transfer function in
a state-space model, and would not be present in a realized
circuit. Further note that the circuit was slightly mistuned; to
align the zero-crossings as expected an offset of 77 ns was
introduced in the secondary-induced voltage.

Using the equilibrium values in (91), the matrix defined in
(89) is found to have the eigenvalues in the set

{−0.3638 + j0.8939, −0.3638 − j0.8939,

−0.5153 + j0.6020, −0.5153 − j0.6020,

−0.7096 + j0.0000, −0.7366 + j0.0000,

−0.9158 + j0.2989, −0.9158 − j0.2989}
(92)

The greatest norm of any of the eigenvalues is 0.9651,
which lies inside the unit circle, proving time-domain stabil-
ity.

For comparison, consider the same initial conditions, but
ignore the anti-resonance filter; that is, cross on the zero-
crossings of i1P. This changes the index c in the expression of
λ̂. In that case, the norm of the greatest eigenvalue is 1.7795,
proving instability without the anti-resonance filter.
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