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ABSTRACT Power electronic systems present a non-linear behavior mainly due to their switching nature.
This is often combined with their interaction with non-linear systems, such as other switching converters,
diode rectifiers, motor drives, etc. and with possible non linearities of the power grid in the case of grid
connected systems. The major effect of these non-linear interactions is the generation of harmonic distortion
on voltages and currents (both in DC and AC), which needs to be compensated to achieve high power quality
systems. The use of passive filters is often the simplest and most immediate solution; however, this decreases
converter efficiency and increases its weight and volume. Thus, the use of a control strategy capable of
tracking periodic signals, rejecting periodic disturbance and largely improving steady state behavior and
harmonic distortion with a limited bandwidth is a very desirable feature. Repetitive Control (RC) represents
an extremely practical and efficient solution for the aforementioned issues, and it is widely employed in many
different applications. This paper focuses on state of the art of RC used in power electronics and drives.
RC basic concepts, different control structures, design methods, fixed and variable frequency operating
conditions, etc. are investigated. Furthermore, many example applications and existing control approaches
developed in recent years for power electronics and drive systems based on RC, have also been discussed in
detail.

INDEX TERMS Repetitive control, control design, reviews, power electronic converters, electric drives, grid-
tied, off grid.

I. INTRODUCTION
The tracking of periodic signals and rejection of periodic
disturbances in a control system is a wide field of research
both in control theory and many application areas. Over the
years, RC has proven to be an excellent technique to address
this issue [1]. In fact nowadays, RC is successfully used in
many real-world control applications, such as robotics [3],
[4], electro-hydraulics [5], tubular heat exchangers [6], PWM
converter [1], [7]–[50], etc. RC was introduced for the first
time by Hara, Yamamoto, Omata and Nakano and it is based
on the Internal Model Principle (IMP) [2]. The implemen-
tation of RC requires the controller to incorporate a model
of the dynamics that generate the signals which the control

system is intended to track/reject. If the periodic reference
signal is composed by a certain number of frequencies, the
RC will contain all periodic modes, whose number is pro-
portional to the period Tp and inversely proportional of the
sampling interval Ts (Hara et al., 1988). This results in a very
high order control system, particularly when the sampling
frequency (fs = 1/Ts) is high. The RC is practically designed
considering a constant sampling period Ts and assuming a
constant period Tp for the signals to be tracked/rejected, such
that the ratio N = Tp/Ts is embedded in the control algorithm.
However, the frequency of the tracked signals (fp = 1/Tp)
is not perfectly constant in many practical applications, as
well as the disturbance period can change according to the
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FIGURE 1. Block diagram of a standard RC.

speed variations in rotational mechanical systems (peristaltic
pumps, machining tools, etc.), and frequency variations of the
power devices (inverters, rectifiers, etc.) connected to the elec-
tric distribution network [10], [11]. This problem leads to a
dramatic decay of the controller performance [12]. To over-
come this problem several papers have appeared in litera-
ture [4], [13]–[19], which propose two different kind of ap-
proaches : 1) variable value of N and 2) fixed value of N.

The first consists in keeping the sampling period Ts con-
stant and change the value of N according to the time vari-
ation of Tp [4], [13]. Another solution within approach 1 is
to adapt the controller sampling rate according to the ref-
erence/disturbance period [14]. This enables to obtain good
performance in the steady state while maintaining low com-
putational burden. Approach 2 works with a fixed value of
N and the frequency variations are compensated by means of
large memory elements [12]. This method works well, as long
as the frequency variations is small, with high computational
complexity. An alternative simpler method, still falling within
approach 2, is to use a fictitious sampler operating at a vari-
able sampling rate [6], [15], [16]. Compared to the previous
method, in this case the performance is slightly degraded, but
the computational burden is lower.

This paper aims to provide a thorough and comprehensive
review of RC, its design methodology and its more recent
applications in power electronics and drives. The outline is
as follows: Section II provides the operating principles of
RC, while Section III illustrates the design methodology. Sec-
tion IV investigates solutions for variable frequency imple-
mentation; Section V analyses the concept of assisted repet-
itive control, while Section VI introduces a high number of
practical examples both in power electronics and drives, some
including experimental results. Open issues and further work
are discussed in Section VII and conclusions are drawn in
Section VIII.

II. BASIC PRINCIPLE OF REPETITIVE CONTROL
A. BASICS OF A REPETITIVE CONTROLLER
The block diagram of a standard RC can be seen in Fig. 1,
where the input signal E is assumed to be a periodic signal
with period equal to Td. F is a compensation action; Krc is the
gain of RC; the long delay chain z−N ideally should provide a
delay of Td, so N is calculated by rounding the ratio between
Td and the sampling period Ts to the closest integer. NTs is
the learning period of RC. Q(z) is the robustness filter used
(usually a low pass filter) to attenuate the effect of any high
frequency noise presents in E. Gf(z) is namely the stability

FIGURE 2. Bode plot of the RC with Krc = 1, Gf(z) = 1, Q(z) = 1 and N =
Td/Ts = 400.

filter, which is often used to compensate any delay in the
acquisition of E [7], [13], [15].

The transfer function of RC can be represented in (1).

GRC (z) = F (z)

E (z)
= KrcG f (z)z−N

1 − Q(z)z−N
. (1)

Popular choices of Q(z) include the forgetting factor (i.e., a
constant between zero and one) and a moving average filter
which passes medium and low frequencies, but attenuates
high frequencies [17]. Gf(z) can be chosen as a zero-phase
error tracking compensator, originally proposed by Tomizuka
in 1985 for servo drive [20], which is essentially the reverse
of the plant seen by the RC. Alternatively, when the plant
seen by RC is a fixed delay, Gf(z) can be a simple a phase
lead compensator as in [21], zM, where MTs equals the fixed
delay time. Fig. 2 shows the Bode plot of the RC transfer
function given in (1), when Krc = 1, Gf(z) = 1, Q(z) = 1 and
N = Td/Ts = 400. In this case, the delay time Td is equal to
20ms and the sampling period Ts is equal to 50μs. It can be
noticed that the response presents high gain at fundamental
and desired periodic frequencies, while the phase is equal to
0° to the fundamental frequency and its multiples.

B. PLANT SEEN BY A REPETITIVE CONTROLLER
As mentioned above, the choice of Gf(z) depends on namely
the “plant seen by the RC”. Depending on how the RC is
connected in the feedback loop, it sees the plant differently.
As shown in Fig. 3, three are the most common structures used
for connecting the RC into a control system: direct, parallel,
and plug-in [22]–[24]. In Fig. 3, R(z) is the reference, E(z) is
the error between reference R(z) and feedback Y(z), F(z) is the
compensation action generated by the RC. U(z) is the input
to the plant GP, D(z) is the disturbance and GC is the feed-
back controller. No matter which structure is used, the closed
loop system can be re-drawn into an equivalent diagram as in
Fig. 4, where GPRC is defined as the plant seen by RC. It can
then be derived that the “plant seen by RC”, GPRC, is given in
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FIGURE 3. Three typical structures for RC.

FIGURE 4. Equivalent diagram for the plant seen by RC.

(2) according to the three structures of Fig. 3.

GPRC = −E (z)

F (z)
=

⎧⎪⎪⎨
⎪⎪⎩

GP, direct
GP

1+GCGP
, parallel

GCGP
1+GCGP

, plug − in.

(2)

C. THE RC WORKING PRINCIPLE
The fact that RC can ideally cancel periodic errors can be
proven by finding the zero error tracking conditions [1]–[3].
Hence, the transfer function of the error E(z) is derived as in
(3).

E (z) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

direct: (1−Q(z)z−N )(R(z)−D(z))
1−z−N (Q(z)−KrcG f (z)GP (z))

parallel:

(1−Q(z)z−N )(R(z)−D(z))

(1+GC (z)GP (z))

[
1−z−N

(
Q(z)− KrcG f (z)GP (z)

1+GC (z)GP (z)

)]
plug-in:

(1−Q(z)z−N )(R(z)−D(z))

(1+GC (z)GP (z))

[
1−z−N

(
Q(z)− KrcG f (z)GC (z)GP (z)

1+GC (z)GP (z)

)]

(3)

Substituting z with ejωTs, the numerator of (3) becomes
(1 − Q(e jωTs ))e− jωNTs [R(e jωTs ) − D(e jωTs )], where, NTs =
Td, as defined in Section II-A. Assuming the robustness filter
Q(e jωTs ) = 1, the error signal E equals zero when the angular
frequency ω satisfies the condition in (4).

ω = ωd = 2kπ

Td
< ωnyq∀k = 0, 1, 2 . . . kmax

TABLE I Definition of GS1(z), GS2(z), GS3(z)

FIGURE 5. Equivalent block diagram of Fig. 4 according to (4).

{
kmax = N−1

2 for odd N

kmax = N
2 for even N

(4)

where, ωN is the Nyquist frequency in rad/s 2π fs/2. This
means that, with RC, all signals of frequency 1/Td and
its integer multiples will either be tracked if contained in
R or suppressed if received from D up to the Nyquist
frequency.

D. STABILITY CONDITIONS
Before RC can be applied, the stability of the overall sys-
tem with RC needs to be analysed. Although the stabil-
ity conditions for an RC system can be derived based
on Routh-Hurwitz criterion [23], Lyapunov stability [26]–
[28], H-infinity control [29]–[30], Nyquist stability criterion
[31], pole placement [32] and other optimization methods
in robust control [33]–[34], one of the simplest methods
is based on the small gain theorem [35]–[37]. An equiva-
lent block diagram and Table I can be derived according
to (4).

As drawn in Fig. 5, the whole RC system can be divided
into three parts. Hence, the stability of the RC system can be
ensured if each part is stable. According to the small gain
theorem, the stability of each part can be guaranteed if its
input is bounded and the loop gain is smaller than unity, i.e.,
|GS1(z)| < 1, |GS2(z)| < 1, |GS3(z)| < 1.

The first part is always stable since the robustness filter Q(z)
as introduced in Section II-A has its gain lower than one. The
second part, only available for the parallel and plug-in types of
RC, will be stable once the closed loop without RC has been
designed stable. The third part will be stable if the condition
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in (5) is satisfied.

direct :∣∣Q(e jωTs ) − KrcG f (e jωTs )GP(e jωTs )
∣∣ < 1

parallel:∣∣∣∣Q(e jωTs ) − KrcG f (e jωTs )GP (e jωTs )
1+GC (e jωTs )GP (e jωTs )

∣∣∣∣ < 1

plug-in:∣∣∣∣Q(e jωTs )− KrcG f (e jωTs )GC (e jωTs )GP (e jωTs )
1+GC (e jωTs )GP (e jωTs )

∣∣∣∣<1.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

∀ω ∈ [0, ωnyq]

(5)

III. DESIGN AND IMPLEMENTATION
A. SELECTION OF ROBUSTNESS FILTER
An ideal RC has high gains in the high frequency region as in
Fig. 2. In reality, such high gains at high frequency leads to
high sensitivity against high frequency uncertainties such as
noise. Hence, the high frequency gains need to be attenuated
by selecting the robustness filter as a close-to-unity constant
or a moving average filter. The differences are described as
below:

1) CLOSE-TO-UNITY CONSTANT
Selecting the Q(z) as a close-to-unity gain effectively attenu-
ates equally all gains for all frequencies. It is a simple solution,
but it will introduce a higher error E defined in (3).

2) MOVING AVERAGE FILTER
Selecting the Q(z) as a moving average filter will attenuates
only the high frequency gains while keeping unaltered the
low frequency gains. The selection of moving average filer is
based on the system model accuracy [38]. A poor modeling at
high frequency requires a strict filter design with low cut-off
frequency.

B. PHASE COMPENSATION
The stability filter Gf(z) can be selected to achieve the zero-
phase error-tracking compensator if an accurate plant model
is obtained [39], such that the stability filter can be chosen
according to the reverse of the plant seen by RC as derived in
Section II-B. However, due to various uncertainties and load
disturbance in the feedback system, the phase-lead compensa-
tion is designed as in (6), where M is the prediction index.

G f (z) = zM . (6)

The phase-lead term zM can reach Nyquist frequency ωN

at M·180°, and it provides a phase lead θ = M·180°·(ω/ωN)
to compensate the system phase lag. Consequently, using an
appropriate prediction index M, the delays of the feedback
control system can be compensated. This enables using the
RC to eliminate the effects of control delays. If the RC and
the rest of the control system are running at different sampling
rate, the phase compensation can be designed as in [40].

C. FRACTIONAL DELAY ISSUE
The fractional delay issue is known as a performance degrada-
tion of RC due to the mismatch between the real period Td of
the periodic signal and the learning period NTs of RC. Since
N can only be an integer, if Td/Ts is a fractional number, RC
may not “learn” the periodic signal accurately. To improve
the resolution of the RC, a Lagrange interpolation based RC
is presented for active filters [16], inverters [8], [14], [39] and
phase locked loops [41].

x(k − N ) =
n∑

j=0

Pjx(k − Ni − j)

for Pj =
n∏

h=0
h �= j

Nf − h

j − h
∀ j = 0, 1, . . . , n. (7)

For example, N can be expressed by (Ni + Nf), where Ni

is the integer portion of N and 0 < Nf < 1 is the fractional
portion. If the order of the Lagrange fractional delay filter is
n, in the kth sampling interval, the value of x at tk-N can be
expressed as in (7). More examples of using this filter can be
found in the Phase-locked loop application in Section VI-A.

D. IMPLEMENTATION WITH REDUCED MEMORY LENGTH
The length N of the delay chain can be considerably long
when R and D are low frequency signals, and the sampling
frequency is high. To reduce the memory size and com-
putational resources required for implementation, a Pade-
approximation-based RC is proposed in [42] for voltage
source inverter, where the long delay chain z−N is estimated by
a ninth order Pade approximation. Alternatively, at the cost of
losing even-harmonics compensation, memory length of the
RC can be reduced to half of the original [43] Running the RC
at a down-sampled rate can also reduce the memory length,
however it can cause fractional delay issue. The cyclic RC is
proposed in [44] to achieve a RC with low-rate output without
causing the fractional delay issue by shifting the sampling
points within a sampling period.

E. IMPLEMENTATION ON DSP AND LABVIEW FPGA
Industrial grade DSPs are usually the preferred way for con-
trol algorithm implementation due to their convenient per-
formance vs. cost ratio. Due to the recent introduction of
floating-point units, increased calculation speeds and large
memory availability, the RC implementation on a DSP has
become really straightforward compared to initial realizations
[46]. On the other hand, FPGAs are gaining researchers and
industry attention as, due to their capabilities of true parallel
operations, are able to obtain significantly reduced execution
time, compared to DSPs. In addition, FPGA can enable hard-
ware redundancy required in safety critical and space appli-
cations. Two of the most significant FPGA drawbacks, i.e.,
fixed-point operations and time-consuming implementations,
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have been recently overcame by graphical-based program-
ming tools with inherent floating-point usage, e.g., NI Lab-
VIEW FPGA software. Such an approach has been employed,
amongst the others, to easily implement direct RC [22] and
combined deadbeat and RC [47].

The plug-in RC basic structure, using a fixed delay Gf(z) =
zM, can be implemented by using a circular buffer with one
N elements vector or equivalently, a pointer to an assigned
memory zone, and two indexes k and s, pointing respectively
to the current error in the previous fundamental period and
to the current error delayed by the compensator delay M.
Denoting with E the actual error, ep[k] the k-th element of the
error vector, the following calculations have to be performed
every control period:

1. define new value for ep[k] = Krc∗(E+ep[k]);
2. define delayed index s as k + M, accounting the buffer

circularity;
3. define current value for RC output F(k) as Krc∗ep[s];
4. reset index k when k > N;
It is worth noting that the previous procedure can be applied

by moving, in the block diagram shown in Fig. 1, the gain Krc

to the output F(z).
In case of variable frequency operation, N has to be selected

on the basis of the lowest operation frequency. For grid-
connected converters, which includes the online estimation
of the grid parameters, an adaptive adjustment of N can be
easily obtained by synchronizing the reset of index k with the
zero-crossing of the estimated grid angle. More discussions
on the variable frequency operation will be given in the next
section.

IV. VARIABLE FREQUENCY OPERATION
For variable frequency operation, this section discusses three
typical approaches.

A. VARIABLE SAMPLING PERIOD APPROACH
To keep N fixed, when Td varies, the sampling period Ts needs
to be varied accordingly [17], [18], [48]. To ensure the stabil-
ity of RC with time-varying sampling period, [48] proposes
a robust stability filter when the sampling period varies. It
is possible that for some applications, in order to achieve a
constant N, a rather large variability of the sampling period
is required, and this may not be practical. Hence, authors in
[18], combine the variation of sampling frequency fs and the
delay length N. When the frequency of the signal to be tracked
varies, in order to maintain a constant value of N, the sampling
frequency fs is varied within a range. When fs reaches a limit
value (lower or upper), N is changed to another constant value
(lower or higher, like a gear changing) so to keep fs within the
fixed range. A look/up table for fs and N is then proposed.

B. VARIABLE DELAY LENGTH APPROACH
When varying the sampling period is not a practical choice,
varying N is an option [18], [45]. Both in [18] and [45],
the length of the delay chain is updated in every sampling
interval. However, in [18], there is no fractional delay issue

FIGURE 6. Block scheme of RR controller.

since authors combine the variation of fs and N to ensure N
is an integer. Otherwise, the fractional delay issue must be
addressed to allow continuous varying of N as in [45].

C. ANGLE DOMAIN APPROACH
References and Disturbances (R and D) often contain more
than one frequency. If the orders of all components in (R-D)
are fixed, the (R-D) signal will always be periodic with the
phase angle of the fundamental component regardless of the
variation of its fundamental frequency. Thus, an angle-based
RC is proposed in [19]. It is worth noting that the angle-based
RC naturally supports fractional delay.

The equations for the angle domain implementation can be
found in [19]. An example of its implementation can be seen
later in Section VI-B.

V. ASSISTED REPETITIVE CONTROL
A. REPETITIVE CONTROL COMBINED WITH RESONANT
CONTROL (RR)
As explained in [49], the RC can be combined with a resonant
control structure (RCS) to enhance the tracking performance,
the output power quality as well as the system robustness and
dynamics. In fact, the RC can compensate a wide range of
harmonics up to the Nyquist frequency in a recursive way, but
its dynamics is very slow.

Therefore, benefits can be obtained when the RC works in
conjunction with RCS that is specifically tuned at the fun-
damental harmonic. In this case RC and RCS are used in a
cascade configuration (indicated in the following as RR), as
shown in Fig. 6, where GP(s) is the plant transfer function,
GRSC(s) is the RSC transfer function and GRC is the RC trans-
fer function. The RC TF and RSC TF representations in the
s-domain have been obtained in [23]. As it can be seen from
Fig. 6, the plug-in RC system is considered [23], [50].

GRR(s) =

RCT F︷ ︸︸ ︷(
1 + Krc

e−T1s

1 − Qe−Td s

)

×

RSCT F︷ ︸︸ ︷(
2kirωcr

s + ωcr

s2 + 2ωcrs + ω2
cr + ω2

0

)
. (8)

The transfer function (TF) of the RR controller can be
written as in (8), where Td is the main delay time (related
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FIGURE 7. Bode plot of the: RC controller (orange line), RSC controller
(blue line) and RR controller (gold line).

TABLE II Parameters of the RC and RSC Controllers

to the fundamental frequency to be tracked), T1 is the delay
time related to the stability filter, Krc is the repetitive learning
gain, Q the robustness filter in s-domain, kir is the controller
gain, ωcr is the resonant controller width at −3 dB from the
resonance peak and ω0 is the resonance frequency. Fig. 7
shows the Bode plot of the RC controller (orange line), RSC
controller (blue line) and RR controller (gold line) according
to the parameters listed in Table II.

As it can be seen from Fig. 7, thanks to the RSC, the
RR controller (gold line) has high gain at fundamental fre-
quency compared to the RC regulator and RSC regulator.
Consequently, the RR regulator allows to improve the tracking
capability regarding to the reference signal variation at low
frequency. When the frequency increases, the amplitude of the
RR regulator has the same shape as the RC regulator, but with
small gains. This means that the high frequency attenuation
of the RR regulator provides better stability margins than the
single RSC or RC controller without losing the harmonic com-
pensation capability. Equation (8) in the continuous domain
cannot be implemented on a digital control system. Thus, the
RR regulator can be expressed in the discrete domain as in (9)
shown at the bottom of this page, where Gf(z) is the stability
filter in z-domain, Q(z) is the robustness filter in z-domain
and N is the delay time defined as the ratio between the pulse
period Tp and the sampling time Ts. Acting on Gf(z) and Q(z)
parameters it is possible to increase the stability margin and
stabilize the entire system. The RSC TF in the z-domain can
be obtained by Tustin’s method with frequency pre-warping,

FIGURE 8. Block diagram of DBRC.

which allows to not alter the resonance frequency in z-domain
[51].

B. COMBINED DEADBEAT AND REPETITIVE CONTROL
(DBRC)
A detailed description of the combined deadbeat (DB) and
RC controls [47], [52] is explained in this section. The block
diagram of the DBRC is shown in Fig. 8. In this case, the
DB control is not used to provide harmonic compensation but,
thanks to its high control bandwidth feature, is employed to
provide fast dynamic response during the start-up or during
transients [47]. The task of the repetitive controller is to pro-
vide harmonic compensations and achieve a high performance
in the steady state.

C. REPETITIVE CONTROL COMBINED WITH DISTURBANCE
OBSERVER
Following the analysis in Section II-D, RC needs to be de-
signed considering the feedback controller GC. However, as
a sibling of RC, the repetitive observer (RO) proposed in
[53] merges the traditional RC with a disturbance observer,
such that the RO remains functionally the same as RC while
it can be designed independently from GC as a disturbance
observer. It has been mathematically proved in [53], [54] that
the separation principle of disturbance observer still applies
to the RO. As a result, RO offers a wider stability margin than
the RC according to [55].

For cases where periodic disturbance needs to be sup-
pressed, RO is an easy-design alternative to RC. The design
procedure can be found in [54]. An example of applying RO
will be introduced in Section VI-B. In details, a correction
term has been added to the RC as in Fig. 9.

VI. APPLICATIONS
RC has been applied in power electronics and drives applica-
tions for decades to solve the important issues in the filed such
as the distortion of output voltage or current in power supplies
(e.g., single-phase flyback inverters [56], [57], single-phase
Cuk inverters [58], three-phase inverters [59], [60]), the phase
tracking error in grid synchronization and torque, speed or po-
sition tracking error in drives. Some examples are introduced
in detail as follows.

18 VOLUME 3, 2022



FIGURE 9. Block diagram of a RO.

FIGURE 10. Prototype of the 4.leg inverter plus output filter.

A. POWER ELECTRONICS
1) OFF GRID APPLICATIONS (OUTPUT VOLTAGE CONTROL)
Off-grid applications require to comply to strict recommenda-
tion on the total harmonic distortion of the voltage (THDv)
provided by the power conversion system. In fact, power
quality international standards, such as IEEE STD 519-2014,
EN 50160 and IEC 61000-2-4 must be fulfilled by the power
converter under different load conditions. Consequently, the
power converter must be supported by a proper control struc-
ture to obtain high voltage quality. Standalone applications
can be referred to the common term of ‘AC voltage control’.
However, they are not limited to 50 Hz or 60 Hz systems.
Ground power units (GPU) for aircrafts is an example of a
stand-alone generating unit operating at 400 Hz outputs. To
fulfill the mentioned task, the RC structure and its variants
have been applied to 40kVA three-phase 4-leg inverter with
the output filter [49], [47], [61], as illustrated in Fig. 10.

The converter is composed by four Semikron modules (part
number: SEMIX303GB12Vs, 1200V-300A) and the output

FIGURE 11. Block diagram of the control structure.

filter has three branches: 1) main inductor and capacitors Lf,
Cf, damper (Rd, Ld, Cd) branch and trap (Rf, Lf, Cf) branch
[62]. Different control strategies have been applied to improve
the quality of the converter output voltages: 1) Direct Repet-
itive control, 2) resonant-repetitive combined control and 3)
deadbeat and repetitive control. The block diagram of the con-
trol structure is shown in Fig. 11, where G4L(s) is the transfer
function (TF) of the 4-leg converter defined in (10), GF(s) is
the TF of the output filter defined in (11), Gload(s) is the TF
of the equivalent load, Glf(s) is the TF of the second-order
low-pass Butterworth filter defined in (12).

G4L (s) = k
VBUS

1 + s/
2π fsw

. (10)

GF (s) = 1

Cf L f

s4 + a3s3 + a2s2 + a1s + a0

s6 + b5s5 + b4s4 + b3s3 + b2s2 + b1s + b0
.

(11)
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FIGURE 12. Near-zero output voltages THD for 3-phase diode rectifier
load. 50 Hz outputs and 12 kHz switching frequency.

FIGURE 13. Near-zero output voltages THD for 1-phase diode rectifier
load. 50 Hz outputs and 12 kHz switching frequency. Phase B and C at
no-load.

b3 = Rd

Ct Ld Lt
+ Rd

Cf Ld Lt
+ Rt

Cf L f Lt
+ Rd

Ct Ld Lt
+ Rt

Cf Ld Lt

+ Rt

Cd Ld Lt
,

b4 = 1

Ct Lt
+ 1

Cf L f
+ 1

Cf Ld
+ 1

Cd L f
+ Rd Rt

Ld
,

b5 = Rt

Lt
+ Rd

Ld
.

Gl f (s) =
ω2

f

s2 + √
2ω f s + ω2

f

. (12)

Fig. 12 illustrates the voltage and current waveforms in the
worst-case condition when a distorting load like a diode recti-
fier is fed by the system. Fig. 13 show the voltage and current
waveforms when a single-phase diode rectifier is connected to
the phase A and the other phases are not loaded. In both cases,
the direct RC has been selected to track the reference voltages
at 50 Hz of the fundamental frequency.

FIGURE 14. GPU application: 400 Hz output and 12 kHz switching
frequency. 3-phase diode rectifier load.

FIGURE 15. Voltage and current waveforms during the transition between
off-grid and grid-connected: 3-phase resistive load Rload = 12 �, Ia yellow
track (20A/div), Vgrid green track (300V/div), Van magenta track (300V/div).

Fig. 14 shows the waveforms when the direct RC is used
to track the reference signal at 400 Hz in the most demand-
ing GPU application. The RC plus the proportional–integral
controller is used in [63] to regulate both the output voltage
and the output current in case of short-circuit condition. In
this case, the control structure adjusts the output voltage in
order to obtain a sinusoidal waveform of the output 3�5L
E-Type Inverter [64] in all load conditions, such as unbal-
anced and non-linear loads. Fig. 15 shows the voltage and
current waveforms during the transition between the off-grid
and grid-connected. Particularly, when the converter supplies
the three-phase load, the reference voltage is set at 220Vrms.
When the converter is connected to the grid, the control al-
gorithm starts to the track the phase current. It is possible
to noticed form Fig. 15 that when the converter is connected
to the grid, the RC start to adjust the reference current equal
to 5 A.
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FIGURE 16. Three-phase PFC prototype based on a Hybrid Module.

2) GRID-TIED APPLICATIONS
The repetitive control is also used in grid-tied applications
thanks to its brilliant performance to track the reference sig-
nals [65]. In [65], the RC is employed with a finite im-
pulse response (FIR) filter, which varies as the grid frequency
changes. In this case, the delay time of the RC can be adjusted,
and it is linear with frequency due to the FIR. A parallel struc-
ture general repetitive control is proposed in [66] to control a
grid connected PWM converter. Here, the error convergence
rate has been investigated by using the exponential function
properties. Furthermore, the proposed parallel structure of RC
has been compared to the conventional RC and the dead-beat
controllers. The experimental results show an excellent track-
ing of the phase current with a considerable increase of the
current error convergence rate, which results in a faster current
controller. In [67] a design guideline of RC used to control the
grid connected inverter has been proposed. Here, an admit-
tance model of the inverter-side has been created to facilitate
the passivity-based stability assessment and controller param-
eter optimization. Furthermore, thanks to the plug.in RC, both
the reference current tracking accuracy and the quality of the
grid injected current has been improved even in the presence
of distorted grid conditions.

The digital design of a plug-in RC applied to a three-phase
boost rectifier PFC has been proposed at first in [68] applied
to the current controllers in a rotating reference frame dq;
then a combined deadbeat and RC controller in natural co-
ordinates has been developed in [68] showing detailed stabil-
ity and robustness analysis. Subsequently, in [24] a parallel
configuration has been proposed. All the above configurations
have considered only constant frequency operation of the AC
grid, neglecting its frequency fluctuations. The use of RC
in this application permits to mitigate the current harmonics
injected into the grid so to comply with THD limits imposed
by Grid Standards (e.g., IEC 61000-3-12) even in case of
significant grid voltage distortions without increasing the filter
inductance values. A plug-in RC, with grid frequency adap-
tation implemented with the variable delay length approach,
has been applied to the three-phase boost rectifier, shown
in Fig. 16, based on a Semikron SKiiP25AC12F4V19 1200
V–50 A Hybrid Si-SiC power module. The line inductance
filter and output DC capacitance has been sized respectively

FIGURE 17. Effects of repetitive controller on a phase current under strong
grid voltage distortion: (a) AC and DC waveforms: Phase current (green,
10 A/V), Phase Voltage (purple), DC Voltage (brown), (b) harmonics
comparison.

to 750 μH and 120 μF. Fractional delay issue due to grid
frequency fluctuation can be neglected in this case as the
switching frequency is sufficiently high and fs = 30 kHz
grid frequency variation is limited (49.5–50.5 Hz), the RC
resolution is not significantly affected (Td/Ts in range 594–
606). Fig. 17(a) shows the comparison among the line cur-
rent waveforms achieved with or without RC with strongly
distorted grid voltages (THD = 5.7%). Fig. 17(b) highlights
the harmonics of the phase currents, obtained with or without
RC, in comparison with the maximum values permitted by the
standard IEC 61000-3-12; the THD has been reduced from
8.4% to 3.4%.

3) RESONANT PULSED POWER SUPPLY
A resonant pulsed power supply as in Fig. 18 has been pro-
posed in [31] for radio frequency applications to produce as
output voltage a series of “long pulses”, each one lasting 1ms
in time.

For a high-performance power supply, a PI+RC controller
is used to impose the following requirements to the output
voltages (i.e., Vout): 1) the pulse rise time should be less than
100 μs; 2) the pulse overshoot should be less than 3%; 3)
the pulse amplitude should be maintained flat along the pulse
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FIGURE 18. The proposed three-single phase SRPL resonant converter:
(a) Block diagram, (b) Experimental rig.

duration, despite the DC-link voltage drops considerably. The
equivalent circuit and mathematic model for the control plant
can be found in [31], [68]. The feedback PI controller is
designed to provide 2 kHz closed loop natural frequency. The
RC and PI are connected in the “plug-in” fashion. In order
to achieve soft switching, the frequency and phase control
proposed in [68] is used in the modulation stage, snubber
capacitor is placed across the devices to ensure that the IGBTs
in the H-bridge achieve zero crossing point switching on and
zero voltage switching off. The experimental test results in
Fig. 19 show that the RC can improve the output voltage cycle
by cycle under balanced resonant tank condition. The results
for unbalanced condition are given in [31].

4) PHASE-LOCKED LOOP
A three-phase phase-locked loop (PLL) is widely used to
track in real-time the frequency and phase angle of any three-
phase electrical system. The tracked frequency and phase,
however, may not be accurate due to harmonic distortions in
the three-phase system, unbalances, d.c offsets, grid frequency
variations and phase jumps. Although it is desired to design
a PLL that can tackle all the aforementioned problems, in
order to do so, many existing PLLs often fails to maintain
both fast response and low computational burden. According
to the analysis in [42], an nth harmonics produces (n±1)th

harmonic in q-axis voltage, Uq, unbalances produce a 2nd

harmonic in Uq, and d.c offsets in Uabc produce a 1st harmonic
in Uq. Despite these a.c components, accurate frequency and
phase tracking can still be achieved if the PLL can force the
d.c part of Uq to zero. RC and RO based PLLs have been
developed in [42], [69] for both distribution grids and more
electrical aircraft (MEA) grids respectively, to cancel the a.c

FIGURE 19. The output voltage waveform under balanced resonant tank
condition: (a) with only PI controller, (b) the 2nd period after RC is
activated and (c) the 10th period after RC is activated.

part of Uq. As a result, these two PLLs have achieved superior
steady-state performance without sacrificing the fast response
while maintaining low computational burden.
For Distribution Grids: The repetitive controller assisted
phase-locked loop (RCAPLL) proposed in [42] can be under-
stood as a traditional synchronous rotational frame PLL (SRF-
PLL) [70] combined with a variable delay length fractional
delay RC. The control diagram is drawn in Fig. 20. In Fig. 20,
the PI denotes a traditional proportional-integral controller.
The tracked frequency and phase are f̃ and θ̃ respectively.
RC is designed to learn and eventually cancel the a.c part of
Uq. As drawn in Fig. 20, the length Ñ is updated in real-time
according to the ratio between the sampling frequency fs and
the tracked frequency f̃ . Since Ñ can be a fractional num-
ber, a 6th order Lagrange fractional delay filter is adopted to
implement the fractional delay z−Ñ . A moving average filter
(MAF) is used to compute the average value of the tracked
frequency f̃ . In [42], the performance of RCAPLL is tested
with a 50 Hz grid which suffers from harmonic distortions,
unbalance, dc offsets and phase jump at the same time. The
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FIGURE 20. Block diagram of the RCAPLL proposed in [38] for three-phase
grid.

FIGURE 21. Performance of RCAPLL (Additional d.c. offsets of 2.5% in
phase A, −0.4% in phase B, 0.2% in phase C and 1.73% unbalance are
contained due to sensors and ADC limitations): (a) grid voltage, (b)
frequency tracking at steady sate, (c) phase tracking error at steady state,
(d) frequency tracking during phase jump, (e) phase tracking error during
phase jump.

FIGURE 22. Block diagram of the DOPLL proposed in [69] for More Electric
Aircraft.

results in Fig. 21 show that RCAPLL achieves superior fre-
quency and phase tracking at steady state, without scarifying
the dynamic performance during phase jumps as its response
is as fast as the SRFPLL.

Regarding the grid frequency variation, this method tar-
gets standard grid applications where the maximum allowed
variation is between 47.5∼51.5 Hz. Applications where grid
frequency varies largely, will be discussed in the following
section.
For More Electric Aircraft Grids: The grid frequency in More
Electric Aircraft (MEA) can vary from 360 to 800 Hz. A dual-
observer PLL (DOPLL) has been proposed in [69] combining
the third-order model Steady-State Linear Kalman Filter PLL
(SSLKFPLL) [71]–[72] and the repetitive observer, as shown
in Fig. 22.

The third-order state-space model of the grid is considered
as in (E1), being θ (k), ω(k) and a(k) the phase, angular fre-
quency and angular frequency acceleration rate of the grid at
tk, respectively. f is the grid frequency in Hz, ˜̃f is the observed
value. Based on (13), the three states can be observer using
the Kalman filter as in (14).⎡

⎣ θ (k)
ω(k)
a(k)

⎤
⎦ = A ·

⎡
⎣ θ (k − 1)
ω(k − 1)
a(k − 1)

⎤
⎦ ,A =

⎡
⎣ 1 Ts T 2

s

/
2

0 1 Ts

0 0 1

⎤
⎦ .

(13)⎡
⎣ θ̃ (k + 1)
ω̃(k + 1)
ã(k + 1)

⎤
⎦ = A ·

⎧⎨
⎩
⎡
⎣ θ̃ (k)
ω̃(k)
ã(k)

⎤
⎦+

⎡
⎣ g1

g2

g3

⎤
⎦ (θ (k) − θ̃ (k))

⎫⎬
⎭
(14)

The observed phase, angular frequency and angular fre-
quency acceleration are denoted as θ̃ , ω̃, ã. The correction
gains g1, g2, and g3 can be tuned following the procedures
in [73]. The tests in [69] consider a 115 Vrms three-phase
grid, of which the grid frequency varies from 360 to 800 Hz
following a 500 Hz/s ramp, and from 800 to 360 Hz following
a 250 Hz/s ramp according to the maximum allowed variation
rate in MIL-STD-704 standard.
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FIGURE 23. Performance of DO-PLL.

FIGURE 24. Control diagram of ARO for PMSM drives: (a) the overall
control diagram and (b) the diagram of ARO.

The same harmonics as in Fig. 21 and +5% offset in phase
b, 5% shrinkage in magnitude of phase c have been consid-
ered. The simulation results of f̃ , f − f̃ , θ -θ̃ are shown in
Fig. 23. As demonstrated, significant suppression of harmon-
ics has been achieved using DO-PLL.

B. ELECTRICAL DRIVES
1) TORQUE RIPPLE REDUCTION
In PMSM drives, periodic torque ripple is commonly present
due to multiple sources: converter harmonics, cogging effect
of the motor, non-sinusoidal flux distribution of the motor,
mechanical imperfections, offsets and scaling errors in current
feedback. The ripple generated by all these sources is periodic
with respect to the rotor position. Since a PMSM drive is
likely variable speed, for variable frequency operation, both
the angle-based RC (ARC) and the angle-based RO (ARO)
have been applied successfully [19], [53]. Among the two
methods, the latter method is the most convenient one because
there is no need to disable the ARO during speed and load step
transients while this is needed when using the ARC.

Fig. 24 shows the control diagram of ARO for PMSM
drives as proposed in [53], [54]. Since a deadbeat current con-
troller (DBCC) is used for the current loop, the inner loop can

FIGURE 25. Experimental rig for ARO in PMSM drive.

be simplified as P1(z) = z−2. Due to this assumption, Te
ref(k-

2) = Te(k), meaning that the real torque can be estimated
by the value of the reference toque with two samples delay.
Even if the current loop is non-ideal as previously assumed,
this simplification will still be valid since imperfections in the
current loop will eventually generate a torque disturbance that
will be cancelled by the RO. The angle domain implementa-
tion of the RO consists of four steps:

1) Measurements: In the measurements phase, RO esti-
mates the disturbance torque T̃ d, where a FIR filter is
used to reduce the quantization error of the encoder.

2) Time to angle conversion: In the angle domain, the rotor
position ∈[0, 2π ] is divided into N segments. RO only
memorizes the error signal when the rotor position is at
one of the N chosen locations, i.e., 2π i/N, i∈[0, N-1].
Hence, in the time to angle conversion phase, a linear
interpolation is used to estimate the disturbance torque
at the closest chosen location, T̃ d(2πk1/N), where the
equation for k1 can be seen from Fig. 24.

3) Memory update: An array mem of size N is defined to
memorize the observed disturbance torque T̑d as calcu-
lated from (15).

T̂d

(
2πk1

N

)
= mem {k1} = (Q − Lro) · mem {k1}

+ Lro · T̃d

(
2πk1

N

)
. (15)

4) Angle to time conversion: The output of the RO is the
estimated torque disturbance at tk+2 to compensate two
samples of delay in the current loop. Hence, the future
position θm(k+2) is estimated by (θm(k)+2ωmTs) and
T̑d(θm(k+2)) is interpolated from mem in the angle to
time conversion.

The experimental rig and some of the key results in [53] are
shown in Figs. 25 and 26.

Fig. 26 confirms that the ARO is effective to reduce torque
ripple produced by multiple sources including the 1st and 2nd

harmonics (with respect to the electrical frequency) in iq pro-
duced by the current offset and scaling error respectively, 2nd,
4th, 6th harmonics (with respect to the electrical frequency)
produced by the odd harmonics in the inverter, the 1st har-
monic (with respect to mechanical frequency) produced by
mechanical misalignment, and the 12th, 24th, 36th harmonics

24 VOLUME 3, 2022



FIGURE 26. Full load test with/without ARO: (a)-(e) at 100 rpms using Rig1 with current sensor errors, (f) at 1000 rpm using Rig2 with mechanical
misalignment.

due to the cogging effect created by the 12 slots and teeth.
More results on load and speed transients and parameter sen-
sitivity analysis on the mechanical parameters can be found
in [53]. Both ARC and ARO are designed to generate the
torque reference for canceling the disturbance torque while
the DBCC is responsible for tracking such a reference. Alter-
natively, if the reference torque is generated by other methods,
e.g., offline lookup tables, the RC can be used to help tracking
the high frequency components in the torque reference. As in
[37], the RC is connected in parallel with a PI controller in the
current loop.

2) PRECISE POSITION TRACKING
When RC was originally proposed in 1981, it was used for
improving the tracking of periodic position reference in servo
drives [74]. However, in the state-of-art literature of this field,
iterative learning control (ILC) is more frequently mentioned
than RC. Although, ILC and RC are proposed by differ-
ent scientists, and in different years (i.e., ILC is proposed
by Uchiyama in 1978 [75]), they are both internal-mode-
principle-based theories and have a very similar mathematical
definition. The general formulation of ILC is described as (16)
in [76].

u(t, k) = QILC (u(t, k − 1)) + LILC (e(t, k − 1)).

t = 0, 1, . . . ,T − 1; k = 1, 2, . . . . (16)

where, u(t,k) denotes the output of the ILC controller at time
t, during the kth repeated routine for movement. T is the length
of each routine. e(t, k-1) denotes the control error at t, during
the previous (i.e., the (k-1)th) routine. The function QILC(·) is
called the Q-filter of ILC, while the function LILC(·) is called
the L-filter of ILC.

Comparing (16) and (1), it can be seen that the Q-filter of
ILC is similar to the robustness filter Q(z) of RC, whereas
the L-filter of ILC is similar to the gain times the stability
filter krcGf(z) of RC. For example, the ILC used in [77] for
wafer stage positioning can be understood as a plug-in RC.
However, in most cases, ILC is designed in a state-space
representation according to the survey in [78], while RC is
generally designed through a transfer-function approach as
compared in [77]. Although both can be applied for repeti-
tive motion control [79]–[84], ILC focuses on batch process,
where the movement routine is repetitive.

Whereas RC is more general, and it can be applied when-
ever periodic tracking error presents. For example, Fig. 27
draws the position loop diagram for a permanent magnet step
motor proposed in [83]. Where, kθ , kv, kω are the position
loop proportional and derivative gains and speed loop gain,
respectively. θm is the rotor position. ωm is the mechanical
speed of the motor. (·) denotes the derivative. (∼) denotes
the tracking error. (^) indicates the estimated value. ψ is the
magnetic flux of the motor. It can be seen that the part called
“Iterative estimation scheme” is the same as the RC, where
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FIGURE 27. Position loop diagram for a permanent magnet step motor
with RC resembled estimation scheme as proposed in [83].

FIGURE 28. Position tracking results of the proposed RC-resembled
iterative estimation scheme: (a) with traditional control method, (b) with
the RC-resembled iterative estimation scheme.

μ is the gain of RC and Tdelay is the long delay chain in RC.
With the proposed RC-resembled iterative estimation scheme,
the rotor angle tracking error of a sine reference can be largely
reduced as it is evident in Fig. 28(a) and in Fig. 28(b).

VII. OPEN QUESTIONS AND FUTURE WORK
A. DEALING WITH APERIODIC REFERENCE AND
DISTURBANCE
RC is proposed to track periodic reference or to reject periodic
disturbance. The main applications are related to all those
systems that operate at variable frequency, such as electric
drives or waveform generating units. Practically, it is likely
that the reference and disturbance may contain not only pe-
riodic components, but also aperiodic components. There are
potentially two approaches to solve this issue:

1) If the aperiodic reference/disturbance only occurs dur-
ing certain transients, it would be practical to disable
the RC during certain transients in a “detect and switch”
manner [19], [85]. Careful considerations should be
given to the detection of transients since it varies from
application to application.

2) If the aperiodic reference/disturbance occurs randomly,
a common solution for aperiodic disturbance is to add an
additional equivalent input disturbance (EID) observer

[86]–[91] to deal with the aperiodic disturbance, while
the RC can focus on the periodic disturbance. Alterna-
tively, it is possible to make the robustness filter Q(z)
more adaptive, to remove the aperiodic and random
disturbance like in [92].

Overall, it is still an open question whether it is enough
to tackle the aperiodic reference/disturbance through using
advanced filters inside RC, or it is necessary to add additional
control structures to handle this issue for different applica-
tions.

B. ADAPTIVE TO NONLINEAR SYSTEM
A system can be nonlinear due to parameter variations or due
to discontinuities in the system model. That is the case of
many power electronics systems, which changes the operat-
ing point and resulting is a modification of their descriptive
functions.

The solution can vary according to the impact of the nonlin-
earity. In the most ideal scenario, the varying parameter could
lead to periodic disturbance, which RC is already capable
of canceling [93]. Instead, if the impact of the nonlinearity
is to produce aperiodic disturbance, the possible solutions
are as discussed in the previous subsection. Although, some
universal solutions for RC with nonlinear plants are available
in literature, most of the papers in this topic are based on
ILC. Therefore, further investigation is required to how the
methods developed for ILC can be used for RC, such that
the methods can be applied for both batched and non-batched
(i.e., continuous) process. The available solutions for RC can
be categorized into three types according to the type of the
plant:

1) NONLINEAR PLANT WITH CONSTANT PARAMETERS
This type of plant can be expressed using a linear differential
equation plus a nonlinear bounded disturbance. Adaptive RCs
[94] for handling this type of nonlinearity are the most widely
studied among the three types.

2) LINEAR PLANT WITH NONLINEAR PARAMETERS
If a n-th order plant can be expressed as in (17), where
one of the parameters in the system differential equation are
non-constant, the system is classified as a linear plant with
nonlinear parameters.

{
x(n) = f (X,P f ) + g(X, p(t ))u(t )

y = x
. (17)

where, X = [x, x(1)
, x(2), …, x(n)]T � Rn is the state vector,

Pf � Rnf is the unknown constant parameter, p(t) is the un-
known time-varying parameter. f(·) and g(·) are the nonlinear
functions, u � R is the input state, y � R is the output state.
According to [95], RC can still be applied through proper
linearization, but the non/linear parameter variation needs to
be sufficiently slow. For multi-input-multi-output system, [96]
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has proposed a combination of the high-gain feedback tech-
nique and the Nussbaum gain matrix selector to handle the
nonlinearity.

3) NONLINEAR PLANT WITH NONLINEAR PARAMETERS
The system state-space equation for such a plant can be ex-
pressed as a n-th order system in (18).{

x(n) = f (X,P f )+g(X,p(t ))+u(t )
b(X,Pb)

y = x
(18)

where, Pb � Rnb is the unknown constant parameter, b(·) is
the nonlinear function.

In order to deal with the case of a nonlinear system with
nonlinear parameters, adaptive RCs have been proposed in
[97], [98]. Authors in [98] applies a collection of fuzzy if-
then rules to approximate the input of RC. In such way, the
approximated input of RC is model-free, and the nonlinear
parameterization will not affect the RC. Meanwhile, the pa-
rameters in RC are updated by an adaptive law derived from
the Lyapunov synthesis method to ensure stability.

C. SMART TUNING METHOD BASED ON RC
The Smart Tuning approach based on RC takes the benefits
and the characteristics of Iterative-Learning algorithms to pro-
vide a help in the controllers parameters tuning for different
control structures. This methodology could find application in
many conversion systems due to the sure presence of a control
algorithm.

In [99], a combination of RC and proportional-integral-
derivative (PID) control actions has been studied, where the
output of RC is added to the reference signal and the PID
controller is used as the feedback controller. Interestingly, it is
derived in [99] that such a structure is equivalent to two PID
controllers connected in parallel, where one PID controller
is the same as the original PID controller, while the second
is an adaptive PID controller with gains iteratively updated
by the RC. Hence, the second PID is effectively tuned by
the RC control law. This opens a new direction of research
to investigate the use of the RC control law to tune other
controllers, so that they can inherit the learning ability of RC.

VIII. CONCLUSION
This paper has provided a broad review on the state of the art
of RC used in power electronics and drives. At first the under-
lying concepts on RC have been highlighted and explained,
together with its different structures; in addition, the RC con-
trol design methods and its implementation on DSP and Lab-
VIEW FPGA have been discussed. Structure and design of RC
have also been provided for both fixed and variable frequency
operating conditions. In the second part of the paper, more
recent and optimized control approaches based on RC have
been examined for power electronics and drive systems. In
particular, the combination of RC with resonant control, the
combination of RC with deadbeat control, as well as the RC
in conjunction with disturbance observer have been provided.

Additionally, several examples of RC used in power electron-
ics and electric drives developed in recent years have been
discussed. RC definitely represents a very effective approach
in directly controlling variables which present a periodic be-
havior (or rejecting periodic disturbance) and can also be suc-
cessfully used as support to other control systems to improve
steady state regulation performance. Power Electronics and
Electrical drives for their intrinsic characteristics represent a
natural application for RC-based control systems, as the many
successful examples illustrated in this paper clearly demon-
strate.
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