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ABSTRACT  Sensor faults can produce abnormal and spurious observations in the solar insecticidal lamp
Internet of Things (SIL-IoTs) system. Early detection and identification of the sensor node’s abnormality
are critical to ensure the SIL-IoTs system’s reliability. In this study, we propose a lightweight separable 1D
convolution neural network that can be implemented in SIL-IoTs nodes to identify sensor faults, reduce
detecting delay, and decrease data transmission. However, the reliability of data acquired by sensors is
decreased because a SIL-IoTs node releases high voltage pulse discharge (a kind of electromagnetic in-
terference) when pests collide with its metal mesh. This kind of data fluctuation impacts fault diagnosis
accuracy. Consequently, fault-related feature maps and temporal signals are characterized via a novel time
and channel attention module (TCAM) method, which contributes to separating electromagnetic interference
noise from sensor faults of SIL-IoTs nodes. A real-world testbed is applied to validate the effectiveness of
the proposed method on sensor fault diagnosis in the SIL-IoTs system. Experimental results demonstrate that
the proposed method can detect four typical sensor faults with the best trade-off between accuracy (99.9%
average accuracy and 97.6% average Fl-score) and efficiency (351 KB inference model size and 4.33 W
average energy consumption on Raspberry Pi).

INDEX TERMS Sensor fault diagnosis, solar insecticidal lamp internet of things, depthwise separable
convolution, attention mechanism.

I. INTRODUCTION

2,3 (Senior Member, IEEE), KAILIANG LI2,

In the agricultural environment, IoT-based devices are usu-
ally deployed in harsh settings and are inevitably vulnerable
to unexpected failures and malfunctions, introducing adverse
influences to not only the sensor system but also the agri-
cultural operation system [1]. Solar insecticidal lamp Internet
of Things (SIL-IoTs) is a novel agricultural IoT concept that
aims to destroy pests using solar insecticidal lamps (SILs).
An example of a SIL-IoTs device is shown in Fig. 1, where
energy is harvested by the solar panel and stored in the battery

during the day. The lure lamp and metal mesh are turned
on at night to attract phototactic pests and then kill them
by releasing high voltage pulse discharge. IoT devices are
adopted to 1) count the number of killed pests to predict
the regularity of pest infestation in different regions; 2) and
monitor the residual energy of the battery for maintaining
the battery. The on-off time of the SIL can be determined
by the predicted number of killed pests and residual en-
ergy of the battery to turn off the SIL when there is no
gathering of pests. These data can be processed locally or
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FIG. 1. The operating procedure and components of an SIL-loTs node.

transmitted to the cloud center by a wireless communication
device (e.g., ZigBee).

SIL-IoTs nodes are deployed in difficult outdoor environ-
ments; thus, they are vulnerable to faults. In addition, SIL-
IoTs nodes hung on metal poles with heights from 2 m to
3 m results in repair and maintenance difficulty. When a fault
occurs, the SIL-IoTs node may be abnormal or unavailable
for a long time. For instance, when the metal mesh fails,
the SIL-IoTs node continuously attracts pests but cannot kill
them, leading to pests’ aggregation and harm to crops. Hence,
sensors are applied to monitor the working conditions of SIL-
IoTs nodes, e.g., voltage and current sensors. However, the
performance of sensors in SIL-IoTs nodes is affected by burn-
in, damage, low quality, and improper maintenance [2]-[4].
When sensors become faulty, data unreliability can be a major
drawback for the functions of SIL-IoTs (e.g., energy manage-
ment, counting of killed pests, and monitoring components of
SIL-IoTs) [5].

Recent advances in SIL-IoTs mainly focus on node deploy-
ment [6], [7], energy management [8], and interference in
data transmission and acquisition due to high voltage pulse
discharge [9]-[11]. Only one survey paper [12] studied the
fault characteristics of SIL-IoTs without a specific diagnostic
model. A sensor fault method is therefore needed for SIL-
IoTs. Specifically, the influence of equipment operation on
sensor data acquisition in specific scenarios is an important
factor to consider in the design of fault diagnosis methods.
For SIL-10Ts, the SIL releases high voltage pulse discharge
(from 2150 V to 6000 V) when pests collide with the metal
mesh, which leads to fluctuations in voltage and current mea-
surements [9]-[11]. This fluctuation can be treated as noise
and does not represent a sensor fault. Anti-noise control con-
tributes to the robustness of fault diagnosis model [13], [14].
Therefore, it is critical to separate this condition from actual
sensor fault states in SIL-IoTs.
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A. RELATED WORKS

In recent decades, a variety of studies have been conducted
on diagnosing sensor nodes or sensor systems in a wide
range of condition monitoring systems. Broadly, the applied
techniques can be categorized into model-based methods,
signal-based methods, and data-driven methods. Model-based
methods construct sophisticated white-box models by using
the underlying physical principles. Filters [15], [16] and state
observers [17] are the most effective approaches that diag-
nose sensor faults by monitoring and evaluating the system
residuals. Model-based methods have low diagnostic latency;
however, it is difficult to set the appropriate threshold and their
performance highly relies on parameter estimation and expert
knowledge.

Signal-based methods do not rely on system parameters.
For instance, Deng et al. [18] adopted the envelope demodu-
lation analysis method to extract faulty features. The results
indicate that faulty features of rolling bearings can be sepa-
rated and extracted effectively. In addition, Cui et al. [19] ap-
plied variational mode decomposition to decompose vibration
signals into a series of intrinsic mode functions, which can
be used to enhance periodic fault features of reconstructing
signals.

Recently, data-driven methods using deep learning tech-
niques have been widely applied to analyze 1D signals for
sensor fault diagnosis, such as convolutional neural networks
(CNNs). In previous studies, 1D signals were usually con-
verted to 2D spectrum images, and then 2D-CNN was applied
to classify faults, resulting in a more complicated model de-
sign and consuming additional computing process resources.

Recent researches focused on processing 1D signals di-
rectly without any transformation [20]-[25]. Typical works
include wide first-layer kernels to diagnose 1D vibration sig-
nals [20], conditional adversarial diagnosis for the model col-
lapse in domain adversarial training [21], a residual learning-
based 1D-CNN model for a strong noise environment [22] and
automatically determining the thresholds [23], deep convolu-
tional transfer learning for the difficulty of massive labeled
data [24], and a multiattention mechanism for understanding
and learning features [25]. According to the specific scenario
requirements, the above approaches have investigated opti-
mized 1D-CNN models against noise and few labeled data.

To evaluate developed models on IoT devices, there are
growing appeals for resource-limited application of fault di-
agnosis models [26]. Due to the advantages of small resource
consumption, short response time, and bandwidth saving,
lightweight CNN models (CNN models with fewer param-
eters and computational costs) are beneficial for monitoring
IoT devices.

SqueezeNet [27], Xception [28], MobileNet [29], and Shuf-
fleNet [30] are the most typical lightweight CNN architec-
tures. The strategies can be summarized as follows:

e Using optimal convolution instead of regular convolu-
tion. For instance, ShuffleNet divides input channels into
several groups and performs convolution independently
for each group of channels. SqueezeNet uses 1x 1 filters

VOLUME 3, 2022



IEEE Open Journal of the
Industrial Electronics Society

instead of 3 x3 filters and decreases the number of input
channel. MobileNet and Xception adopt depthwise sep-
arable convolution based on existing CNN architectures.

e Maximizing the models’ performance with existing ar-
chitecture. For instance, ShuffleNet changes the order of
the channels to enhance the interaction between differ-
ent grouped channels. Linear bottlenecks are added in
MobileNet V2 [31] to avoid manifold collapse. Then,
the squeeze and excite (SE) module is adopted in Mo-
bileNet V3 [32] to improve the channel interaction by
evaluating the importance of different filters.

e Using global average pooling instead of fully connected
layer to significantly decrease the number of parameter
and improve the training speed.

In the fault diagnosis domain, several researchers [26], [33],
[34] considered the lightweight fault diagnosis model and
discussed the performance of the model on IoT devices. For
instance, [33] concatenated a rectified linear unit lightweight
convolution method for extracting features by a deeper net-
work and fast learning mechanism. Interestingly, depthwise
separable convolution was adopted and achieved great perfor-
mance in reducing parameters according to the results of these
works.

However, in these works, a signal processing opera-
tion is required with long-term signals (e.g., 1024x1 [33],
5000x1 [26], and 12,800 1 x2 [34]) before setting them as
input data. Long-term signals lead to extra resource consump-
tion and are not suitable for agriculture IoT devices with
the low acquisition frequency (e.g., 0.2 Hz for environmental
conditions).

B. CHALLENGES
1D-CNN fault diagnosis methods have high diagnostic accu-
racy and can be improved to adjust to specific scenarios, e.g.,
the SIL-IoTs in this paper. ID-CNN fault diagnosis schemes
in the SIL-IoTs scenario encounter the following challenges:
e Due to the lack of supervision for SIL-IoTs nodes, it is
difficult to detect faults promptly. In addition, detecting
faults in the cloud center via collecting bulk data from
IoT nodes leads to data redundancy, bandwidth occu-
pation, and privacy leakage. Thus, embedding the fault
diagnosis scheme in SIL-IoTs nodes is suggested.
® Due to limited energy, storage and computing capacity, it
is difficult to store and analyze a large quantity of data on
the node. Large input data (e.g., 12,800 1) are also not
suitable for real-time diagnosis. In addition, the SIL-IoTs
is a type of wireless sensor network, and the misdiag-
nosis of one node has an impact on neighboring nodes
(e.g., a diagnostic accuracy difference of 2% leads to a
misdiagnosis of 20 nodes, which then affects dozens to
hundreds of neighboring nodes). Hence, a rapid response
to faults is critical for SIL-IoTs.
e High-quality and labelled data are critical for the initial
stage of the SIL-IoTs. However, it is difficult to collect
and label the noise data caused by high voltage discharge
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because the moment when pests collide with the metal
mesh is unpredictable.

C. CONTRIBUTIONS

To address the mentioned challenges, a lightweight 1D-CNN-
based sensor fault diagnosis scheme for SIL-IoTs nodes is
proposed, namely, separable and attention 1D-CNN (SA1D-
CNN). By diagnosing faults in SIL-IoTs nodes, fault states are
transmitted to the cloud rather than all measurements. In this
work, we focus on a lightweight fault diagnosis scheme rather
than an exhaustive survey of fault types in SIL-IoTs nodes.

The main contributions of this article are summarized as
follows:

1) Because data fluctuation cases are caused by high volt-
age pulse discharge of the SIL (no-fault state and may
lead to the misdiagnosis of faults), we propose the time-
channel attention module (TCAM) to enhance fault-
related features and suppress irrelevant features.

2) To reduce diagnostic delay and data transmission,
a lightweight and easy implementing fault diagnosis
model (namely SAID-CNN) is embedded and per-
formed in the SIL-IoTs node for the first time. SA1D-
CNN is composed of depthwise separable convolution
and TCAM.

3) The diagnostic accuracy of the proposed method is ver-
ified in SIL-IoTs nodes. The results indicate that the
proposed method has the best trade-off performance
between diagnostic accuracy and computationally effi-
ciency than the referenced algorithms.

The rest of the paper is organized as follows: Section II
describes the system model and four different types of sensor
fault. Section I1I presents the design of our method. Section IV
introduces the experimental data collection and Section V
discusses the performance of the proposed model. Finally,
Section VI concludes the paper.

Il. SYSTEM MODEL AND PROBLEM STATEMENT

This section describes and explains the system model, specific
sensor faults, and abnormal data types caused by high voltage
discharge.

A. SYSTEM MODEL

To help readers understand how sensors monitor the SIL-10Ts,
a simple SIL-IoTs monitoring system is illustrated, as shown
in Fig. 2. Under normal conditions, voltage and current sen-
sors are used to monitor the status of SIL. However, high
voltage discharge is released while killing insects, resulting
in unexpected data fluctuation [9].

In practice, the time and frequency of high voltage dis-
charge are hard to determine; therefore, a discharge simulation
module is designed to stably control the discharge frequency,
which controls the discharge frequency by setting up the on-
off frequency of 8 electromagnetic relays. Subsequently, the
microcontroller (Arduino) transmits sensed data to the Rasp-
berry Pi. Ultimately, data are analyzed by Raspberry Pi, and
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FIG. 2. System diagram. Data are acquired from voltage and current
sensors to Arduino. Then Raspberry Pi analyzes data transmitted from
Arduino and sends fault conditions to the cloud center.

abnormal conditions are reported and transmitted to the cloud
center by the wireless device.

B. PROBLEM STATEMENT

For SIL-IoTs, Abnormal sensor conditions (data) are defined
and derived for three reasons: 1) electromagnetic interference,
2) current increase and voltage decline when the SIL releases
high voltage pulse discharge, and 3) sensor faults of SIL-IoTs
nodes. Under normal working conditions, high voltage dis-
charge is usual when the SIL delivers killing insect tasks.
Therefore, the corresponding data should not be diagnosed as
a fault in this case. Distinguishing abnormal sensor conditions
or data caused by high voltage discharge from actual sensor
faults is essential for monitoring the state of SIL-IoTs. In this
study, four typical sensor faults are considered: outlier fault,
gain fault, stuck fault and offset fault [35], which are defined
below:

x40, Outlier fault
, Bx +n, Gain fault
X = (1)
w, Stuck fault
x4+ w+n, Offset fault

where x and x” are measurements of the fault-free sensor and
fault sensor, respectively. x + 6 is an outlier fault (caused by
short-term vibration and electromagnetic inference, deviates
significantly from x, 6 is the deviation value). Bx + 1 is a
gain fault (caused by the excessive signal noise inside the
sensors, the change rate of x does not match the expectation,
B is the gain coefficient). w is a stuck fault (caused by the
power supply interruption and sensors vandalism, x becomes a
constant). x + w + 7 is an offset fault (caused by the improper
calibration of sensors, addition of deterministic bias from x, n
is the noise in data which is much smaller than w).

The fault states of the SIL-IoTs sensors are labeled differ-
ently as numeric numbers, shown in Table 1. To diagnose
the system’s ten health states, a novel deep learning based
fault diagnosis method is proposed. The inputs are integrated
voltage and current data, and the output is the predicted label
that indicates the specific sensor fault type.
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TABLE 1 Sensor Conditions Labelling

Fault types Discharge ~ No discharge Label
No fault v 0
No fault v 9
Voltage sensor outlier fault v v 1
Voltage sensor gain fault v v 2
Voltage sensor stuck fault v v 3
Voltage sensor offset fault v v 4
Current sensor outlier fault v v 5
Current sensor gain fault v v 6
Current sensor stuck fault v v 7
Current sensor offset fault v v 8

IIl. PROPOSED METHODOLOGY

In this paper, the depthwise separable convolution layer [29]
is used as a basic tool. The TCAM is proposed for extracting
important features of input to improve diagnostic accuracy.
Benefiting from parameter reduction in the depthwise separa-
ble convolution layer and feature recalibration of the TCAM,
a lightweight fault diagnosis scheme, named SA1D-CNN, is
proposed.

A. FRAMEWORK DESIGN

Running data of various modes are measured and labeled in
the first step of the proposed fault diagnosis framework as
shown in Fig. 3. The appropriate model structure is critical
for improving accuracy and reducing the complexity of the
model. According to [29], the depthwise separable convolu-
tion layer and the global average pooling layer significantly
contribute to the reducing of model’s parameters under a slight
decrease in diagnostic accuracy. Moreover, an attention mech-
anism can be added to networks, which helps improve diag-
nostic accuracy based on adding a few parameters. To improve
diagnostic speed, the fault diagnosis model is deployed on
IoT devices, which is conducive to eliminating the influence
of data transmission delay and reducing bandwidth usage. In
this manner, the online lightweight model can be applied to
diagnose sensor faults periodically.

B. DEPTHWISE SEPARABLE CONVOLUTION

Depthwise separable convolution decomposes the regular
convolution into a depthwise convolution and a 1x1 convo-
lution, which is also called pointwise convolution [29]. The
difference between regular convolution and depthwise sepa-
rable convolution is shown in Fig. 4. Assume that input is rep-
resented as X € RW xC, each filter size is (k x 1), each stride
size is 1, and the output is represented as X' € RW' x C,
where W and W’ denote the length of input features and output
features, with C and C’ denoting the number of input channels
and output channels, respectively. For regular convolution, the
inputs are convolved with C filters to obtain C’ feature maps.
For depthwise separable convolution, an input channel is con-
volved by only one depthwise convolution. Thus, the number
of feature map is equal to the number of input channel. To
generate C’ feature maps, C’ filters with a size of 1 x1 x C
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FIG. 4. Comparison of (a) regular 1D convolution and (b) depthwise
separable 1D convolution. X and X’ denote input and output feature maps.
C and C’ denote the number of input channels and output channels. F
represents the number of filters.

are applied. The parameters Params., and Floating Point
Operations (FLOPs) F'LOPs ., of the regular convolution are
calculated by:

Params;eq = (C x k+ 1) x c’ 2)
FLOPs;es =k x 1 xCxC' xW x 1 3)

The parameters Paramsgep, and FLOPs FLOPsg,, of the
depthwise separable convolution are calculated by:

Paramsgep =C x k+C' x (C x 1+1) 4)
FLOPSgp =k x 1 xCxW x1+CxCxWx1 (5

Therefore, the FLOPs can be reduced by:

FLOPs; 1 1
e ©)
FLOPs,., C' k
For instance, assume that X € R®0*2, each filter size is
(5x1), and C’ is 100. The parameters decrease from 5,100
to 350, and FLOPs decrease approximately 5 times.

C. ATTENTION MIODULE

Different feature maps recognize fault features to different
degrees. Thus, the diagnostic accuracy can be improved by
strengthening the features with high contribution rate and
suppressing the invalid features. By recalibrating the input
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features, the attention module contributes to distinguishing
different channels and time data. In this paper, the TCAM
is proposed. The basic structure of the TCAM is shown in
Fig. 5, which consists of a time attention module (TAM) and
a channel attention module (CAM).

1) TIME ATTENTION MODULE

The TAM is proposed to enable the network to learn the
temporal correlation of fault data. Assume that the input fea-
tures X = [x!, x2, ..., x"], where x/ € R*C denotes the Jjth
temporal data index and j = [1, 2, ..., W]. First, TAM takes
the average value and max value from X along the channel
axis (namely F¥ and FV) to generate efficient features X,,q
and X,,.c. Then, the projections of the sum of weighted X,
and X, are obtained by a 1 x 1 convolution operation with
one channel. The sigmoid function namely o (-) is applied to
generate the timewise statistics vectors tsv(X) € R'>W  as
shown in (7).

tsv(X) = o (f x1(wi x Fy (X)+ (1 = w1) x Fy (X))
(7)
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where f1*! denotes a convolution operation with the filter size
of I x 1.

To keep the input and output identical dimensions,
tsv'(X) € RPWE s achieved by multiplying zsv(X) and
s(X) € RWC which is obtained by a depthwise separable
convolution operation with a filter size of 1 x 5 and C chan-
nels (namely dsf'*3). To decrease the reduction in the re-
sponse value of features caused by repeated feature recalibra-
tion operations, a residual connection [36] is used to optimize
TAM. Finally, the output of TAM is shown in (8).

Xram =X +1s0'(X) = X + 8(sf > tsv (X)) (8)

where & represents the ReLLU function.

2) CHANNEL ATTENTION MODULE

Different from the TAM (which aims to emphasize and sup-
press temporal signals), the CAM focuses on fault-related
feature maps by exploiting the interchannel relationship of
features. To improve the diagnostic accuracy of SAI1D-
CNN, the CAM is applied to the weight output of TAM
in this paper. Assume that the input is represented as X =
[x1, %2, ..., xc], where x/ € RW*! denotes the jth channel
and j=1[1,2,...,C]. To aggregate temporal information,
both Global Average Pooling (GAP) and Global Max Pool-
ing (GMP) operations are applied to generate two different
channel descriptors: F,, and Fg, . Then the sum of weighted
descriptors are forwarded to a shared network to produce
channelwise statistics vectors (csv(X) € R1*€), as shown in

).

esv(X) = wy x F,,(X) + (1 —wa) x F,(X) (9

The channel recalibration vectors (csv’(X) € R'*€) are ob-
tained by multiplying X and the results of two fully connected
operations (namely £ /" and f£1*C) with different hidden

activation sizes and activation functions (ReL.U and sigmoid).
esv'(X) =X x o (fC@U X)) 10)

where r denotes the reduction ratio, which contributes to re-
ducing parameters and computation.

Similar to TAM, the residual connection is also used to
reduce the reduction in the feature response value in CAM.
The output of CAM is Xcay = X + csv/(X).

Finally, the output of the TCAM (the combination of TAM
and CAM) can be represented as:

(11)

Xrcam = Feam (Framx))

IV. DATA PREPARATION AND VALIDATION SETUP

In this section, the experimental setup and data preparation
are introduced to investigate the effectiveness of the proposed
SA1D-CNN for sensor fault diagnosis.

A. EXPERIMENTAL SETUP

To acquire a sensor fault diagnosis dataset of the SIL-IoTs,
a series of experiments are designed. The SIL-IoTs system is
illustrated in Fig. 6. All experiments are performed indoors to
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FIG. 6. The SIL-loTs testbed. A DC constant voltage power supply provides
controllable and stable voltage for the SIL. Different discharge frequencies
are realized by a program from the discharge simulation module.

reduce the impact of environmental factors on the experimen-
tal results. In our previous work [11], we discovered that the
initial voltage of the circuit (fully charged 12 V DC battery)
is approximately 12.5 V, and the lamp does not light until
the circuit voltage reaches 8 V. The distance between IoT
devices and the SIL is set to 50 cm to reduce the impact of
electromagnetic interference [9]. The discharge frequencies
are set to 0, 0.5, 1, 2, 4, and 10 times per second by the
program, where 0O times per second denotes the no discharge
condition.

For each experiment, we collect two types of measurements
(i.e., voltage value and current value). Every experiment dura-
tion is set to 10 min with sampling frequency of 10 times per
second; thus, 60,000 samples are obtained for each discharge
frequency with 10 voltage segments. To balance the sample
number of different conditions, the no discharge samples are
expanded five times. Thus, a total of six hundred thousand
samples are obtained.

Due to the same feature shape of the testing samples (for
inference on the IoT nodes) and training samples, the feature
shape of a sample should be small considering the limitation
in the IoT nodes. Hence, every 60 consecutive data points are
segmented as one sample. The temporal data (600,000 2) are
reshaped to the input data (10,000 x 60 x2). The next step is to
simulate sensor faults and label data.

B. SIMULATION OF FOUR SENSOR FAULT TYPES

As mentioned in Section II, four types of sensor faults can be
simulated and injected into the original input data to simulate
different sensor states. The experiments indicate that the volt-
age value ranges from 8 V to 12.5 V in normal conditions. The
current value ranges from 900 mA to 1000 mA. According to
the method in [35], we obtain the dataset, which contains five
fault rates (10%, 20%, 30%, 40%, and 50%) and four sensor
fault types. To simulate outlier faults, we set the voltage value
as a random value from 0 V to 35 V and the current value
as a random value from —2000 mA to 2500 mA. To simulate
gain faults, we set the value of 8 as a random value from 1
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to 2. The value of w as a random value ranges from 0 V to
1 V for voltage and from 0 mA to 100 mA for current. We
randomly extract continuous samples from normal data and
replace them with the sample value when a stuck fault occurs
to simulate stuck faults. To simulate offset faults, we set the
value of w as a random value from 3 V to 6 V for voltage and
from 300 mA to 600 mA for current signal. The value of 5 is
set the same as the value of w for the gain fault. The one-hot
encoding method is adopted to label data. After excluding
some malformed data, the SIL-IoTs fault diagnosis dataset
with dimensions of (99449, 60, 2) for features and (99449,
10) for labels is finally obtained.

C. VALIDATION SETUP
The SAID-CNN is implemented in the TensorFlow library
with Python3.8 [37]. Network training is performed on a PC
with a Windows 10 operating system, an Intel Core 15-10400
CPU, and 16 GB RAM. Network testing is performed on a
Raspberry Pi 4 with Raspbian operating system, a 64-bit quad-
core Cortex-A72 processor, and 8 GB RAM. To accelerate the
convergence speed, the z-score standardization method is used
as shown in (12). In addition, we adopt the cross-entropy loss
function, Adam optimization algorithm with a learning rate of
0.001, a batch size of 16, and a dropout equal to 0.3 before
classification.

X = Yo~ K (12)

o

where xo denotes the original signal, u denotes the mean
value of samples, and o denotes the standard deviation of the
samples.

To evaluate the performance of different models, accuracy,
F1-score, model size, testing time, power, and energy con-
sumption measures are applied to evaluate the diagnostic ac-
curacy and lightweight degree of different models with five-
fold cross validation in this paper. The diagnostic accuracy
metrics, i.e., accuracy and F1-score, were defined as:

TP+TN
Accuracy = x 100% (13)
TP+ FN+FP+TN
Precision x Recall
F; — score = 2 x x 100% (14)

Precision + Recall

where TP, FP, TN, FN denote true positive, false positive, true
negative, and false negative samples, respectively. Precision
denotes the number of predicted positive samples that are
true positive samples shown in (15). As shown in (16), recall
denotes the number of positive examples in the dataset that
are predicted correctly. The accuracy and F1-score range from
zero (the worst) to one (the best).

TP
Precision = —— x 100% (15)
TP+ FP
x 100%

Recall = (16)

T
TP+ FN

VOLUME 3, 2022

—— Conv-1 —e—Conv-3 Conv-5 Conv-7 —%— Conv-9
—=4&— Conv-2 —9— Conv-4 —9%— Conv-6 Conv-8 —— Conv-10

x10*

1 12

3
09+ 10’W
w 8t 4
[ =
508 é
w
m E 0 o o060
= £
=07 =
v47 4
H——0—0—0—0—0—0——
0.6 | -
0.5

12345678910
Size of filter

12345678910
Size of filter

FIG. 7. F1-score and parameters under different numbers of depthwise

separable convolution layers and sizes of filter. If the convolution kernel
size exceeds the input dimension, “padding=same” is used.

The diagnostic efficiency metrics, i.e., FLOPs (represented
in (3)), testing time, and energy consumption are defined as:

T=n-—1
P=U x1

a7)
(18)

where 1, — t; denotes the time of inference of a test sample by
networks. P denotes the energy consumption of inference of a
test sample on a IoT node. U and I denote voltage and current
values of Raspberry Pi.

V. PERFORMANCE EVALUATION AND DISCUSSION

A. INFLUENCE OF NEURAL NETWORK STRUCTURE

This section explores the influence of the network structure
on the fault diagnosis performance with a fault rate=10%.
First, different network depths and widths are discussed. The
experiment sets the epochs=30, and the size of filters and the
number of depthwise separable convolution layers from 1 to
10. In addition, the number of filters is set to 100. Due to the
small sample feature space, the feature maps are padded if
the filter size exceeds the input dimension. The F1-score and
parameters of the proposed method under different number
of depthwise separable layers and sizes of filter are shown in
Fig. 7. Obviously, when the number of depthwise separable
convolution layers and the size of filters increases from 3
to 10, the performance of the network is not improved (ap-
proximately 95% of Fl-score). It indicates that the diagnos-
tic accuracy cannot be improved by increasing the depth of
the network. Moreover, the model parameters increase from
1712 to 105,230 with increasing the network depth and filter
size. Therefore, for data with low dimensions (e.g., 60x2),
increasing the network depth and filter size has little help
in improving diagnostic accuracy. To balance the diagnostic
accuracy and model parameters, the depthwise separable con-
volution layer and network filter size are set to 3 and 5, which
is the basic structure of SA1D-CNN. The details of four basic
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TABLE 2 Network Structure and Parameter of Four Basic Models Without Attention Modules

SA1D-CNN WDCNN LSTM DNN
Layer Parameter Layer Parameter Layer Parameter Layer Parameter
DSConv 1 input=(*,60,2) Conv 1 input=(*,60,2) LSTM 1 input=(*,60,2) Dense 2 input=(*,60,2)
ReLu F=100, K=5, S=1 ReLu F=100, K=10, S=1 H=100 ReLu U=100
DSConv 2 input=(*,56,100) Conv 2 input=(*,51,100) LSTM 2 input=(*,60,100) Dense 2 input=(*,60,100)
ReLu F=150, K=5, S=1 ReLu F=150, K=5, S=1 H=150 ReLu U=150
DSConv 3 input=(*,52,150) Conv 3 input=(*,47,150) LSTM 3 input=(*,60,150) Dense 3 input=(*,60,150)
ReLu F=150, K=5, S=1 ReLu F=150, K=5, S=1 H=150 ReLu U=150
GAP input=(*,48,150) GAP input=(*,43,150) GAP input=(*,60,150) GAP input=(*,150)
input=(*,150 input=(*,150 input=(*,150 input=(*,150
Dropout put=( ) Dropout put=( ) Dropout put=( ) Dropout put=( )
P=0.3 P=0.3 P=0.3 P=0.3
input=(*,150 input=(*,150 input=(*,150 input=(*,150
Dense put=( ) Dense put=( ) Dense put=( ) Dense put=( )
output=(*,10) output=(*,10) output=(*,10) output=(*,10)
4 LSTM: ool
%1% | >saip-onn > WDCNN
< 08
~ 94
E\o, ; 07 o
o Pareto-Optimal model = B
S 92F
2 06 : 1
‘_l‘ 0 Enoch 80 90
= p
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B Fault rate = 40% FIG. 9. Performance evaluation of different numbers of TCAM in
B Fault rate = 50% SA1D-CNN under a fault rate=10%, where the ending number in the model
| | ] ; ; | name represents the number of TCAM, e.g., the SA1D-CNN-0 denotes zero
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FIG. 8. Performance evaluation and model size of four networks. The
results indicate that SA1D-CNN is the Pareto-Optimal model, which has
great performance in both detection accuracy and model size.

models without attention modules are shown in Table 2, where
DSConv and GAP denote depthwise separable convolution
layer and global average pooling layer. F, K, S, H, and U
denote number of filter, kernel size, step, number of hidden,
and number of unit, respectively.

Second, different baseline networks are compared with
SAID-CNN, i.e., deep convolutional neural networks with
wide first-layer kernels (WDCNN [20]), LSTM, and DNN.
The experiments set the same numbers of filters and convo-
lution layers for each network. According to [20], the first
convolution layer of WDCNN requires a larger filter size.
Therefore, the filter size of the first layer is set to 10 for the
WDCNN.

Fig. 8 illustrates the performance and model size of four
networks, where the Pareto-optimal model denotes an ideal
ideal resource allocation state [38]. In this paper, the model
size and Fl-source are used to estimate the Pareto-optimal
model. From these results it is clear that DNN has fewer

298

TCAM used in SA1D-CNN.

parameters, but its diagnostic accuracy is unacceptable. Al-
though the LSTM has better performance in comparison to
others, the largest model size (the number of parameter is
4,434 KB, nearly 8 times larger than SA1D-CNN) leads
to higher diagnostic latency and larger computing parame-
ters. Overall, SAID-CNN is the Pareto-optimal model under
different fault rates. To improve the diagnostic accuracy of
SAID-CNN, it is critical to enhance the important features
and suppress the features that have little effect on the classifi-
cation performance.

B. INFLUENCE OF THE NUMBER OF THE TCAM

This section discusses the influence of the number of TCAMs
in SA1D-CNN under a fault rate=10%. Fig. 9 shows the
F1-score for the three varieties of the SA1D-CNN. Although
increasing attention modules increases the model parameters,
the Fl-score of SAID-CNN-2 is improved by 1.15% com-
pared with that of SA1D-CNN-0. Therefore, a small increase
in the number of parameters is acceptable. In addition, the
SA1D-CNN-2 has a faster convergence speed than that of
others, which indicates that TCAM can improve the feature
extracting ability of SAID-CNN.

VOLUME 3, 2022
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TABLE 3 Results of the TAM, CAM, and the TCAM Based SA1D-CNN

Fault rate Metrics TAM CAM TCAM
10% Accuracy | 99.74+0.07 | 99.7£0.05 | 99.83+0.03
Fl-score | 95.9240.53 | 95.09+0.55 | 96.82+0.49
20% Accuracy | 99.87£0.04 | 99.86+£0.02 | 99.9+0.03
Fl-score | 97.094+0.53 | 96.39+0.41 | 97.31+0.51
30% Accuracy | 99.91+£0.02 | 99.9+0.04 | 99.91+0.04
Fl-score | 97.494+0.41 | 97.24%+0.32 | 97.53+0.28
40% Accuracy | 99.93£0.03 | 99.94+0.06 | 99.93+0.02
Fl-score | 97.994+0.39 | 97.45+0.35 | 98.15+0.42
50% Accuracy | 99.94£0.02 | 99.91£0.22 | 99.94+0.01
Fl-score | 98.094+0.38 | 97.62+0.33 | 98.19+0.31

C. EFFECTIVENESS OF THE TCAM

In this section, optimal weights of the TCAM are selected.
Afterward, the performance of SA1D-CNN with TAM, CAM,
and TCAM are discussed. In addition, the effectiveness of
the TCAM is compared with four state-of-the-art attention
modules in SA1D-CNN.

First, the performance of the TCAM under different val-
ues of w; and w, is discussed. The experiment sets fault
rate=10%, epoch=30, and two TCAMsS. According to Fig. 10,
the values of w; and w, have a great impact on F1-score. The
F1-score of the optimal weights (w; = 0.8, wy = 0.4) is im-
proved by 1.08% compared with the initial weights (w; = 0.5,
wy = 0.5), which indicates that extracted features should not
be directly added together.

Second, the validities of the TAM, CAM, and TCAM are
verified under different fault rates. As summarized in Table 3,
slightly superior results are achieved with the TCAM-based
SA1D-CNN. In addition, it is worth discussing the interesting
fact that the TAM-based SA1D-CNN achieves higher diag-
nostic accuracy than the CAM-based SA1D-CNN. We specu-
late that this might be due to the high correlation between tem-
poral changes and fault states. Due to the differences between
1D signals and 2D images (e.g., cyclicity and continuity),
ID-CNN will have better diagnostic accuracy if the model
focuses more on the time-serial association rule.
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TABLE 4 Network Structure and Parameter of Five Attention Modules
Based SA1D-CNN

SENet Res-SENet CBAM JAM TCAM
Layer Layer Layer Layer Layer
DSConv 1 DSConv 1 DSConv 1 | DSConv1 | DSConv 1
ReLu ReLu ReLu ReLu ReLu

SE1 Res-SE 1 CBAM 1 JAM 1 TCAM 1
DSConv2 | DSConv2 | DSConv2 | DSConv2 | DSConv2
ReLu ReLu ReLu ReLu ReLu

SE 2 Res-SE 2 CBAM 2 JAM 2 TCAM 2
DSConv 3 DSConv 3 DSConv3 | DSConv3 | DSConv 3
ReLu ReLu ReLu ReLu ReLu
GAP GAP GAP GAP GAP
Dropout Dropout Dropout Dropout Dropout
Dense Dense Dense Dense Dense

To clearly illustrate the effect of different layers on diagnos-
tic performance, the t-SNE technique [39] is adopted to pro-
vide a 2D representation of different layers’ output features.
As shown in Fig. 11, the distribution of raw signal is turbu-
lent. With more depthwise separable convolution and TCAM
layers adopted, the features of ten fault types are gradually
separated, where each TCAM layer contributes to extracting
the high-level faulty features.

Third, we discuss the performance of the TCAM and
four attention module (as baseline attention modules)
based SA1D-CNN, including SENet [40], Res-SENet [40],
CBAM [41], and JAM [25]. The network structure of SA1D-
CNN with different attention modules are shown in Table 4.
According to related works, the reduction ratios of SENet,
Res-SENet, CBAM, and JAM are set to 8, 8, 8, and 2, re-
spectively. As shown in Fig. 12, the results demonstrate that
the TCAM-based SA1D-CNN has the best performance with
different fault rates. In addition, an increase in the fault rate
has a positive impact on the improvement in diagnostic accu-
racy due to the balanced samples. However, fault conditions
occupy a small part of all conditions in the real world, which
indicates that the imbalance of samples is inevitable [42].
Therefore, compared with the others, the nearly 2% improve-
ment of the TCAM with a 10% fault rate demonstrates that
the TCAM can effectively improve the fault feature learning
ability of SAID-CNN in the real case.

The testing results of four basic models and five kinds of
attention modules based SA1D-CNN are shown in Fig. 13.
The results indicate that SAID-CNN has higher accuracy
than WDCNN and DNN. TCAM shows the most significant
improvement in accuracy than the others.

D. EFFECTIVENESS OF THE TCAM AND SA1D-CNN ON
RASPBERRY PI

In this section, the effectiveness of the TCAM and SA1D-
CNN on Raspberry Pi is discussed. The mode size (hS
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FIG. 11. Visualization of different layer of the SA1D-CNN, where different colors denote different fault labels in Table I.

m SENet = Res-SENet CBAM JAM uTCAM
98.5 98.15 98.19
98
97.53
97.5 9731 748 7.28
96.82
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rate=10% rate=20% rate=30% rate=40% rate=50%
u SENet 94.94 96.53 96.88 97.59 97.47
® Res-SENet 95.14 96.69 96.63 97.42 97.28
CBAM 95.36 96.72 97.07 97.59 97.49
JAM 94.99 96.68 97.39 98.1 97.95
1 TCAM 96.82 97.31 97.53 98.15 98.19

FIG. 12. Average F1-score using different attention modules-based
SA1D-CNN.

and TFLite formats), testing time, energy consumption, and
FLOPs of four basic models with three layers and SA1D-CNN
with different attention modules are summarized in Tables 5
and VI, where larger T indicates lower diagnostic latency.
P denotes the average operational power for classifying one
sample on Raspberry Pi. FLOPs denotes the computation
complexity of fault diagnosis models. The results of Table V
indicate that SA1D-CNN has the lowest diagnostic latency
and energy consumption compared with other networks. Al-
though the DNN model size is slightly smaller than that
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TABLE 5 Results of Four Basic Models Without Attention Modules on
Raspberry Pi

h5 (KB) | TFLite (KB) T (s) P (W) | FLOPs (M)
SA1D-CNN 560 171 7.93 4.86 39
WDCNN 2,284 752 21.56 5.31 17
LSTM 4,434 1505 288.54 4.11 0.45
DNN 512 162 10.47 4.25 4.56

TABLE 6 Results of Five Attention Modules Based SA1D-CNN on Raspberry
Pi

hS (KB) | TFLite (KB) | T(s) | P(W) | FLOPs (M)
SENet [40] 698 209 1176 | 451 3.97
Res-SENet [40] | 698 210 1202 | 449 3.98
CBAM [41] 696 214 212 | 412 4.04
JAM [25] 4,669 1,526 4478 | 525 214
TCAM 1,126 351 2601 | 433 7.65

of SA1D-CNN, fully connected operations of DNN result
in higher diagnostic latency. In particular, the LSTM is not
suitable for diagnosing faults in IoT nodes due to the high
energy consumption and diagnostic latency. The results in
Table 6 suggest that the TCAM has a relatively small model
size, although the high diagnostic accuracy of the TCAM

VOLUME 3, 2022
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FIG. 13. Testing results of four basic models: (a)-(d) and five kinds of attention modules based SA1D-CNN: (e)-(i), where the proposed methods are

shown as red content.

leads to higher complex computation and energy consump-
tion. Nonetheless, the TCAM-based SA1D-CNN represents
the best compromise between diagnostic accuracy, model size,
and energy consumption.

Vi. CONCLUSION

High voltage discharge released by the SIL results in fluctua-
tions in the voltage and current measurements, which should
be distinguished from sensor faults. In this study, a set of
experiments and fault simulations are designed to simulate
sensor faults and generate sensor fault datasets in the SIL-1oTs
system. A separable convolution-based lightweight 1D-CNN
architecture is developed to diagnose sensor faults with a re-
duced data transmission, which is implemented and validated
in SIL-IoTs nodes. Furthermore, the time and channel atten-
tion module is presented to extract high-level fault-related
temporal signals and feature maps. The results demonstrated
the effectiveness of the proposed method in diagnosing sensor
faults of SIL-IoTs with reasonable model size and diagnostic
delay. The proposed method can be adopted in related scenar-
i0s with resource constraint devices.
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The limitation of the proposed method lies in the lack of pri-
ority for a variety of faults. Serious faults should be detected at
the earliest stage. A multi-grade fault diagnosis scheme may
be developed to overcome this limitation by aggregating mul-
tiple diagnostic models with different targets. In the future, we
will study hierarchical fault diagnosis schemes by evaluating
fault severity and online training for the self-adaptation of
online fault diagnosis methods.
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