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ABSTRACT Today, the edge-cloud computing paradigm starts to gain increasing popularity, aiming to
enable short latency, fast decision-making and intelligence at the network edge, especially for industrial
applications. The container-based virtualization technology has been put on the roadmap by the industry to
implement edge-cloud computing infrastructures. Has the performance of the container-based edge-cloud
computing stacks reached industry requirement? In this paper, from the industrial client perspective, we
provide a performance evaluation methodology and apply it to the state-of-the-art containerization-based
edge-cloud computing infrastructures. The influences of the message sending interval, payload, network
bandwidth and concurrent devices on full stack latency are measured, and the processing capability of
executing machine learning tasks are benchmarked. The results show that containerization on the edge does
not introduce noticeable performance degradation in terms of communication, computing and intelligence
capabilities, making it a promising technology for the edge-cloud computing paradigm. However, there is a
large room for performance improvement between current implementation of the edge-cloud infrastructure
and the demanding requirements anticipated by time-critical industrial applications. We also emphasize and
showcase that partitioning of an industrial application into microservices throughout the whole stack can
be considered during solution design. The proposed evaluation methodology can be a reference to users of
edge-cloud computing as well as developers to get a client perspective overview of system performance.

INDEX TERMS Performance evaluation, edge-cloud computing, containerization, partitioning.

I. INTRODUCTION
Traditional centralized cloud-enabled Internet of Things (IoT)
architecture have encountered huge challenges after many
years rapid expansion, e.g., the heterogeneity of hardware,
software, communication protocols and data format [1], and
especially the demanding low latency and high reliability that
are required by time-critical applications in cyber-physical
systems (CPS) in industrial IoT (IIoT). In recent years, the
edge-cloud computing paradigm, as a result of the techno-
logical evolution in cloud computing, has been proposed to
resolve the challenges and facilitate the adoption of IoT inno-
vations into various domains, as shown in Fig. 1.

With distributed edge computing units, a part of the func-
tionalities of the cloud platform is relocated to the edge of
field networks, leading to boost of performance in commu-
nication, computing and intelligence. First, edge computing
units enable low latency and fast response while eliminate
the heterogeneity challenge by providing rich communica-
tion interfaces. Second, tasks used to be computed in the
cloud are extended to the edge units so as to accelerate
decision-making at the edge. Third, deployment of machine
learning/deep learning models to the edge moves artificial
intelligence closer to user scenarios and fosters novel ma-
chine learning techniques such as federated learning [2].
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FIGURE 1. An overview of the edge-cloud computing paradigm used in
different scenarios, e.g, smart city, agriculture, logistics, traffics, factory,
power grid, and healthcare. Edge devices are connected to the cloud
platform via Ethernet while the communications between field and edge
devices are through heterogeneous wired or wireless protocols. (A part of
the icons are created by Adrien Coquet, Misbahul Munir, Chameleon
Design, SBTS and Royyan Razka from the Noun Project. [3]).

Furthermore, edge-cloud computing reduces the traffic to-
wards the cloud and therefore features enhanced security and
privacy.

The widespread deployment nature of edge computing units
calls for a flexible framework that enables continuous integra-
tion/continuous deployment (CI/CD) at scale, regardless of
the heterogeneity in hardware and software. In this regard,
microservice and Docker container-based virtualization be-
come an indispensable approach [4]–[7]. Microservices split
a traditional monolithic application into smaller task modules
with little dependency on each other while the lightweight
and small footprint characteristics of the container technol-
ogy make it an optimal carrier for microservices. Therefore,
container-based virtualization is a key enabler to the success
of edge computing, especially in the approaching 5G era,
which has been a consensus of hyper-scale cloud (HSC) and
network infrastructure suppliers [8] that are keen to bring
containerization into edge computing.

However, can the state-of-the-art edge-cloud computing
stacks fulfill the industry requirement? How much room of
the performance shall be improved to reach the anticipation?
These questions are still unclear. The heterogeneous industrial
sectors and end applications of IIoT, i.e., process automation,
industrial control, power system automation, building automa-
tion, and automobile, etc., have resulted in rich invention of
industrial connectivity protocols [9]. The diverse connectivity
between industrial field devices and edge infrastructure, de-
pending on the communication medium and protocols from
the media access control (MAC) layer all the way toward
the application layer as defined in the open systems intercon-
nection (OSI) model, leads to widely divergent performance.
Many researchers have provided thorough study on the per-
formance of existing industrial connectivity protocols from

different perspectives, such as IEEE 802.11 [10], [11], IEEE
802.15.4 [12], [13], ISA100.11a [14], [15], WIA-PA [16],
[17], wirelessHART [18], [19], Thread [20], [21], and Lo-
RaWAN [22]–[24], whereas the performance of the backbone,
i.e., the edge-cloud computing stack, is still unknown.

Therefore, in this study, we limit our scope to the per-
formance of containerization-based edge-cloud computing
stacks in IIoT applications. Specifically, we focus on the pro-
cedure that starts from a field device message arriving the edge
unit and ends with the same message being received after it is
serviced by either edge or cloud. From a client perspective,
communication, computing, and intelligence capabilities at
the edge and between the edge and the cloud platforms should
be considered to provide a comprehensive understanding of
the holistic performance of the edge-cloud computing stacks.

The main contributions of this study are as follows.
� Performed a client perspective evaluation of the holistic

system latency performance of containerization, namely
full stack round trip time with regard to message send-
ing interval, payload, network bandwidth and concurrent
devices, on the state-of-the-art edge-cloud computing
platforms.

� Evaluated the processing capability of containerization
in edge-cloud computing stacks, in terms of executing
machine learning and neural network tasks for real in-
dustrial applications.

� Profiled the performance limits and highlighted the ne-
cessity of partitioning in currently available edge-cloud
computing infrastructures in industrial practice.

� Showcased the methodology of applying partitioning to
an industrial application, i.e, a vertical plant wall system,
based on the performance evaluation results, to verify the
feasibility and to promote the methodology.

The remainder of the paper is organized as follows. In
Section II, the background of edge-cloud computing stacks
are provided. In Section III, the virtualization-based system
performance evaluations of edge-cloud stacks in the litera-
ture are reviewed. Sections IV and V present the evaluation
methodology and detailed experiment setup, respectively. In
Section VI, the evaluation results are analyzed and the ne-
cessity for partitioning is discussed. In Section VII, a case
study about partitioning in a real-world industrial application
using the container-based edge-cloud computing paradigm is
presented. Section VIII discusses the meaning of the proposed
evaluation methodology, results, and future work. The last
section concludes the paper.

II. EDGE-CLOUD COMPUTING STACK
In this section, the architecture and typical deployment models
of the state-of-the-art edge-cloud computing stack are intro-
duced as background information.

A. ARCHITECTURE
Fig. 2 illustrates a containerization-based edge-cloud comput-
ing architecture. In the edge unit, industry applications are
modularized as independent containers that are managed by
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FIGURE 2. Architecture breakdown of the edge-cloud computing paradigm
for containerization-based industrial IoT applications.

a container runtime. These containerized applications can be
remotely created, upgraded and destroyed in an elastic manner
with low overhead while the procedure can be fully managed
with container orchestration tools such as Kubernetes [25].
An edge hub infrastructure takes responsibility to maintain
traffic flows taking place in the edge, including bidirectional
communication between field devices and the cloud platform,
and message routing among containerized applications, which
is similar to the role that an IoT hub plays in the cloud. Field
IoT devices can get served by edge applications by establish-
ing communications to the edge hub, either using natively
supported protocols such as the message queuing telemetry
transport (MQTT) protocol or through a protocol translator.
This design has become the de facto edge-cloud computing
architecture agreed and put into practice by the industry, e.g.,
Microsoft Azure IoT Edge [4], Amazon Greengrass [5], IBM
Edge Application Manager [6], and Huawei KubeEdge [7],
and is envisioned to be leveraged by industry artificial intelli-
gence and IoT (AIoT) applications [26].

B. EDGE-CLOUD DEPLOYMENT MODELS
With the edge-cloud computing stack, three typical models
that describe the connectivity between the field devices and
the edge and cloud platforms can be utilized to deploy appli-
cations.

1) DEVICE-CLOUD MODEL (D-C)
The device-cloud model enables a field device to establish a
direct connection to the cloud without getting traffic passing
through the edge infrastructure. The field device only takes
advantage of the networking capability of the edge device
where Internet is accessed. Communication between the field
device and the cloud services is straightforward within an

established session. This model originates from the cloud
computing paradigm in which the edge device only functions
as a router.

2) DEVICE-EDGE-CLOUD MODEL (D-E-C)
The device-edge-cloud model inherits from the device-cloud
model but provides extra reliability to the applications. Traf-
fics from the field devices are firstly aggregated to the edge
hub and then forwarded to the cloud with a multiplexed
communication channel so as to save bandwidth. In case of
intermittent loss of connection to the cloud, all the field de-
vice traffics can temporarily be held at the edge unit till the
recovery of the connection to the cloud.

3) DEVICE-EDGE MODEL (D-E)
The device-edge model shifts more responsibilities to the edge
device, i.e., both communication and computing take place at
the edge device. The model ensures field devices can directly
establish communication channels to and get feedback from
edge-native services, which aims at fast response and low
latency for time-critical applications or scenarios where the
cloud is not reachable.

III. RELATED WORK
Many researches have been conducted to explore the per-
formance of containerization in the edge-cloud computing
stacks, from networking layer, application layer or resource
utilization perspective, by utilizing one or more of the device-
cloud, device-edge-cloud, and device-edge deployment mod-
els. For instance, some studies have investigated the network-
ing performance of the container technology. In [27], the
authors measured the performance of three network solutions
specifically for managing container communication, namely
Flannel, Swarm Overlay, and Calico. The latency of network
layer and the throughput of two transportation layer proto-
cols, i.e., TCP and UDP, were studied. In [28], the authors
investigated the latency performance of Docker container that
functioned as a HTTP proxy and highlighted its advantage to
the virtual machine (VM) based solutions. The authors of [29]
presented a edge-cloud computing architecture utilizing the
Docker container technology. The publish-subscribe pattern
based latency was measured to evaluate the performance of
containerized microservices migrated between cloud and the
edge devices. The results show that containerized microser-
vice can satisfy ultra-low latency required by novel appli-
cations. The authors in [30] researched the capability of
container-based virtualization used in time sensitive applica-
tions in industrial automation. Three criteria, namely round
trip time, CPU time delay, and time distribution were con-
sidered to assess the system performance of containerization.
In [31], the authors looked into the latency performance of
multi-access edge computing platform running a container-
based user mobility analysis service and concluded that the
low latency promise in the edge could be guaranteed with a
containerized implementation. The authors in [32] provided
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a thorough performance benchmarking of stream data la-
tency, scalability and resource utilization on a container-based
edge computing system. Three scenarios, edge-only, cloud-
only and combined edge-cloud, were benchmarked on a self-
implemented testbed using open source frameworks running
as containers.

Plenty of studies narrow their view to application layer
system performance in microservice-based cloud and edge
computing. In [33], the authors introduced a container-based
function as a service (FaaS) model for the edge environment.
The model was benchmarked on both resource constrained
single board computer and high performance machine. The
system performance was reflected by CoAP and HTTPS based
latency metric. The authors in [34] presented an assessment of
a containerized MQTT broker cluster. Throughput, end-to-end
latency and system resource consumption of runtime were
benchmarked, and an average latency of less than 10 ms was
achieved. In [35], the authors made a comparison of full-cloud
and edge-cloud architectures in respect to time delay and
bandwidth usage. An anomaly detection task was utilized to
mimic IIoT use case. A containerized edge gateway and a
virtual machine based cloud were selected to perform data
processing, whereas MQTT was selected as the protocol to
deliver messages.

A lot of work focus on the processing capability of con-
tainer running on edge platforms. In [36] the authors evalu-
ated the container performance from a hardware perspective
including CPU, memory, disk and network utilization, and
drew a conclusion that the performance of containerization
was comparable to the host OS. The authors in [37] applied
the same metrics to a comparative study between the container
and the hypervisor virtualization deployed at the network
edge device. In [38] the author performed a comprehensive
study on the performance of containers running on five single
board computers that were popularly used as edge gateway
platforms, with consideration of metrics such as CPU exe-
cution time and load, memory speed, disk I/O and network
throughput, as well as power consumption. Similarly, in [39]
the authors utilized containers to run microservices on an
IoT edge gateway with WiFi, radio and satellite interfaces,
and evaluated the container performance with aforementioned
metrics as well as system boot-up time. The authors in [40]
focused on evaluating container hardware utilization and pro-
cessing capabilities based on different runtime technologies.
In [41] the authors inspected the performance of containerized
deep learning applications running on an edge platform in a
smart home environment. Specifically, CPU load, execution
time and network traffic were studied and compared to native
applications.

There are also studies considering the interference of con-
currently executed container instances that are running in an
edge-cloud environment. In [42], the authors evaluated inter-
ference of microservices that were carried out within a single
container and separate containers, and the CPU load and the
throughput of memory and network were used for metrics.
The authors in [43] utilized handling rate and connection time

to compare the concurrent performance between edge con-
tainer and cloud container-based server, whereas in [32] the
author performed similar tests but used latency as the rating
criterion.

Table I gives a summary of the review studies, including
deployment models, measured performance, adopted metrics,
and experiment environment that are used in the test. It can be
observed that existing studies have evaluated the performance
of containerization-based edge-cloud computing stacks with a
focus on a specific aspect or layer, e.g., latency introduced by
virtualization, interference between containers, and hardware
utilization. These approaches are valuable to identify bottle-
necks existed in a specific layer. However, from an industrial
client perspective, it is equivalently significant to have a holis-
tic evaluation that penetrates the full stack of the edge-cloud
computing infrastructures, so as to provide a complete picture
of the system performance. Besides, benchmarking with a real
industrial application and platform is essential to reproduce
real-world edge-cloud computing scenarios, which can greatly
validate the results and bring meaningful reference to indus-
trial production development. Therefore, in this study, we aim
to probe the holistic performance of containerization-based
edge-cloud computing paradigm, utilizing the cutting-edge
infrastructures available to the industry.

IV. EVALUATION METHODOLOGY
This section introduces the evaluation methodology that is
applied throughout the study.

A. EVALUATION CRITERIA
A mature IIoT solution shall comprehensively consider all
aspects of communication, computing and intelligence capa-
bilities, as the performance improvement in one layer can
be mitigated by performance loss in other layers, which can
lead to system performance degradation. In order to provide
a holistic vision of the edge-cloud computing paradigm, the
following criteria are used in this study.

1) FULL STACK ROUND TRIP TIME (RTT)
The time latency metric measures how fast a field application
can send update to and get a result from service applica-
tions in an edge-cloud architecture. In an IIoT application,
the time latency can be introduced by various aspects such
as the application layer implementation, network stack, prop-
agation delay, and processing time. Therefore, we use full
stack RTT to characterize the latency feature for a typical
edge-cloud architecture. The evaluation of a specific layer
can help identify the bottleneck of the system, however, from
a client perspective, the full stack RTT is more meaningful
to depict the holistic performance of the adopted edge-cloud
architecture, thus provides insightful knowledge to the so-
lution design. Fig. 3 illustrates the measurement of the full
stack RTT in the aforementioned three deployment models
in Section II.B. It counts from an application layer message
getting transmitted till the corresponding response message
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TABLE 1 A Summary of the Related Work, Including the Deployment Models, Measured Performance, Tested Metrics, and Experiment Environment Used
in the Studies

FIGURE 3. The data flow of three benchmarking cases. (1, 2)
Device-cloud/device-edge-cloud: an application directly connecting to the
cloud / connecting to the cloud via the Edge hub infrastructure, and
getting a response from a service application hosted in the cloud. (3) An
application connecting to the Edge hub and getting a response from a
containerized application hosted at the edge.

arriving the application layer, which reflects the accumulated
latency throughout the full stack of an edge-cloud architec-
ture. With full stack RTT as the metric, several parameters that
can influence the system performance are benchmarked, i.e.,
the message sending interval, the payload size, the network
bandwidth and the amount of concurrent devices. These
parameters are tweaked to evaluate the performance boundary
of different deployment models.

The full stack RTT values are evaluated according to two
factors, namely time sensitivity and determinism [44]. Time
sensitivity requires the latency of critical industrial applica-
tions to meet their deadlines while determinism guarantees

the latency is predictable, i.e., the jitter shall be considered
and constricted.

2) PROCESSING CAPABILITY
In an industrial AIoT solution, computing and intelligence
services such as data analytics, machine learning based pre-
dictive maintenance and so on, are more related to creating
business values. This criterion is proposed to measure com-
puting and intelligence capabilities of the edge-cloud comput-
ing architecture in order to explore the system limitation and
to serve as a guideline in AIoT solution design. In the bench-
marking, training and prediction tasks for machine learning
and neural networks models are adopted for stress test while
the execution time, CPU load and memory utilization are
recorded for comparison. In this way, the computing perfor-
mance in terms of providing intelligence tasks is measured.

V. EXPERIMENT SETUP
A. APPLICATION LAYER PROTOCOL
With the proliferation of next generation telecommunication
technologies like 5G and WiFi 6, the application layer com-
munication protocol becomes the bottleneck in IoT practice.
An appropriate selection of the application layer protocol
can be significant to the benchmarking. Standards such as
OPC UA over Time sensitive network (TSN) [45] and data
distribution service (DDS) [46] have been promoted by the
industry to push edge computing into time-critical domain.
But they are still not full-fledged and lack of seamless integra-
tion to existing cloud infrastructures. The study [47] surveyed
a series of popular IoT messaging protocols, e.g., MQTT,
the hypertext transfer protocol (HTTP), the advanced mes-
sage queuing protocol (AMQP), the constrained application
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protocol (CoAP) and the extensible messaging and presence
protocol (XMPP). The results show that the MQTT proto-
col is the only protocol that has been natively integrated to
a vast majority of edge-cloud computing platforms such as
Microsoft, Amazon, Google, Alibaba and IBM. Furthermore,
the work done in [48], [49] show that MQTT ourperforms
HTTP, AMQP and XMPP in terms of latency performance.
Therefore, in this experiment, the MQTT protocol is selected
as the application layer protocol.

B. CONTAINERIZED EDGE INFRASTRUCTURE
In this study, Microsoft Azure IoT Edge is utilized as the edge
infrastructure. Azure IoT Edge offers a container-based edge
computing framework that enables customized services to be
deployed to the edge as microservices. An edge agent mod-
ule is responsible for instantiating containerized applications
while an edge hub module manages the message communica-
tion and routing. The Raspberry Pi 3B+ board is chosen as the
hardware platform which features a Broadcom BCM2837B0
SoC running at 1.4 GHz, a 1 GB SDRAM and an Ethernet port
with the maximum throughput of 300 Mbps. The edge plat-
form is directly connected to the Internet through the Ethernet
port at Linköping University, Sweden. According to measure-
ment, the bandwidth of downlink and uplink are 236.82 and
275.76 Mb/s at the edge Ethernet port. The edge platform runs
the Raspbian 9.11 (Stretch) operating system which is based
on Linux kernel 4.19. In all the experiments, the applications
are run with the default Linux time-sharing scheduling policy
namely SCHED_OTHER to keep consistency.

C. CLOUD INFRASTRUCTURE
An IoT Hub service and a virtual machine (VM) are deployed
to the Azure cloud to provide message ingestion and to run
service applications, respectively. IoT Hub has built-in MQTT
broker capability and is able to route messages between IoT
or edge devices and service applications. An S1-standard tier
of the IoT Hub service is used, which enables 400 K messages
per day and a theoretical throughput of 100 messages per
second while the message size can be up to 256 KB. The VM
features four Intel Xeon E5-2673 CPUs running at 2.40 GHz
and a 16 GB RAM. The services are deployed to the same
data center, i.e., the Azure North Europe data centre, which is
close to where the edge platform deployed.

D. EXPERIMENT IMPLEMENTATION
1) EXPERIMENT 1 - FULL STACK ROUND TRIP TIME TEST
In this experiment, the full stack RTT is tested under three
edge-cloud models (D-C, D-E-C and D-E). A client applica-
tion written in Python is deployed to the edge device, running
on the host operating system, as shown in Fig. 3. With D-C
model, the client application initializes a connection to IoT
Hub. It periodically sends messages with sequence numbers
to IoT Hub using the MQTT protocol with QoS set to 1. A
containerized service application running in the VM listens to
the incoming messages through IoT Hub. The messages are

TABLE 2 Parameter Configuration for Experiment 1

processed by the service application and a direct method is
triggered and sent back to the client via IoT Hub. The D-E-C
model setup is similar to the D-C model, except that the client
application is configured to connect to IoT Hub through the
Edge Hub module running as a container in IoT Edge. In D-E
model, a containerized application is deployed to IoT Edge
as a service module. Messages from the client application are
routed to the service module where a direct method towards
the client is triggered. In all three models, four timestamps,
i.e., TClientSend , TServerReceive, TServerSend , and TClientReceive,
are recorded, as marked in Fig. 3. The full stack RTT is
calculated as follows.

f ull stack RT T = TClientReceive − TClientSend − TServer

TServer = TServerSend − TServerReceive (1)

Four parameters, i.e., the message sending interval, mes-
sage payload, network bandwidth and number of concurrent
devices, are adjusted to evaluate their influences on the full
stack RTT metric with regard to aforementioned three edge-
cloud models. The detailed parameter configuration is shown
in Table II.

2) EXPERIMENT 2 - PROCESSING CAPABILITY TEST
In this experiment, three machine learning models extracted
from this study [50], which are used to detect anomalies
in an indoor environment so as to realize predictive main-
tenance with an active plant wall system, are utilized for
the benchmarking. Specifically, a regression model is imple-
mented using the Scikit-learn library, an autoencoder and a
long short-term memory-encoder decoder (LSTM-ED) neural
network model are implemented with Tensorflow. For model
implementation details refer to [50].

These models are deployed to three environments, the edge
host OS, a container on the edge, and the VM in the cloud.
Models execution time, CPU load and memory usage of both
training and prediction procedures are measured with the
Linux Sysstat toolbox.

Two experiments are conducted separately to evaluate the
communication and processing capabilities so as to guarantee
the evaluation results are not interfered by each other. The
separation also helps to identify the performance limitation for
each aspect. The benchmarked containerization environment
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is consistent in both experiments, as the container runtime
adopted by Azure IoT Edge is based on Moby Docker, which
is the upstream project of Docker.

VI. EXPERIMENTAL RESULTS
In this section, the results of the benchmarking are presented
and discussed.

A. RESULTS OF EXPERIMENT 1
1) MESSAGE SENDING INTERVAL
Fig. 4 shows the results of full stack RTT with regard to
different message sending intervals ranging from 1 ms to 5
seconds. Fig. 4(a)–4(c) are the full stack RTT distributions in
the D-C, D-E-C and D-E models. As a baseline, the full stack
RTT benchmarked with the native MQTT protocol (imple-
mented with Eclipse Paho) and with the raw socket are shown
in Fig. 4(d) and 4(e). Fig. 4(f)–4(j) show the full stack RTT
variations with regard to the incremental message sequence
number in the situations of Fig. 4(a)–4(e).

In Fig. 4(a)–4(c), it can be observed that the full stack
RTTs are deterministic when message sending intervals are
above 200 ms, i.e., the mean, median, and value ranges do not
vary a lot, which guarantees determinism or predictability to
applications.

The full stack RTTs tend to increase drastically as the send-
ing interval goes smaller. In the D-C model, more outliers
can be seen when the sending intervals are set to 50 and
100 ms while the majority RTT values are still bounded within
180 ms. When the sending interval goes down to 10 ms, the
RTT experiences a dramatic growth. This can be verified in
Fig. 4(f) that the full stack RTT slightly grows for each mes-
sage as time goes on. In the D-E-C and D-E models, the RTT
performances already go worse when the sending intervals are
smaller than 100 ms, which can also be verified in Fig. 4(a)
and 4(h) that the RTTs linearly increase when the sending in-
tervals are below 100 ms. Therefore, the drastic increase in the
three models are in accordance with the phenomenon of incre-
mental full stack RTTs shown in Fig. 4(f)–4(h), which results
from the buffering mechanism implemented by the Azure
edge-cloud infrastructure to guarantee that the messages are
delivered instead of being dropped. However, the increasing
phenomenon cannot continue forever since the buffer size is
limited. It also suggests that with current edge-cloud infras-
tructure, a message sending interval of 200 ms has reached
the performance limit to promise a deterministic performance
in all three edge-cloud models.

Comparing the deterministic performance zones of
Fig. 4(a)–4(c), the average RTT for D-C and D-E-C models
are around 114 ms and 136 ms, suggesting that sending traffic
through the edge hub results in additional 22 ms delay. For
the D-E model, the average RTT increases from 123 ms to
179 ms as the sending interval increases from 200 ms to
5 s. This phenomenon can result from the operating system
context switch, considering both the container and the host
OS are not enabled with real-time features. It also suggests in

our benchmarking platform, a containerized service applica-
tion deployed to the edge device cannot offer better latency
performance than deployed to the cloud. However, the edge
infrastructure brings stability to the network communication
by exploiting multiplexing traffics within a single communi-
cation channel. For instance, Fig. 4(g) and 4(h) show more
linearity and smoothness than Fig. 4(f).

Fig. 4(d) shows the results of benchmarking with the Paho
MQTT [51] implementation and the Mosquitto broker [52].
Both the broker and a service application are containerized
and deployed to the same edge platform. In the figure, a full
stack RTT of 5.7 ms is achieved when the sending interval is
set to 100 ms. The performance decreases when the interval
is shortened from 50 ms to 1 ms, but in the worst case the
RTT is still bounded below 80 ms, which can be clearly seen
from Fig. 4(i). The results suggest that a containerized MQTT
server is able to provide demanding latency performance with
message sending interval below 100 ms.

Benchmarking results in Fig. 4(e) and 4(j) show the full
stack RTT of raw socket implementation. It exhibits that a
containerized TCP/IP server deployed to the edge device is
able to provide superior latency performance, i.e., 543 us
average RTT is achieved with 1 ms sending interval. The fluc-
tuation in and variations between different curves observed in
Fig. 4(j) are believed to be attributed to the TCP congestion-
avoidance algorithm, but need further investigation with ded-
icated experiments in the future.

In summary of Fig. 4, with Azure IoT Edge and IoT Hub
(S1-standard tier) infrastructure, a message sending interval
above 200 ms can bring deterministic full stack RTT perfor-
mance, which is much under the promised performance (100
messages/second). Also, the latency performance cannot ben-
efit from the container-based IoT Edge infrastructure. It is the
additional considerations such as authentication, encryption,
routing mechanism and management components that must
be added to the industrial edge implementation, that greatly
worsen the latency performance.

2) MESSAGE PAYLOAD
The influences of the message payload to the full stack RTT in
the D-C, D-E-C, and D-E models are exhibited in Fig. 5(a)–
5(c). Specifically, a baseline implemented using Paho MQTT
is benchmarked and shown in Fig. 5(d). It can be observed
in the four graphs that messages with a payload size up to
10 kilobytes do not show clear difference in terms of latency
while the RTT starts to increase when the payload size is set
to 100 and 250 kilobytes, which indicates that the MQTT pro-
tocol can guarantee an optimal performance with the payload
size under 10 kilobytes.

Although the full stack RTT experiences a growth when the
message payload is above 100 kilobytes in the aforementioned
four conditions, the growth tendencies vary a lot. In the case of
payload size set to 250 kilobytes, the average RTTs increase
by 1.67, 4.26, 1.96 and 2.24 times, respectively. This is due
to that the cloud platform is equipped with more powerful
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FIGURE 4. Sub-figure (a)–(c): Full stack round trip time with regard to message sending interval in D-C/D-E-C/D-E models. Sub-figure (d)–(e): Full stack
round trip time with regard to message sending interval using the Paho MQTT/raw Socket implementations in D-E model. In the boxplots, the white circle
marks the average, the notch line marks the median, and the black dots are outliers. Sub-figure (f)–(j): Full stack round trip time changes with regard to
message index, corresponding to the benchmarkings of subfigure (a)–(e), respectively.

160 VOLUME 2, 2021



FIGURE 5. Sub-figure (a)–(c): Full stack round trip time with regard to message payload in D-C/D-E-C/D-E models. Sub-figure (d): Full stack round trip
time with regard to message payload using the Paho MQTT implementation in D-E model. In the boxplots, the white circle marks the average, the notch
line marks the median, and the black dots are outliers. Sub-figure (e)–(f): Full stack round trip time with regard to bandwidth. Sub-figure (g)–(i): Full stack
round trip time with regard to the number of concurrent nodes. Sub-figure (j): CPU utilization between the D-C, D-E-C, and D-E models in the concurrency
test.
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machines that can handle larger messages while the resource
constrained edge platform has reached the bottleneck. Be-
sides, the performance gap between the containerized Paho
MQTT server deployed to the edge and the Azure IoT
Hub/IoT Edge infrastructures is still obvious. Under heavy
message payload, the RTT of the Paho MQTT test case is
bounded under 20 ms while the worst cases of Azure IoT
Hub/IoT Edge infrastructures have been above 250, 700 and
400 ms, respectively.

3) NETWORK BANDWIDTH
Fig. 5(e) and 5(e) show the influence of network bandwidth on
the full stack RTT metric. The RTT gradually gets increased
as the bandwidth is narrowed but not in a proportional manner.
For instance, when the bandwidth is declined by 78 times from
10 Mbps to 128 Kbps, the RTT performance only downgrade
by 13% and 10% in the D-C and D-E-C models. An obvious
performance loss appears when the bandwidth is limited to
32 Kbps and goes extremely worse when the bandwidth is
constrained to 8 Kbps. In the 8 Kbps case, the average RTT
for D-C model is slowed down to 301 ms while the boxplot
for the D-E-C model cannot be seen in Fig. 5(f) due to the
large latency.

In general, considering the fact that nowadays Internet in-
frastructure can easily reach 100 Mbps or above, the network
bandwidth should not be a factor to impact the performance
of edge-cloud computing.

4) NUMBER OF CONCURRENT DEVICES
The impact of concurrently connected devices are measured
in Fig. 5(g)–5(i), corresponding to the D-C, D-E-C, and D-C
models. Apart from the client application, the number of other
concurrent nodes is increased from 1 to 20. In the case of the
D-C model, concurrent connections to the cloud do not result
in any performance degradation to the system and the full
stack RTT distributions are quite close. In the D-E-C model,
the average RTTs are relatively close when the number of
concurrent nodes is below 15, but show a clear jump when the
number of nodes increases to 20. Additionally, the up bounds
of the RTT tend to gradually increase from 225 to 280 ms,
showing a performance decrease. In the D-E model, the qual-
ity of service degrades quickly as the concurrent nodes are
added from 1 to 20, leading to a 35% loss of RTT performance
from 133 to 180 ms.

The downgrade of performance in the D-E-C and D-E
models is due to the limited computing resource in an edge
device. The CPU usage comparison is shown in Fig. 5(j),
which clearly shows that D-E-C and D-E models demand
much more compute resource than the D-C model. In the
D-E-C model, the load is mostly put on the edge hub module
that manages message routing while heavy computations take
place in the cloud. When it comes to the D-E model, both
message routing and computations take place in the edge,
which is more resource-consuming.

FIGURE 6. Sub-figure (a): Full stack round trip time with regard to
message sending interval when MQTT QoS is set to 0 and 2. Sub-figure (b):
Full stack round trip time with regard to payload when MQTT QoS is set to
0 and 2. These two experiments are conducted with the Paho MQTT library.

5) THE IMPACT OF MQTT QOS
Different MQTT QoS values can have different impacts on the
communication quality as well as latency. In experiment 1, the
MQTT QoS is set to 1 for all the four test scenarios, which is
hard coded to the Azure edge-cloud infrastructure. Based on
the Paho MQTT library, the full stack RTT performance with
regard to message sending interval and payload using QoS 0
and 2 are investigated and the results are shown in Fig. 6. It
can be observed that the conclusions we draw from QoS 1 still
hold for QoS 0 and 2 test cases. In Fig. 6(a), for both QoS 0
and 2 cases, as message sending interval decreases from 5 ms
to 1 ms, the RTT performance goes worse, i.e., the average
RTT is increased and the values become less deterministic.
In Fig. 6(b), a similar performance degradation is witnessed
when the payload is increased from 100 bytes to 250 kilobytes
for both QoS 0 and 2. The maximum payload size that can
guarantee the optimal performance is 10 kilobytes, the same
as in the case of QoS 1. Meanwhile, it can be noticed that QoS
0 can always deliver the optimal full stack RTT performance
among all QoS values when other parameter settings are con-
sistent, which benefits from the nature that QoS 0 does not
require acknowledgement for messages.

B. RESULTS OF EXPERIMENT 2
The results of experiment 2 are recorded in Table III,
which shows the processing capabilities of three platforms
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TABLE 3 A Processing Capability Comparison on the Edge Host Operating System, Container on Edge, and the Cloud Virtual Machine. a Regression
Machine Learning Model, an Auto-Encoder Neural Network Model, and a Long Short-Term Memory-Encoder Decoder Ensemble Model are Utilized to
Benchmark the Execution Time, CPU Load and Memory Utilization. the Peak and Average Percentage Values are Based on the Resource Utilization of a
Single Process, Which Can Be Above 100%, Depending on the Number of CPU Cores, E.g., 400% is the Maximum for a 4-Core CPU. the System Percentage
Values are Based on the Resource Utilization of the Whole System, I.e., Maximum 100%. Comparisons of the Cost and the Scalability are Also Provided.
(More * Means Better Scalability.)

concerning executing machine learning applications in the
edge-cloud architecture.

From execution time perspective, the performance of the
container-based edge environment is rather close to the host
OS in both training and prediction tasks. For the regression
and the auto-encoder models, the difference in execution time
can be neglected. As for the complicated LSTM-ED model,
running in the containerized environment takes 35 seconds
more in training, which is merely slowed down by 2.6%.
While the prediction time is doubled, it is still bounded to
a few hundred milliseconds that is acceptable to an edge
platform. The performance of the cloud VM shows great ad-
vantages. Compared to the container environment, the training
time is accelerated by 13, 9.5 and 13 times and the prediction
time 4.3205 and 98.6 times, for the regression, auto-encoder
and LSTM-ED models respectively.

In respect to the CPU and memory utilization, the peak and
average values reflect a single application’s consumption of
the hardware resource while the system percentage value is
the main focus. The system level utilization metric is also
more significant because running a containerized application
needs the support from container runtime. Comparing the
CPU load and the memory usage, the performance of run-
ning the auto-encoder and the LSTM-ED models in the edge
container and on the edge host OS is close. For the regres-
sion model, in the container, the training task is scheduled
to execute with the multithreading technique to speed it up,
leading to 70% system CPU load and 84% memory usage,
which are much higher than executing on the host OS (26%
system CPU load and 76% memory usage). The CPU load
in the cloud VM is generally higher than in the edge for
both training and prediction tasks of the three models while
the memory utilization is limited to 8.43% in the worst case,
benefiting from the equipped 16 GB memory. High CPU load
and large memory of the cloud VM also explain the superior
performance in terms of the execution time metric.

FIGURE 7. A comparison of resource utilization between the edge host OS
and the edge container with regard to executing the LSTM-ED model.

Fig. 7 gives a visual comparison between the edge host
OS and the edge container with regard to resource utilization
of executing the LSTM-ED model. The measured metrics
are sufficiently close. The result suggests that, compared to
running machine learning on the host OS, the container-based
virtualization does not introduce a considerable performance
downgrade but offers additional flexibility and scalability to
the deployment of applications, which is a complement to
the computing and intelligence features in the edge-cloud
computing paradigm. The cloud-based virtual machine can
be used for processing computation-demanding tasks such
as neural networks model training, with which the execution
time can be greatly accelerated while maintaining a minimum
cost.

C. HIGHLIGHTS OF EXPERIMENTAL RESULTS
IoT applications are categorized into the massive IoT, broad-
band IoT, critical IoT and industrial automation IoT [53]. The
industry poses distinct performance requirements on IoT ap-
plications. For instance, the latency requirement in industrial
automation is much demanding, e.g., < 2 ms cycle time for
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FIGURE 8. Performance gaps between the benchmarked edge-cloud
infrastructure, the minimal requirement for industrial automation, and the
performance of raw MQTT/Socket protocols are rather large. (Note
logarithmic scale is used.) Current edge-cloud infrastructure needs to
improve at least 3.3, 12 and 20 times in terms of concurrency, RTT and
message sending interval to fulfill industry automation needs.

motion control, 2-10 ms for factory automation, ∼ 50 ms for
process monitoring and 10-100 ms for video-operated remote
control [54] while latency is relatively tolerable in the massive
IoT category, e.g., 40-500 ms for traffic management, < 1 s for
audio and video transfer in smart grid [55], etc. The payload
in industrial communication can range from a few bytes for
process automation up to 250 bytes for machine control [54]
and 1.5 kilobytes for smart grid [56]. Considering the num-
ber of concurrent nodes, typically > 20 are deployed for
high-mobility nodes and 10000 are required for low-mobility
nodes [54].

The quantitative results of the two experiments provide a
direct view of the performance of containerized edge-cloud
computing stacks from a client perspective. Therefore, it’s
more meaningful to evaluate the results according to afore-
mentioned hard values from industrial requirements. The key
findings highlighted by the experiment results are reflected by
Fig. 8 and listed as follows.
� With current implementation of the containerization

based edge-cloud computing infrastructure provided by
the public cloud industry, an average full stack RTT
above 100 ms is observed, regardless of locating the
service to the cloud or the edge.

� The time sensitivity and determinism can only be guar-
anteed when message sending interval is limited to
200 ms in the benchmarking, which is far from the per-
formance promised by the cloud supplier, indicating that
the cloud industry has not been prepared to enter the
industrial automation sector but remain in the massive
IoT domain.

� Twenty concurrent nodes connecting to the edge already
shows non-negligible performance degradation to the
system, which cannot fulfill the industry automation re-
quirement in which up to 10000 nodes can be deployed.

� The system performance is insignificantly impacted by
the bandwidth variation whereas the quality of service
is guaranteed when the payload is below 10 kilobytes,

which is sufficient for many industry automation use
cases.

� The MQTT protocol and the TCP/IP stack are able to
satisfy the demanding latency needs for time-critical
tasks in IIoT, with 5.7 ms and less than 1 ms full stack
RTT achieved, respectively. Therefore, the latency per-
formance of current edge-cloud computing infrastruc-
ture imposes the bottleneck, which shall be largely op-
timized.

� To reach the minimal requirement of industry automa-
tion, the performance of current edge-cloud infrastruc-
ture shall be improved by at least 3.3, 12, and 20 times
in concurrency, RTT and message sending interval, re-
spectively.

� Container-based virtualization does not bring noticeable
performance loss in terms of communication, computing
and intelligence compared to the host OS, thus can play
an essential role in the edge-cloud computing paradigm
for industrial applications. It is able to execute machine
learning tasks at the edge. However, the execution effi-
ciency and resource utilization suggest the cloud shall
be prioritized for heavy task load.

From client perspective, the performance evaluation results
can be taken as a reference at the beginning of solution design
for industrial applications that consider using the state-of-the-
art edge-cloud computing infrastructures. With current per-
formance, an appropriate task partitioning between the edge
and the cloud is inevitable for industrial applications. Taking
the performance limitation into account, a static partitioning
strategy can be utilized, in which the tasks are broken down
into microservices and distributed to the edge and the cloud.
More complicated dynamic partitioning strategies that enable
online offloading of tasks between edge devices and the cloud
shall also be investigated.

VII. PARTITIONING FOR EDGE-CLOUD COMPUTING: A
CASE STUDY
In this section, a real application, i.e., the vertical plant wall
system (VPS) [57], is introduced as a case study to show-
case utilization of the container-based edge-cloud computing
paradigm with proper partitioning in industrial applications.

Fig. 9(a) shows a VPS that is installed in a workshop. A
VPS consists of vertically grown greenery and is used to pu-
rify indoor climate. As shown in Fig. 9(b), with IoT technolo-
gies, environmental sensors that measure temperature, humid-
ity, CO2, particulate matter (PM), multiple gas concentrations,
illumination intensity and the water level in the tank, are
installed to a VPS. Controllers used for manipulating the LED
lighting, ventilation and irrigation systems are also deployed.
In such a system, sensor readings shall be periodically sent
to the cloud while the controller can be invoked on-site and
from a remote site. In general, the sensor update and remote
operation of controllers are latency tolerable, except that when
a water leakage is detected, the water pump shall be shut down
immediately. In light of this, a static partitioning strategy is
leveraged in the solution design to break down the system
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FIGURE 9. Applying container-based edge-cloud computing paradigm to the vertical plantwall system. (a) A vertical plantwall system is installed in a
workshop. (b) The hardware setup of a vertical plantwall system equipped with sensors, actuators and a BCM2837 SoC-based edge platform. (c)The block
diagram of the edge-cloud computing architecture for the vertical plantwall system. A partitioning strategy is leveraged to break down the system tasks
into microservices that can be deployed to the edge host OS, edge containers and the cloud.

TABLE 4 Static Partitioning of a Vertical Plantwall System. the System Functions are Partitioned Into Microservices That are Distributed Across the
Edge-Cloud Computing Infrastructures According to Their Performance Requirements

functions into microservices that can be deployed through-
out the whole stack. The partitioning details are described
in Table IV while the block diagram of the used edge-cloud
architecture with service partitioning is shown in Fig. 9(c).

The edge platform is built on a BCM2837 SoC. Sensor
update and actuator control functions are latency tolerable but
shall have offline capability and hardware accessibility. There-
fore, an application natively running on the edge host OS is
developed with Azure IoT SDK and the MRAA library to
enable interfacing with hardware and communication with the
edge-cloud infrastructure. The control parameters are stored
in the digital twin to ensure offline capability, which can also
be updated from the cloud.

Taking advantage of the Azure IoT Edge infrastructure,
three functions are deployed as containers to the edge, i.e., a
water level alarm module and two anomaly detection modules
using the auto-encoder and LSTM-ED models that are used
in Experiment 2. The periodically updated sensor data will be
routed to all three modules by the Edge Hub module. With a

containerized water level alarm module in the edge, the water
tank is monitored and the pump can be stopped in real-time
(< 200 ms) in case of an intermittent offline. Containerization
also enables the anomaly detection models to realize online
learning as they can be flexibly upgraded to the latest models.

As for the cloud, IoT Hub is deployed to enable bidirec-
tional communication between the services and the device. A
serverless function application that can be triggered by IoT
Hub messages is used to save sensor data to an SQL database
that features scalable and massive storage capacity, whereas a
web application-based human-machine interface is developed
to visualize sensor data and manipulate control functions,
which shall accessible from anywhere. Besides, benefiting
from the performance advantage, a cloud VM is exploited
for training neuron network models, which are then pushed
to a container registry service and fetched by the IoT Edge so
as to realize online training. In this way, a VPS can be fully
digitized by partitioning the tasks throughout the edge-cloud
infrastructure.
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VIII. DISCUSSION
Catering to the edge-cloud computing paradigm, industrial ap-
plications are migrating from monolithic towards cloud native
applications, which highly relies on the containerization tech-
nology. The performance evaluation experiments conducted in
this study intend to provide a client perspective understanding
of the capability of containerization in edge-cloud computing
stacks on the state-of-the-art infrastructures.

Considering the nature that majority in the industrial soci-
ety are clients of edge-cloud computing stacks, the proposed
holistic evaluation methodology can offer a client perspective
view of the system performance. The results can be a refer-
ence to applications using a similar edge-cloud implementa-
tion while the methodology can be referenced by developers
to understand the holistic system performance and determine
whether a fine-grained probe on each stack layer shall be
conducted. In IIoT practice, for performance-relaxed applica-
tions, after aforementioned evaluation, appropriate task parti-
tioning strategies can be applied at the beginning of solution
design. For performance-demanding applications, more fine-
grained experiments shall be conducted to investigate bottle-
necks of performance. The evaluation methodology used in
this study can also be referenced to perform a joint bench-
marking of communication and computation for a specific
industrial application.

Limited by the platform used in this evaluation, i.e., the
Azure IoT Edge infrastructure, many other parameters that
can potentially impact the performance such as the QoS value
and the scheduling policy cannot be thoroughly studied. As
for the future, evaluation and development based on open
source implementation of edge-cloud computing stacks shall
be considered, as it offers more flexibility and transparency
than commercial implementations. Meanwhile, evaluation on
real-time operating systems, different physical platforms, and
with other quantitative metrics such as power consumption
can also be explored.

IX. CONCLUSION
In this study, we conducted a comprehensive performance
evaluation of the popular containerized edge-cloud archi-
tecture to investigate the performance gap between avail-
able edge-cloud stacks and industry requirement. Three
edge-cloud connectivity models are benchmarked using the
state-of-the-art edge-cloud computing infrastructures, i.e., the
Azure IoT Hub/IoT Edge platform. The holistic capabilities
in terms of communication, computing and intelligence are
measured with full stack round trip time and system resource
utilization. We find out that current implementation of the
edge-cloud infrastructure by the public cloud industry has
not been full-fledged for time-critical industrial applications.
The performance in respect to concurrency, RTT and message
sending interval must be improved by at least 3.3, 12, and
20 times, respectively to satisfy industry requirement. We
also confirm that the native MQTT and TCP/IP protocols
are able to offer demanding latency performance, showing a

large room for optimization in today’s edge-cloud computing
infrastructure. The results also show that container-based vir-
tualization does not introduce noticeable performance loss in
communication, computing and intelligence, which indicates
that containerization has a promising future in the edge-cloud
computing paradigm. We also call for partitioning to be lever-
aged for industrial applications and verified the feasibility
with a case study, i.e., the digitalization of a vertical plant-
wall system using the edge-cloud computing paradigm.The
results and evaluation methodology of the study give a client
perspective overview of the system performance, providing
a reference to both users in the industry and developers as
a start point before fine-grained probe of a given edge-cloud
computing stack.
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