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ABSTRACT Rubber tire gantry (RTG) plays a pivotal role in facilitating efficient container handling within
port operations. Conventional RTG, highly depending on human operations, is inefficient, labor-intensive,
and also poses safety issues in adverse environments. This article introduces a multitarget detection and track-
ing (MTDT) algorithm specifically tailored for automated port RTG operations. The approach seamlessly
integrates enhanced YOLOX for object detection and improved DeepSORT for object tracking to enhance
the MTDT performance in the complex port settings. In particular, Light-YOLOX, an upgraded version of
YOLOX incorporating separable convolution and attention mechanism, is introduced to improve real-time
capability and small target detection. Subsequently, OSNet-DeepSORT, an enhanced version of DeepSORT,
is proposed to mitigate ID switching challenges arising from unreliable data communication or occlusion in
real port scenarios. The effectiveness of the proposed method is validated in various real-life port operations.
Ablation studies and comparative experiments against typical MTDT algorithms demonstrate noteworthy
enhancements in key performance metrics, encompassing small target detection, tracking accuracy, ID
switching frequency, and real-time performance.

INDEX TERMS DeepSORT, multitarget tracking, rubber tire gantry (RTG), target detection, YOLOX.

I. INTRODUCTION
As global trade continues to advance, ports emerge as piv-
otal nodes within the global maritime container transportation
network, requiring improved efficiency and operational cost
optimization [1]. To improve the efficiency of conventional
ports and strengthen their competitiveness, the automation
transformation of rubber tire gantry (RTG) operations be-
comes imperative, thus elevating the overall automation level
in port operations. An automated and unmanned RTG trans-
formation solution can reduce port operating costs while en-
suring efficient operations and operational safety. Within port
environments, along with the RTGs, there exist internal and
external container transporters, on-site safety officers, and var-
ious small vehicles that navigate the port area. Consequently,
for the autonomous operation and automatic navigation of
RTG, real-time detection and tracking of the surrounding
targets become indispensable. This ensures that the tracking

outcomes are seamlessly integrated into the decision-making
processes of the RTG system. Consequently, multitarget de-
tection and tracking (MTDT) in port scenes is of great
significance. The related studies about target detection and
target tracking are reviewed as follows.

A. TARGET DETECTION
State-of-the-art (SOTA) target detection algorithms predomi-
nantly leverage deep learning networks, which can be broadly
categorized into two-stage algorithms and one-stage algo-
rithms based on their detection processes [2]. The two-stage
algorithms involve first generating candidate bounding boxes
from input images, and then, using convolutional neural net-
works (CNNs) to extract target features for subsequent target
detection tasks. Well-known representatives of this category
include R-CNN [3] and its enhanced versions such as Fast
R-CNN [4] and Faster R-CNN [5]. One-stage algorithms treat
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target detection as a regression problem, bypassing the step
of pregenerating candidate bounding boxes. These algorithms
rely solely on CNNs to detect targets in input images. Typical
one-stage algorithms include Yolo v2-v5 [6], [7], [8], [9],
FSSD [10], RSSD [11], using the anchor box mechanism to
improve model positioning accuracy, and anchor-free meth-
ods such as CornerNet [12], CenterNet [13], FCOS [14], and
YOLOX [15], allowing anchor-free methods to be integrated
into first-level algorithms for improved performance.

B. MULTIPLE TARGET TRACKING
SOTA deep-learning-based multitarget tracking algorithms
are primarily categorized into two classes: Detection-based
tracking (DBT) and joint detection tracking (JDT) [16], which
are elaborated as as follows.

1) DBT PARADIGM TRACKING
DBT paradigm tracking algorithms employ a separate tar-
get detection network before conducting multitarget tracking.
This approach currently dominates the landscape of mul-
titarget tracking with representatives including SORT [17],
DeepSORT [18], and ByteTrack [19]. SORT has a simple
structure with a low computational burden. However, in cases
of occlusion, its tracking results may exhibit instability, lead-
ing to more noticeable ID switches. DeepSORT improves the
SORT algorithm by adding a feature extraction network to
capture target’s appearance features. ByteTrack introduces a
low-confidence target association matching, further enhancing
tracking performance in occluded scenarios. However, this
algorithm is highly dependent on target detection results, since
it abandons the feature extraction network.

2) JDT PARADIGM TRACKING
JDT paradigm algorithms achieve target detection, feature
extraction, and data association operations within a single net-
work, allowing effective information sharing among different
stages. CenterTrack [20] is a multitarget tracking algorithm
utilizing an anchor-free approach. By transforming the mul-
titarget tracking problem into a tracking problem based on
the target’s center point, it eliminates the need for separately
extracting appearance features, thereby reducing model com-
plexity and enabling real-time operation. However, this design
results in a higher frequency of ID switches during long-term
tracking. FairMOT [21] combines target detection and feature
extraction via a deep layer aggregation network. It can im-
prove tracking performance, particularly in densely populated
target scenarios.

It should be also noted that many existing MTDT solu-
tions often rely on additional sensors such as lasers or RGBD
cameras. For example, the Mask R-CNN and LMB-based
target detection and tracking scheme [22] is based on infrared
images. The authors in [23], [24], and [25] rely on devices
like lidar for target detection. It is worth noting that these
lasers or specialized camera sensors may incur additional cost
and also tend to yield suboptimal data quality in the face of

FIGURE 1. Overall structure of the proposed method.

weather variations within the port environment, such as fog,
night conditions, or intense brightness.

This study focuses primarily on addressing the challenges
of MTDT for automated RTG operations within port environ-
ments. The main challenges include scale variations induced
by target motion and shape variations arising from target
occlusion. The overall structure of the study is displayed in
Fig. 1, which includes datasets construction, target detection
network, multitarget tracking network, and experimental val-
idation. To the best of our knowledge, this is the first study
that integrates enhanced YOLOX and improved DeepSORT
to address MTDT problems in port scenarios specifically for
automated RTG operations. The key contributions are outlined
as follows.

1) MTDT dataset specifically tailored for automated RTG
operations within port scenes is produced.1

2) Real-time MTDT algorithm is proposed by seamlessly
integrating enhanced YOLOX and improved Deep-
SORT, which allows for fast, high-precision target
detection and tracking within complex port environ-
ments.

3) Ablation studies and comparative experiments against
SOTA MTDT algorithms are performed, showing en-
hanced performance in critical metrics such as small
target detection, tracking accuracy, ID switching fre-
quency, and frames per second (FPS).

II. DATASETS CONSTRUCTION
Only public datasets are insufficient to train models that meet
the specific operational requirements of RTGs in port environ-
ments. Therefore, it is critical to create datasets specific to port
scene. These datasets will be used for training and validating
the target detection network, training the reidentification net-
work within the multitarget tracking network, and validating
and testing the multitarget tracking network. The constructed
datasets and their corresponding purposes are displayed in
Table 1.

A. DATASET COLLECTION
Most of the data were collected by two Hanwha XNF-
8010RVM industrial cameras, which were located at a height

1The datasets in this study will be shared openly upon article publication.
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TABLE 1. Datasets in This Study and Their Purposes

FIGURE 2. RTG platform and camera installation in this study. The red box
shows the location where the AXIS P1448-LE or Hanwha XNO-6080R
cameras are mounted, with lane lines in both directions. The yellow box
shows the Hanwha XNF-8010RVM camera mounting location.

TABLE 2. Number of Different Targets in the RTG-Det Dataset

of about 3 m on both sides of the RTG, and some of the data
were collected by AXIS P1448-LE and Hanwha XNO-6080R
industrial cameras mounted along the lane lines’ direction as
shown in Fig. 2.

The captured video resolutions are of 1920 × 1080 with 30
FPS. Due to the operational needs of a fully automated RTG,
each lane line camera is installed with the adjusted focus and
aperture, and camera calibration [26] is performed in the field.
A total of 23 video clips of varying durations ranging from a
few tens of seconds to more than 20 min were captured, 5
of which were captured at night, 2 of which were captured at
nightfall, and the remaining 18 of which were captured during
daytime with sufficient sunlight illumination. The datasets
were produced in such a way that data with no detection
targets in the video frames were discarded. The sample images
are illustrated in Fig. 3.

B. TARGET DETECTION DATASET
Based on the video clips captured in Section II-A, video
frames containing the targets of interest are saved by every ten
frames. The compiled training set comprises a total of 4574
sample images, covering four categories of targets including
security officer (person), small cars (car), internal terminal
tractors (ITK), and external terminal tractors (ETK). The pro-
portions of different targets under daytime or night before data
augmentation are shown in Table 2. The collected sample im-
ages were manually labeled using the LabelImg software tool
to produce a dataset of PASCAL VOC format [27]. The ratio

FIGURE 3. Sample images containing person, car, ITK, and ETK. (a) Person.
(b) Car. (c) ITK. (d) ETK.

of images in the training, validation and test sets without im-
age enhancement is about 8:1:1. The ratio of images of small
target images (less than 0.1 of the image) to normal target
images in the dataset is 1:1.2. To enhance model robustness,
data augmentation techniques are then applied, which include
horizontal flipping, image rotation, random Gaussian noise
addition, and random brightness adjustments. After data aug-
mentation, the dataset (named RTG-Det dataset) comprises
15 237 sample images.

C. MULTIPLE TARGET TRACKING DATASETS
Multiple target tracking-related datasets in this article in-
clude the RTG-ReID dataset for reidentification network and
the RTG-MTT dataset for the multitarget tracking algorithm.
These images are manually annotated following the format of
the Market-1501 pedestrian reidentification dataset [28]. The
RTG-ReID dataset created in this article comprises a total of
3 345 sample images. The training and test sets were divided
by a ratio of 1:1, i.e., 1769 images for each set. The RTG-MTT
dataset, with a total number of 5956 sample images, uses the
same format as the MOT17 dataset, and the annotations in-
clude marking regions of interest, assigning unique ID values
to each target, and specifying the category of each target.

III. TARGET DETECTION BY LIGHT-YOLOX
Different from the anchor-based detection and simplified la-
bel assignment strategy employed in earlier generations of
YOLO algorithms, Ge et al. [15] integrate new technologies to
achieve higher detection accuracy and faster detection speed.
Therefore, building upon the YOLOX framework, this study
introduces specific enhancements to better align with the
real-time and robust requirements of RTG target detection in
port scenes, which are detailed as follows including network
lightweight method and attention mechanism.
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FIGURE 4. Target detection network structure with added CBAM module.

A. NETWORK LIGHTWEIGHT METHOD
To fulfill the real-time operational requirements imposed
by computation resource-constrained devices in port envi-
ronments, the original network’s standard convolutions are
replaced with depthwise separable convolutions. This strate-
gic tradeoff introduces a marginal reduction in accuracy, but
concurrently reduces the model’s size and parameter count,
thereby augmenting the model’s inference speed.

Depthwise separable convolutions were initially proposed
in MobileNet [29]. This approach changes the convolution op-
eration of the convolution kernel, leading to a decrease in the
model parameters and computational workload. The param-
eter ratio between standard convolution and depth-separable
convolution is shown in (1), while the corresponding compu-
tation quantity ratio is expressed in (2). M denotes the number
of channels of the input tensor, Dk denotes the size of the
convolution kernel, N denotes the number of channels of the
output feature tensor, and Do denotes the size of the output
tensor.

Dk × Dk × M + M × N

Dk × Dk × M × N
= 1

N
+ 1

D2
k

(1)

Dk × Dk × M + M × N ) × Do × Do

Dk × Dk × M × N × Do × Do
= 1

N
+ 1

D2
k

. (2)

Typically utilizing a 3 × 3 convolution kernel for both stan-
dard and depthwise separable convolutions, and considering
a significant number of feature tensors N , the parameters
of depthwise separable convolution are approximately 1/9 of
those in standard convolution. This highlights the substantial
reduction in both parameter count and computational over-
head achieved by depth-separable convolutions compared to
standard convolutions.

B. ATTENTION MECHANISM
Moreover, to increase model’s detection ability for small tar-
gets and model performance under various light conditions, an

attention mechanism is added to the Neck part of the YOLOX
network to enhance network’s feature extraction ability.

Convolution block attention module (CBAM) [30] is a
lightweight and versatile attention module with structural di-
agram in the lower left corner of the Fig. 4. This module
consists of two independent submodules: the channel attention
module and the spatial attention module. They are connected
in series and can infer attention weights from both the channel
and spatial dimensions, respectively. First, the feature map
Fea is input into the channel attention module, which extracts
the channel dimension attention feature map Mc(Fea). This
attention feature map is then element-wise multiplied with
the input feature map Fea, resulting in a feature map Fea′
with channel attention weights. Second, Fea′ is input into the
spatial attention module, which extracts the spatial dimension
attention feature map Ms(Fea′). This attention feature map is
then element-wise multiplied with the feature map Fea′ with
channel attention weights, resulting in a feature map Fea′′
with both channel and spatial attention weights. Equations
(3) and (4) show the element-wise multiplication calculation.
This feature map has a stronger feature representation ability.
In the formula, ⊗ represents element-wise multiplication, Fea
is the input feature map, Mc(Fea) is the channel attention fea-
ture map output by the channel attention module, Fea′ is the
feature map with channel attention weights, Ms(Fea′) is the
spatial attention map output by the spatial attention module,
and Fea′′ is the feature map with both channel and spatial
attention weights output by CBAM.

Fea′ = Mc(Fea) ⊗ Fea (3)

Fea′′ = Ms(Fea′) ⊗ Fea′. (4)

In summary, the CBAM module is added to the three con-
nections between the backbone part and the neck part of
YOLOX to improve the feature extraction capability of the
network for large, medium, and small targets, and the im-
proved network structure diagram is shown in Fig. 4.
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FIGURE 5. Overall structure of the OSNet residual block.

IV. MULTITARGET TRACKING BY OSNET-DEEPSORT
The DeepSORT algorithm, a detection-based multitarget
tracking approach, utilizes the outputs of a single-object de-
tection network as input for multitarget tracking. This article
introduces improvements to the DeepSORT algorithm to ef-
fectively address the challenges associated with target ID
switches during tracking, thereby augmenting the model’s
overall tracking performance.

A. REIDENTIFICATION NETWORK IMPROVEMENTS
In multitarget tracking algorithms, the main purpose of incor-
porating reidentification technology is to extract features from
the targets and measure the distance between these features
to determine if targets in different frames belong to the same
entity. Although the DeepSORT algorithm adds a deep feature
extraction network based on the SORT algorithm, there are
still a number of limitations. For example, the number of
layers of the feature extraction network is small, and therefore,
its feature extraction ability is limited; in addition, it does not
make full use of the feature information between different
channels.

In this study, OSNet [31], a lightweight reidentification
network capable of learning full-scale features, is adopted. It
is composed of multiple residual blocks, where each block
incorporates convolutional feature streams with varying re-
ceptive field sizes to capture spatial features at different scales.
The structure of the residual block is depicted in Fig. 5. In this
illustration, “R” signifies the size of the receptive field and
“AG” represents the universal aggregation gate. The AG dy-
namically merges spatial features from different scales based
on weight information. Initially, full-scale residual blocks are
used to extract image features in various receptive fields. Sub-
sequently, features from distinct scales are individually input
into the AG universal aggregation gate, which assigns vary-
ing weights to features of different scales and amalgamates
them to generate full-scale feature maps. Finally, the obtained
full-scale feature maps undergo measurement to derive the
ultimate reidentification results.

B. MATCHING METHOD
The original DeepSORT encounters limitations in cascade
matching due to inherent challenges in the tracking process,

FIGURE 6. Two representations of the three rectangular boxes of GIoU.

including illumination variations, alterations in viewpoints,
and occlusions. These factors can induce substantial alter-
ations in the appearance of the same between frames, causing
similarity scores between the appearance features of consecu-
tive frames to drop below a predetermined threshold, thereby
leading to the failure of cascade matching. Consequently, the
successful matching of detection boxes and tracked trajec-
tories through IoU after cascade matching failure becomes
critical. In the context of automated RTG operations, video
transmission can experience degradation due to network fluc-
tuations, resulting in a reduction in the number of video
frames transmitted. This situation can lead to short-distance
movement of the same target between frames received by the
perceptual model. As a result, slight movement of detection
boxes, despite their close proximity, can cause the detection
box from the subsequent frame to lack overlap with the tra-
jectory prediction box established from the preceding frame.
This absence of overlap results in an IoU value of 0, rendering
the IoU matching of the DeepSORT algorithm incapable of
achieving successful matching. Consequently, this contributes
to the issue of identity switching.

To mitigate these issues, this article introduces the
GIoU [32] into the DeepSORT algorithm, replacing the
original IoU matching. This modification helps alleviate ID
switching problems caused by occlusions and dropped video
frames, thereby enhancing the tracking performance. The
GIoU calculation process is expressed in (5), where A and B
represent two rectangular boxes, IoU(A, B) denotes the IoU
value between the two boxes, C represents the area of the
minimum bounding box that contains both rectangular boxes,
and A ∪ B represents the union of the two rectangular boxes.
The relationship between A, B, and C is as shown in the
Fig. 6.

GIoU(A, B) = IoU(A, B) − |C − (A ∪ B)|
|C| . (5)

GIoU is designed to consider not only the overlap between
two rectangular boxes but also the nonoverlapping parts, al-
lowing for a better measurement of the spatial relationship
between the boxes. As a result, in situations where occlusion
occurs between targets or video frames are dropped, setting
an appropriate GIoU threshold can resolve the issue of failed
IoU association matching due to nonintersecting rectangles.

V. EXPERIMENT VALIDATION
In this section, we perform a comprehensive evaluation of
the proposed algorithm under different settings and compare
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TABLE 3. Computation Environment for the Algorithms

TABLE 4. Results of Ablation Study on Light-YOLOX for Target Detection

against several SOTA MTDT algorithms. The improved ver-
sions of YOLOX and DeepSORT are referred to as Light-
YOLOX and OSNet-DeepSORT, respectively. The informa-
tion about the experimental environment is shown in Table 3.

Regarding the evaluation of algorithm performance, four
metrics are adopted for the improved Light-YOLOX detection
algorithm, which include precision, recall, mean average pre-
cision (mAP), and FPS. For the improved OSNet-DeepSORT
multitarget tracking algorithm, the selected evaluation metrics
include multitarget tracking accuracy (MTTA), multitarget
tracking precision (MTTP), and number of target ID switching
(IDS) and FPS.

A. DETECTION PART
For the training of the target detection model, input image
size is 640 × 480, the number of iterations is 500, and the
batch size is 16. For algorithm optimization, the stochastic
gradient descent method is adopted with an initial learning
rate of 0.001, momentum of 0.94, and weight decay of 0.0005.
To verify the effectiveness of the improved target detection
algorithm, both ablation experiments (i.e., against the base-
line YOLOX) and comparison experiments (i.e., against other
popular detection networks) are conducted.

1) ABLATION STUDY
To verify the effect of different model modifications, this part
uses the RTG-Det dataset to perform an ablation study on
the improved Light-YOLOX model. Group (a) is the original
YOLOX algorithm as the benchmark model; Group (b) is
based on YOLOX (a), but replaces the standard convolution
by a depth-separable convolution; and Group (c) builds on
Group (b) and introduces the CBAM module. The results
of ablation study are shown in Table 4, with the following
observations.

1) By replacing the standard convolution with depth-
separable convolution, the model accuracy, recall, and
mAP are slightly reduced, but the detection speed FPS
is significantly improved from 43 to 56.

2) Adding the CBAM module can significantly improve
the model detection performance with an improvement
of 3.65%, 3.24%, and 3.87% in accuracy, recall, and

FIGURE 7. YOLOX versus Light-YOLOX for small target detection. (a) YOLOX
test results. (b) Light-YOLOX test results.

TABLE 5. Light-YOLOX Against SOTA Target Detection Algorithms

mAP, respectively. Although the addition of the CBAM
module also brings additional model parameters and
computation load, as a result, the FPS drops slightly.

3) Overall speaking, Light-YOLOX outperforms baseline
YOLOX in terms of accuracy (3.56%), recall (3.61%),
mAP (3.92%), and FPS (9) and fulfills the requirement
of RTG real-time target detection in ports.

The results of the sample target detection under the default
YOLOX and the improved Light-YOLOX are shown in Fig. 7.
It can be seen that the original YOLOX does not detect the
presence of the car, but the improved Light-YOLOX succeeds
because of its improved detection performance for small tar-
gets with enhanced feature extraction capability.

2) COMPARATIVE STUDY
The improved Light-YOLOX is also compared against some
commonly used target detection models including Faster R-
CNN, CenterNet, Yolo V3, Yolo V5, and YOLOX. The
comparative results are shown in Table 5 with the following
observations.

1) The two-stage detection algorithm Faster R-CNN out-
performs Yolo V3, Yolo V5, YOLOX, and CenterNet in
terms of accuracy, recall, and mAP but with the price of
significantly high computation load (e.g., FPS of 16).

2) The improved Light-YOLOX proposed in this study
significantly outperforms the Faster R-CNN not only in
FPS, but also in accuracy (by 2.28%), recall (by 2.95%),
and mAP (by 3.38%).

The sample target detection results of the proposed Light-
YOLOX are shown in Fig. 8, which includes different port
scenarios such as strong light, low light, occluded targets, and
small targets. It follows from Fig. 8(a) and (b) that Light-
YOLOX can accurately identify the target under varying light
conditions. It follows from Fig. 8(c) that the improved Light-
YOLOX also works well in the presence of mutual occlusion
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TABLE 6. Comparative Results of Different Model Combinations for Multitarget Tracking

FIGURE 8. Target detection results of the proposed Light-YOLOX under
different port scenes. (a) Strong light. (b) Low light. (c) Occluded objects.
(d) Small targets.

between the targets. It follows from Fig. 8(d) that the Light-
YOLOX can also correctly identify small targets far from the
RTG.

B. TRACKING PART
1) ABLATION STUDY
This part presents the results for target tracking model evalu-
ation on the self-made RTG-MTT dataset. In particular, three
sets of experiments are conducted for performance compari-
son. Group 1 uses the original YOLOX as the detector, com-
bined with the original DeepSORT for multitarget tracking.
Group 2 uses the original YOLOX as the detector, combined
with the improved OSNet-DeepSORT for multitarget track-
ing to verify the improved effect of the OSNet-DeepSORT
algorithm. Group 3 uses the Light-YOLOX algorithm as the
detector, combined with OSNet-DeepSORT for multitarget
tracking, which is to verify the effectiveness of the proposed
algorithm combination. The comparative results are summa-
rized in Table 6 with the following observations.

1) MTTA and MTTP of Group 2 increase by 2.95%
and 2.74% compared to Group 1, and the number of
ID switches drops 47 times. This is because OSNet-
DeepSORT algorithm’s OSNet for feature extraction
and GIoU for data association matching can improve
model tracking accuracy and reduce the number of ID
switches. However, the FPS of Group 2 decreases by 4,
since the OSNet is more complex than the wide residual
network structure in the original DeepSORT.

2) MTTA and MTTP of Group 3 increase by 3.61% and
3.95% compared to Group 2, the number of ID switch-
ing also drops 24 times, and FPS increases by 9. This
shows that the tracking accuracy DBT paradigm based
multitarget tracking depends to a certain extent on de-
tector performance, and the proposed Light-YOLOX
algorithm further improves the tracking accuracy of the
OSNet-DeepSORT algorithm.

3) MTTA and MTTP of Group 3 are increased by 6.56%
and 6.69% than Group 1, the number of ID switching
drops 71 times, and the FPS increases by 5. This shows
that compared with the original YOLOX-DeepSORT
algorithm combination, the proposed combination of
Light-YOLOX and OSNet-DeepSORT significantly im-
proves tracking accuracy, ID switching times, and FPS,
verifying the rationality of the proposed method.

2) COMPARATIVE STUDY
The combination of Light-YOLOX and OSNet-DeepSORT
is also compared against the combinations of Light-YOLOX
with other tracking algorithms such as SORT, ByteTrack, and
FairMOT on the self-made RTG-MTT dataset. Comparative
tracking results are shown in Table 7 with the following ob-
servations.

1) The proposed algorithm combination (Light-YOLOX
+ OSNet-DeepSORT) significantly outperforms other
three algorithms in terms of MTTA, MTTP, and IDS.

2) While in terms of FPS, Light-YOLOX + SORT is the
best, reaching 56 with its simple algorithm structure but
with the worst tracking performance.

3) The proposed algorithm reaches 37 FPS, second only to
the Light-YOLOX + SORT algorithm, but is sufficient
for real-world applications.

3) SCENARIO TEST RESULTS
This part presents the test results of the proposed multitarget
tracking algorithm under different port scenarios. The first
scenario involves an RTG traversing an intersection, with a
stationary car nearby and a security officer on patrol. In this
setting, there is relative motion between the RTG and the
tracked target. Tracking results on cars and pedestrians are
shown in Fig. 9. Throughout the process, the tracking algo-
rithm can track the target correctly, while keeping the same
assigned ID.

The second scenario involves an RTG passing through
an intersection, and there are two external container trucks
driving at the adjacent intersection. The tracking results on
a container truck are shown in Fig. 10, with the following
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TABLE 7. Comparative Experimental Results of Different Multitarget Tracking Model Combinations

FIGURE 9. Sample tracking results of the proposed algorithm for cars and people. (a) Frame 152. (b) Frame 184. (c) Frame 217. (d) Frame 256.

FIGURE 10. Sample tracking results of the proposed algorithm for ETK tracking. (a) Frame 51. (b) Frame 73. (c) Frame 96. (d) Frame 125.

observations. In Fig. 10(a), two external trucks are success-
fully identified, and in Fig. 10(c), the external truck No. 4
completely blocks the external truck No. 5 but in Fig. 10(d),
the No. 4 external truck no longer blocks the No. 5 external
truck, the model resumes tracking the external truck No. 5.

Through the aaforementioned comprehensive analysis, the
proposed multitarget tracking algorithm integrating the Light-
YOLOX and OSNet-DeepSORT algorithm can correctly
identify and track the targets of interest around the RTG.
Furthermore, it also exhibits the capability to successfully rei-
dentify the target even when occluded, ensuring the continuity
of target tracking. However, while our algorithm demonstrates
considerable promises in enhancing the efficiency and relia-
bility of a fully automated RTG system in port environments,
we acknowledge that its application is also subject to certain
limitations. Specifically, our algorithm is tailored for standard
operating conditions typically encountered in ports, which
include environments with adequate lighting at night and
weather conditions that allow the port to operate properly.
As a result, under extreme weather conditions such as ty-
phoons, severe rainstorms, heavy snowfall, or dense fog, port
operations may deviate significantly from normal conditions,
leading to a suspension of RTG activities.

VI. CONCLUSION
This article introduces a DBT approach by integrating en-
hanced YOLOX and improved DeepSORT for automated

RTG MTDT. An enhanced Light-YOLOX method is proposed
for target detection, incorporating separable convolution and
an attention mechanism to enhance the baseline YOLOX
model’s real-time capabilities while improving the detection
performance for small targets. Regarding multitarget tracking,
an OSNet-DeepSORT is presented to address ID switch-
ing issues arising from phenomena such as unstable data
communication or occlusion in real-liFe port scenes. Com-
prehensive experiments are conducted, including an ablation
study and comparison with SOTA detection and tracking al-
gorithms, in various port scenarios (e.g., cars, pedestrians,
and external container chassis) to validate the effectiveness
of the proposed algorithm. The comparative results show im-
proved performance in both detection metrics and tracking
metrics.
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