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ABSTRACT Interconnected industrial control system (ICS) networks based on routable protocols are
susceptible to remote attacks similar to classical information technology (IT) networks. However, addressing
ICS security in an isolated view is dangerous since ICSs have to ensure safety measures for people, processes,
and the environment. The safety and security of ICSs are often addressed separately, without considering their
important interrelation. Safety measures can violate security policies (e.g., an emergency stop function acces-
sible by anyone); likewise, a security incident can violate safety policies (e.g., by increasing reaction time).
In this article, we propose a network-based intrusion detection system with the interrelation between safety
and security in mind. It detects security incidents while evaluating possible safety-related consequences of
both the detected attack and possible countermeasures. We evaluate our approach with a Proof of Concept
(PoC). The alerts generated by the PoC prototype serve as the basis for a risk management strategy proposed
in this article. Our approach provides a basis for safety-aware intrusion detection in smart factories and other
cyber-physical systems.

INDEX TERMS Industrial control systems (ICSs), incident response, information technology (IT) / opera-
tional technology (OT) convergence, OT security, risk management, safety.

I. INTRODUCTION
The fourth industrial revolution, as well as the increased use
of interconnected commodity hardware and remote services
in the production system environment, introduced the need
for secure communication and monitoring of communication
networks. As opposed to conventional computers, industrial
components provide a connection to the physical world. They
need to be protected against attacks or misconfigurations that
risk the injury of operators, damage the equipment, or en-
danger the operation. Attacks such as TRITON, LockerGoga,
WannaCry, and other ransomware are increasing in prevalence
and relevance, and so are targeted cyberattacks, e.g., the at-
tacks on the Ukrainian power grid in 2015 and 2016 [1], [2].

An intrusion detection system (IDS) is an important alert
tool for operators and administrators. It serves as an active

security monitor in addition to conventional measures, such
as firewalls or antivirus applications. Several IDS concepts for
information technology (IT) and also for operational technol-
ogy (OT) networks exist. A small yet increasing number use
machine-learning-based concepts at the time of writing (cf.
Section II).

In this article, we present a concept for an IDS that also
assesses safety risks in combination with the detection of se-
curity incidents, prioritizes attacks, and suggests appropriate
countermeasures according to the security and safety situa-
tion. Some existing approaches (e.g., [3]) have a safety focus
but operate on an operational level only. However, to the best
of our knowledge, none of the currently existing IDS concepts
considers security incidents with their possible safety-related
consequences on a risk management level.
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The IDS serves as an indicator of risks that originate from
the security realm and impact the system’s safety. A failure
or even a countermeasure targeting a safety weakness can
be a threat to the industrial control system (ICS)’s security
and vice versa. This relation is formalized as follows (ordered
most to least favorable w.r.t. functionality and advantages of
the relation) in [4].

1) Mutual Reinforcement: An implemented security mea-
sure enhances safety or vice versa. Mutual reinforce-
ment is the most favorable relation as it enables resource
optimization and, thus, cost reduction. For instance, in-
cidents detected by an IDS can be used to derive the
possible safety impact on the ICS, or a safety anomaly
(e.g., failure of relevant hosts) is also detected by the
IDS as an anomaly.

2) Independent: Safety and security measures are indepen-
dent of each other. It is the next best option after mutual
reinforcement because it does not enhance or restrict
the overall relation. For instance, under normal working
conditions, no dependence between safety and security
exists.

3) Conditional Dependency: If an incident occurs, a safety
measure introduces some condition on a security mea-
sure or vice versa. This relation is a less favorable
relation as one measure puts a restriction on the other.
For instance, in an incident (fire), a safety measure (open
doors, which are normally closed, to evacuate) is imple-
mented. It weakens security measures (provide physical
access to an attacker) and may lead to a malicious
attack, thus increasing the risk.

4) Antagonism: When safety and security are considered
together, some requirements result in conflicting goals.
This relation is the least favorable as safety require-
ments can contradict security requirements and vice
versa. For instance, consider the response time. As a
safety measure, the response time should be immedi-
ate. In contrast, security measures may demand first to
authorize with username and password and then imple-
ment safety measures, thus increasing the response time.

The contribution of this work is an approach to iden-
tify security incidents in ICS networks, estimate possible
safety and security-related consequences of these incidents,
and suggest countermeasures by considering the interdepen-
dencies between safety and security in a reactive manner.
Security incidents are detected by analyzing network traf-
fic in the ICS environment, and safety risks emerging from
these incidents are evaluated. Risk assessment based on the
incident analysis provided by the underlying IDS is un-
dertaken to determine risks and suggest possible treatment
measures.

The objective of the underlying IDS is, therefore, split into
the following three:

1) Detect and identify security incidents;
2) assess and quantify resulting risks;
3) list available countermeasures and suggest them accord-

ing to an assessed priority.

The rest of the article is organized as follows. Section I
provides an introduction to the problem and lists our contri-
butions. Section II describes the current state of the art. The
concept is described in Section III. Our use case is described
in Section IV, and our methodology is described in more detail
in Section V. Section VI lists and discusses the results. Finally,
Section VII concludes this article.

II. STATE OF THE ART
A. INTRUSION DETECTION SYSTEMS
Network security systems are becoming smarter, cheaper, and
more prevalent. For example, major network device vendors,
including Cisco, Huawei, and Juniper, offer commercial IDS
solutions. Although most vendors still specialize in classical
IT-based IDSs and intrusion prevention system (IPS), there
exist a few IDS and IPS already focusing either on OT or being
at least (claimed) eligible for OT use.

Many open-source IDS solutions have been built for either
IT or OT environments. Some commercial products already
support detection in OT traffic (e.g., Darktrace, Otorio Ram2,
Nozomi, Claroty). Based on information from their website,
Darktrace appears to be using machine learning algorithms.

In [5], three types of IDS are distinguished: 1) signature-
based IDS; 2) anomaly-based IDS; and 3) specification-based
IDS.

The most popular type of intrusion detection is the
signature-based approach. Here, network traffic is examined
for predefined patterns evident for attacks: For example, traffic
with known malicious patterns or suspicious packet content
can trigger alerts. Such patterns are added to the systems
in the form of rules, similar to firewall rules. The rule sets
are regularly updated from a known, trusted source, sim-
ilar to malware signatures in antivirus software. Systems
such as Snort, Zeek, and Suricata fall into the signature-
based category [6], [7], [8]. While signature-based detection
systems offer a good detection performance and are com-
parably lightweight in terms of their computational load,
their main weakness is that they can only detect attacks that
have previously been identified and converted into specific
machine-readable patterns [9], [10].

As opposed to signature-based approaches, anomaly-based
approaches define a model for normal traffic and detect de-
viations as potential suspicious traffic. Depending on the
particular approach, suspicious network traffic patterns can
be further classified according to the type of anomaly. These
approaches can be implemented in various ways. Two possible
ways are using descriptive statistics or machine learning. In
both cases, it is necessary to define thresholds for defining a
maximum deviation that is to be tolerated for normal traffic.
In the case of descriptive statistics, an IDS can use simple
statistics such as packet counts, packet rates, average packet
size, average destinations per source, maximum flow duration
in milliseconds, the standard deviation of the interpacket time,
etc., as the basis for the detection. If one or more of these
values exceed the threshold, then an alert could be raised. One
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remarkable result in this regard was achieved by Mantere et
al. in 2012 [11]: The authors observed that inspecting only the
average packet size was sufficient to detect anomalies reliably
in their use case.

More complex anomaly detection systems often rely on
more sophisticated statistical techniques such as hidden
Markov models [12] or machine-learning-based techniques,
such as neural networks, support vector machines (SVMs),
etc.

Conceptually, machine learning aims at finding a relation
between the input vector and label where human beings can
only assume the existence of such a relation. In this case,
chosen network traffic characteristics that are called features,
such as the packet sizes, sending patterns, or flags, trigger
the classification of observed network traffic into “normal”
and “suspicious” traffic or even categorizing it as the most
probable type of attack. There are three classes of machine
learning methods for detecting attacks: 1) Supervised; 2)
semisupervised; and 3) unsupervised. Supervised methods
learn relations based on labeled data, i.e., data that have
all features and the corresponding label, such as binary la-
bels “Benign”/“Malicious,” or labels that identify an attack
“DDoS”/“Portscan”/“Botnet,” etc.

Therefore, signature-based and supervised machine-lear-
ning-based approaches are similar in that they require pre-
defined knowledge, although they are completely different
approaches. The difference between signature-based and su-
pervised machine-learning-based approaches from the user’s
perspective is that training based on network traffic, although
being labeled, is sufficient. No additional rules, configura-
tions, etc., are necessary.

In contrast, unsupervised methods do not need labels and
just find patterns that, depending on the specific algorithm,
allow us to distinguish between two or more different result
classes. Semisupervised approaches are “hybrid” approaches
where classifiers are first fitted with a small amount of labeled
data and then improved using unlabeled data. Unsupervised
approaches usually have a lower classification performance
than supervised methods but do not need labeled data as input
and provide the ability to detect unknown attacks that do not
show a similar feature pattern to any known attack.

Many experiments exist that use machine learning, and
machine-learning-based anomaly and intrusion detection in
OT networks seems to become a highly promising concept.
Examples include the recent works of Mühlburger et al.,
which can detect network attacks based on traffic metadata,
meaning that they can identify attacks in encrypted traffic as
well. They tested the approach using the 21 features from
the APG dataset, an IEC 60870-5-104 dataset, which was
created based on traffic captured from a power grid substation
network [13]. Their approach is an autoencoder with long
short-term memory (LSTM) memory cells. Colelli et al. pro-
vide a recent publication using a Scikit-learn-based random
forest applied for an IDS in a self-provided test environment.
The authors pointed out the strengths of random forests: Little
dependence between associated models and the training set is

needed, as there will be a reduction in variance and in the
classification error due to the use of an ensemble of many
weak classifiers at once [14].

Specification-based intrusion detection continuously
checks the state of a system by observing incoming commands
and compares it against a specification-based system, such
as a state machine or even a virtual replication of the system
(digital twin). If unauthorized states are reached on this
specification-based system, the commands are not forwarded
to the real actuator; instead, an alert is thrown. One example
of such a system is the approach of Carcano et al. [3].

The concept of specification-based intrusion detection typ-
ically focuses on safety-relevant limits. It has the benefit that
safety breaches from complex and sophisticated security at-
tacks can be detected, too, before any damage occurs, since it
is not necessary to interpret the attack, but only its effect. Fur-
thermore, even attacks based on hijacked authorized accounts
as well as plain handling errors, leading to an unwanted state,
can be mitigated.

The challenges of specification-based IDS are that the com-
pleteness and correctness of the specification are of vital
importance and that all commands supported by the real sys-
tem must also be supported by the virtual system. In addition,
the virtual system must be permanently kept up to date.

For our work, we decided to use an anomaly-based ap-
proach, using machine-learning-based traffic classification,
due to the following reasons.

1) OT traffic patterns are typically more regular [15], [16]
and changes in network infrastructure occur less fre-
quently. Therefore, it is easier to define models for
normal traffic behavior.

2) As opposed to signature-based schemes, also unknown
anomalies can be detected just by identifying divergent
traffic patterns. This is especially valid for approaches
such as autoencoders, which are trained using only op-
erational traffic and are able to detect deviating network
traffic patterns. In this case, the IDS is able to raise
alerts also for anomalies that have not been caused by
cyberattacks but by a failure of devices or connections,
additional hosts, unusual behavior of hosts, etc.

3) They do not require the creation and permanent mainte-
nance of a flawless specification or a virtual copy of the
system.

4) If a supervised classification is applied, then automated
identification of (pretrained, i.e., known) anomalies is
possible without network-specific configuration, rule
updates, etc.

The approach we selected is a random forest. This is a
supervised machine learning approach based on anomaly de-
tection that needs labeled data for training. For successful
training, the training data need to include malicious traffic
similar to the expected attacks. This approach enables us to
identify anomalies and attacks similar to the expected ones,
which is helpful when identifying resulting risks. To explain
our concept, we use a pure supervised method in our proof
of concept. However, in practice, we recommend combining

VOLUME 4, 2023 289



BRENNER ET AL.: BETTER SAFE THAN SORRY: RISK MANAGEMENT BASED ON A SAFETY-AUGMENTED NETWORK IDS

supervised and unsupervised algorithms to cope with similar
as well as completely new attack patterns.

B. MACHINE-LEARNING-BASED INTRUSION DETECTION IN
OT NETWORKS
Supervised approaches have been used for OT intrusion de-
tection, e.g., by Anton et al. [17], who used SVMs and tested
them in their experiments on two OT datasets: one with at-
tacks and one with anomalies. The datasets are based on
Modbus/TCP captures. Other supervised approaches for OT
settings include neural networks [18], [19], [20], [21], [22],
[23], [24], LSTM [20], [25], [26], [27], decision trees [21],
[28], random forests [29], [30], and KNN [21], [28].

Unsupervised approaches for networks have been used,
e.g., by Schuster et al. [15], who determined the potentials
of One-Class SVMs (OCSVMs) for the detection of anoma-
lies in OT traffic. Their experiments are based on real OT
network traffic data, and they conclude that OCSVMs are
a viable approach for OT anomaly detection. OCSVMs are
also used by other authors [31], [32], [33], [34]. Other unsu-
pervised approaches applied in OT IDS concepts have been
self-organizing maps [35], autoencoders [26], [36], [37], [38],
[39], [40], and clustering [41].

In general, the literature suggests that random-forest-based
anomaly detectors produce good or even very good results
in supervised settings [14], [17], [28], [42]. Therefore, we
decided to use them in our work. Nevertheless, our concept is
modular and works equally well with an unsupervised or hy-
brid approach (i.e., supervised and unsupervised classification
combined)—especially if known attacks are still identifiable.

The novelty of our concept is the consideration of the
safety-security interplay on the IDS level (cf. Section I) re-
actively and on the management level.

This work presents an anomaly-based IDS using a su-
pervised machine-learning-based approach for detecting in-
cidents. In our approach, multiclass detection is possible to
predict the particular attack type, such as portscan, Denial of
Service (DoS), botnet traffic, and benign.

C. SAFETY-AWARE INTRUSION DETECTION
Mitchell et al. [43] developed a method for intrusion detec-
tion that combines rules and system behavior in smart grid
networks, outperforming anomaly-based approaches created
for the same purpose. The authors also provide a formal spec-
ification of possible unsafe states. Their concept differs from
ours with regard to risk management; however, as they do not
assign values to assets or safety-relevant consequences and do
not suggest/prioritize countermeasures.

Wasicek et al. developed a context-aware approach to in-
trusion detection called CAID. Their system evaluates data
on the sensor level of a car via onboard diagnosis 2 link,
observing possible impacts on passenger safety. It uses a ref-
erence model created based on sensor data and evaluates the
plausibility of commands for the controller’s operation using
an unsupervised neural network [44].

Johnson [45] evaluated the impact of intrusion detection
systems themselves on OT safety in 2015, concluding with
possible dangers of allowlist and denylist approaches and
countermeasures to these.

D. RISK MANAGEMENT
A general risk management concept is a part of many fields,
such as finance, safety engineering, health monitoring, enter-
prise, transportation, security, and supply chain management.
For ICSs, there are various standards, frameworks, and best
practices available for the safety or security needs of the
industry. For instance, IEC 62443 and NIST SP 800-82 specif-
ically target security aspects of an ICS. At the same time, IEC
61508 and ISO 12100 address only safety. IEC TR 63069
explains and guides the common applications of IEC 61508
and IEC 62443 in the area of industrial process measurement,
control, and automation.

Risk management is defined as a continuous process of
providing risk assessment (the process of risk identification,
analysis, and evaluation) based on risk treatment options. The
individual characteristics of risk management used in this ar-
ticle are shown in Fig. 1. The risk identification phase answers
the questions: Who/what is the risk agent? (e.g., attackers,
failure, workers), why is the agent motivated? (e.g., malicious
intent, unintentional mishap, component efficiency), what is at
risk? (e.g., assets, people, process, environment), how will the
attack take place? (e.g., scanning, attacker capability), where
is the component located?, and when is the component going
to fail? (e.g., exploited vulnerabilities). The common methods
for risk identification include brainstorming, documentation
review, operation impact review, assumption analysis, Delphi
technique, root cause analysis, strengths, weaknesses, oppor-
tunities, and threats analysis, and expert judgment [46].

Risk identification is followed by risk analysis. Tixier
et al. [47] reviewed different risk analysis methods used in
plants and highlighted their types of inputs: Plans or dia-
grams, Process and reactions, Asset function and quantity,
Probability, and frequency, Implemented policy, Environment,
and Documentation and Historical data. Moreover, the fol-
lowing types of common methodology are named in the
publication: 1) deterministic; 2) probabilistic; 3) qualitative;
and 4) quantitative.

The risk assessment methods categorized as safety [e.g.,
fault tree analysis, failure mode and effects analysis, haz-
ard and operability] and security (e.g., attack tree analysis,
system-theoretic process analysis for security) have been in
practice in research and industry. The methods (e.g., Boolean-
logic-driven Markov processes, and Bayesian belief network)
are required to facilitate integrated risk assessment [48], [49].
Other methods that have been used include analytic hierar-
chical process and Monte Carlo simulations to determine the
risk value. The standards for risk management also provide
some best practices for risk treatment. In [50], a defense
in depth approach for securing ICS is mentioned. The as
low as reasonably practical (ALARP) principle is a com-
mon risk-reduction principle, which is based on risk-informed
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FIGURE 1. NIDS-based risk management approach.

and cautionary/precautionary thinking [51]. Each mentioned
risk assessment method is a proactive measure and, there-
fore, considers risks before their occurrence. In contrast, our
introduced risk assessment method is reactive due to the self-
developed IDS, which enables the live reaction to attacks
occurring during the operation of the ICS network.

A network-based intrusion detection system (NIDS) is a
security measure and has been in use for risk assessment for
security analysis based on attack patterns [52]. An approach
mentioned in [53] proposes reaction selection, quantifying
effectiveness, and providing minimum side effects of mea-
sures in [54] while assessing attacker skill and knowledge.
In [55], a taxonomy of intrusion response systems is proposed.
The article furthermore explains the challenges in its devel-
opment. In our approach, the patterns are used to recognize
the attacks and possible targets. The risk evaluation consists
of the security and safety impact of a successful attack. The
risk treatment has not only security measures but also safety
measures. In this article, an IDS is tested for assessing the
system’s safety in case of a security attack.

III. CONCEPT
As described in the introduction (cf. Section I), the interplay
between safety and security measures and threats introduces a
challenge. The idea behind this work is to consider the safety
consequences of threats and security measures when deciding
on priorities of alerts and countermeasures. Therefore, the
IDS is no longer an isolated security appliance that alerts
solely security-related incidents and lists them in chronolog-
ical order but also takes over a strategic job to assist factory
operators in decision-making, including both safety and se-
curity implications. It highlights the mutual reinforcement
relation (cf. Section I) between safety and security, where a
security measure enhances the safety of the system. Therefore,
the goal is to create a risk management method built on the re-
sults provided by a developed IDS and addresses the following
objective.

Given the ability to find and identify security incidents, find
and identify anomalies that may have an effect on the safety
at the local premises.

TABLE 1. Predefined Asset Value Table, Stored in the CSV File

In addition to detecting attacks, the following takes into
account:

1) possible security and safety-related consequences of the
corresponding attack;

2) possible security and safety-related consequences of
mitigation measures;

3) priorities of countermeasures, depending on the asset’s
value.

For this, parameters about the value of the asset and de-
pendencies need to be predefined and stored in a knowledge
database. Hence, a link is created between the following:

1) asset;
2) value of asset;
3) consequences if an asset is attacked;
4) consequences of countermeasures.
Our approach to tackling this challenge is the following:

Assets are stored as predefined knowledge in comma sepa-
rated values (CSV) files (cf. Table 1 for an example). Their
value for the ICS is stored in two dimensions: The safety
integrity level (SIL), which defines the severity of the con-
sequences of failure from a safety point of view, and the
operational criticality (OC), which is a measure of the impor-
tance of this OT component for the operation from a security
and operation point of view. SIL is a metric defined by the
safety standard IEC 61508. A safety risk assessment (e.g.,
according to the standard ISO 12100) is required before a SIL
may be applied to a dedicated OT component to address the
identification of hazards, estimation, and evaluation of safety
risks in the phases throughout the machine life cycle, and
the suggestion of either eliminating hazards or sufficient risk
reduction. The identified safety risks are evaluated using EN
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FIGURE 2. NIDS consists of three main components, each serving a distinct objective. The components exchange information as depicted.

TABLE 2. Relation Between PL and SIL Based on the Standard EN ISO
13849

ISO 13849, based on the results of the safety risk assessment
based on ISO 12100. Each identified safety risk is rated with
a performance level (PL), which can be mapped to a SIL, as
Table 2 shows.

The OC is a direct proportional numerical value repre-
senting the importance of the component w.r.t. the whole
industrial architecture. The OC may be applied to all compo-
nents in the industrial architecture, including network devices.

Fig. 2 depicts the interplay of the three main compo-
nents of the IDS, which are the detection of incidents, risk
assessment, and risk treatment. Beyond that, the graphic
shows the information that is stored as predefined knowl-
edge (c, s) and the information that the components deliver
to each other [a, i, t, f(x)], and information about the in-
cident that the IDS component obtained. The predefined
information described in Table 1 is accessible by the first
of the three components, incident detection, and identifica-
tion. Therefore, an alert created by this component comprises
information extracted from network data and also the prede-
fined knowledge, e.g., according to the addresses and ports
directly obtained from the network traffic. This information
is then forwarded to the risk assessment component, where
the priority value is calculated. The resulting priority value

f (x) plus additional incident information, such as source and
destination host and timestamp, is then passed to the risk treat-
ment component, which uses predefined knowledge to infer
the best countermeasures and their priority from the given
information.

IV. USE CASE DESCRIPTION
A. NETWORK SETUP
Our setup for attack traffic generation is integrated into a
real prototype factory in Austria. The factory network is di-
vided into network segments. One of these segments is the
turning segment, in which we conducted the experiments.
Fig. 4 shows the network setup. This setup consists of a
turning machine with a process control unit (PCU)/numeric
control unit (NCU) pair. Attached to the turning machine,
there are three power sensors that continuously monitor volt-
age, current, and power consumption and send these values
continuously over the network via Modbus Transmission Con-
trol Protocol (TCP). The black hosts were added for the
experiment while the gray hosts are part of the productive
operation.

Safety-relevant aspects of this particular Proof-of-Concept
(PoC) network are, for example, these power sensors, as
wrong signals (e.g., too high current or too low voltage) may
lead to wrong control decisions (e.g., halt production, cut
electricity supply, etc.). The PCU and NCU of the turning
machine may both influence production safety as well, as both
devices can control the turning machine (the PCU indirectly,
the NCU directly). Even the security of the hosts in the net-
work is relevant for the safety of the production: All hosts with
access to the storage of the PCU—be it a file server or direct
access to the PCU’s local file storage—can influence the pro-
duction, and, in the worst case also the PCUs security, since
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TABLE 3. Attacks Executed in Real OT Environment

transferred engineering artifacts may contain malware as well
(cf. Fig. 4).

The PCU and NCU are assigned with the highest OC
in this setup since their failure (or compromise) may stop
the operation. The infected host and the initial attacker
host have a network connection to the valuable assets PCU
and NCU and have, therefore, also increased importance.
A low OC is assigned to the firewall since a successful
attack would not directly influence the production process.
The thin client in this network with limited functionality
has the lowest OC. Table 1 also shows the assigned OC as
deviceAssetValue.

B. ATTACK USE CASE
We set up an IDS in a PoC setup with several example attacks
that have implications for safety: In this setup, two types of
attacks are generated and recorded (cf. Fig. 4 and Table 3).

The attacks belong to two different types of attacks: The
first type is simple attacks. For this, we create four attacks:
A1, A2, A4, and A5. Simple attacks always have their origin
at a single attacker host located in the local network and are
directed at one victim host that is also located in the local
network. Furthermore, these attacks use standard software. In
Fig. 4, the attacker is named Host 1, and the victim is named
Host 2.

In Table 3, the tools are listed that were used for the cre-
ation of attack traffic. The second type of attack is a complex
botnet attack (A3). It is more complex, as it involves several
hosts that are not all located within the local network but can
attack from the wide area network (WAN). In addition, the
attacker uses a communication channel that tries to conceal
both the presence and the content of its communication. A
simple botnet simulator has been developed by the authors
to conduct this attack. It simulates lateral spread of botnet
malware from Host 1 to Hosts 2, 3, and 4 via the SMBGhost
exploit,1 information exfiltration of a confidential document
to a host on the Internet (referred to as attacker’s storage host)
and a DoS attack on the factory network’s NCU in this order.
The attacker (located in the WAN) controls the Command and
Control Center (CnC), which, in turn, controls the infected
computers (bots) in the botnet. All simple attacks use only
plain text traffic while the more complex attack (A3) relies
almost entirely on encrypted traffic that is based on hypertext
transport protocol secure, a protocol that is widely used and
also deployed in our ICS during normal factory operation.

1[Online]. Available: https://msrc.microsoft.com/update-guide/vulnerabi
lity/CVE-2020-0796

When performing data exfiltration, the botnet simulator com-
presses the document first and splits it into chunks of less than
200 kb, with the goal of reducing peaks in the network traffic
volume.

Fig. 3 shows the data (packets and bytes per minute) ex-
changed over time for the simple attacks and the complex
botnet attack. As expected, the OT traffic shows a high regu-
larity in the time series as the amount of exchanged bytes and
packets every minute are similar. The simple DoS attack can
be easily identified as it causes a peak in packets that occurred
during the early afternoon.

Looking at the bar plot for the complex attack, it can be ob-
served that despite the efforts to reduce peaks in the network
traffic, there are still peaks visible in the number of exchanged
packets and bytes during the attack.

C. DATA CAPTURE AND ANALYSIS
A monitoring port on the core switch of this network segment
has been configured so that the entire traffic is forwarded
to the experimental IDS. A data acquisition and generation
(DAG) server using Endace hardware (cf. [56]) has been
deployed to capture all traffic from this monitoring port of
the switch. The DAG server captures all frames in a lossless
manner and with microsecond-accurate timestamps using a
PPS (pulse-per-second) signal from an external GPS antenna
located outside the building. This setup is created to meet
real-time requirements as well as possible. Due to the off-path
analysis of the IDS, a delay in the size of the configured IDS
time window (in our case: 60 s) is introduced to all incident
alerts (cf. Section IV-C). The data are captured between the
supervisory control and data acquisition (SCADA) and manu-
facturing execution system (MES) level since the connection
between SCADA and programmable logic controller (PLC) is
time critical and often uses proprietary (nonroutable) commu-
nication protocols such as Siemens S7 communication. The
data collected from the experiments described in Section IV-B
comprise operational factory traffic and attack traffic and have
a total size of 18.1 Gigabyte (GB) for the timeframe con-
taining the simple attack experiments 31.5 GB of traffic for
the complex attack (both stored in packet capture (PCAP)
format), making up a total dataset of 49.1 GB. The displayed
time frames are about 15 h (09:10 A.M. to midnight local
time) for the simple attacks and a full 24-h block (midnight
to midnight) of network traffic for the more complex (botnet)
attack. Therefore, both captures contain a significant amount
of benign operational traffic as well. Unfortunately, we are not
allowed to publish these data due to factory policy.

In live operation, the IDS captures and analyzes network
data simultaneously and off-path. Off-path means that one
logical process on the IDS continuously captures data and
splits it into chunks of a certain configured window size.
Another logical process on the same machine opens these
captured data files once they are complete and extract flows
(cf. Section IV-D), etc., for analysis. These extracted flows
are then test data fed to the machine-learning-based IDS.
Incidents that are found are forwarded, together with their
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FIGURE 3. Total exchanged packets and megabytes in the network over the time frames of the experiments. Left: Simple attacks. Right: Botnet attack.

FIGURE 4. Scenario use case. Black connections are Ethernet connections, and gray connections are control connections.

determined context (internet protocol (IP) address, time, etc.),
to the higher-level analysis. This approach has two major ben-
efits but also one major drawback: On the one hand, no traffic
is overseen by the IDS, and real-time constraints are met, as
the delivery of packets is not delayed. On the other hand,
alerts are delivered with a certain delay that is determined by

the sum of the time window size and required analysis time.
This introduces a tradeoff for the time window size: While a
short time window introduces shorter delays to incident alerts,
a longer time window ensures a more complete analysis of
network flows since network flows have a different duration
and incompletely captured flows, which are then split into
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several smaller flows, may influence the detection of security
incidents. Currently, our PoC implementation supports the
detection of four attack types. If an incident occurs that differs
a lot from those attack types, it can be wrongly classified: If it
is wrongly classified as benign traffic, we get a false negative.
If it is classified as one of the four supported attack types, it
still raises an alarm. However, in our safety NIDS, it may lead
to unsuitable suggestions for the risk treatment.

D. DATA PROCESSING
The captured network traffic is extracted into CSV files con-
taining flows. A flow is an aggregation of packets that share
a common set of values: The flow key. The flow key, in our
case, is the classical 5-tuple defined by source and destination
IP address, source, and destination port number, as well as
protocol identifier. Using the flow extractor go-flows [57], a
combination of the following metadata-based feature sets have
been extracted (cf. [58], [59], [60], [61]): CAIA, AGM, TA,
and Consensus.2 This way, a large union feature set consist-
ing of 146 features was created. Source and destination port
numbers, addresses, and timestamps were removed prior to
classifier training and testing to not bias the IDS to specific
sources and destinations. Also, removing particular features
is sometimes necessary, for example, for the evaluation of the
DoS attack: Since this attack turned out to be the only source
to use packets of size 160 B. Since it would be easy for an
attacker to adjust this to a more commonly used packet size
in this environment, we removed all features related to packet
sizes in order not to create bias. Nevertheless, especially the
DoS attacks are still easy to identify using round-trip times,
off-times (i.e., consecutive milliseconds without packets being
sent), and the number of TCP SYN requests within a certain
time span, for example. The IDS, once trained, are tested
the same way, using labeled test data taken from the same
experiment from a different point in time.

E. ASSUMPTIONS
For this scenario, we assume that all basic security measures,
such as deploying suitable security policies with secure pass-
words and appropriate firewall rules, are taken at the factory
premises and that the network is secured according to state-
of-the-art security methods. We assume that all hosts and
nodes have the most recent software updates installed. For the
attacker, we assume a skilled attacker with medium to high
resources, such as a competitor (i.e., competing company)
level attacker or above according to the work in [62].

V. METHOD
A. RISK IDENTIFICATION AND ANALYSIS
Fig. 1 depicts our method beginning with the detection of
a network incident (left side of figure). The IDSs output
after detecting a suspicious event includes host addresses,

2Note that the AGM vector uses a different flow key. Therefore, you can
either join the extracted features in the aftermath or use just the compatible
features from the AGM, which is what we did.

type of attack, etc., and serves as an input for the applica-
tion of a self-developed threat modeling approach [63]. This
threat modeling approach includes various characteristics of
the underlying system and its OT components, for instance,
implemented safety functions of an OT component and the
corresponding hazards to counter. Based on this knowledge,
multiple hazards caused by one successful attack may be
identified.

Risk identification is performed using the introduced IDS
in this work, which identifies the type of attack (e.g., botnet,
scan, etc.). Risk analysis is implemented by using the MITRE
ATT&CK framework [64] on the results derived from risk
identification. In this phase, the perception of the analyzed
system and the indicators of the identified potential incidents
are analyzed and compared to known tactic, technique, and
procedures (TTPs). The perception of the analyzed system
consists of the identified hosts, the function of the hosts, net-
work layout, and network communication. This comparison
maps incidents to attacks or phases of attacks. For instance,
when the incidents “botnet” and “portscan” are identified,
and the portscan originates from the hosts belonging to the
botnet, this may also indicate lateral movement or prepara-
tion to launch further attacks. Furthermore, this perception
of the analyzed system and the comparison of the incidents
with known TTPs serves as a means to determine potential
false positives. For example, if the network communication
behavior indicates a potential DoS attack due to the high
amount of sending requests, but the source of the requests
is a sensor, this event may be the intended update cycle of
sensor parameters instead of an attack. False positives can
furthermore be determined using predefined knowledge, such
as additional lists of allowed incidents.

B. RISK EVALUATION
Risk evaluation defines the criticality of the identified at-
tacks using an adapted evaluation scheme based on [65]. The
criticality-rating of the attacks is evaluated according to (1)
based on the work in [63] using the following variables:

1) f (x) is the resulting priority after applying the formula;
2) x is the attack (range: 0 − $attackCount);
3) i is the OT impact of the attack (range: 1–6);
4) t is the severity of the attack based on MITRE ATT&CK

tactic [64] (range: 1–11);
5) a is the number of attacks from the same source (range:

1 − $attackCount);
6) s is the maximum SIL of all safety instrumented func-

tions (SIFs) of the OT component if implemented
(range: 1–4);

7) c is the operational-criticality of the OT component
(range: 1–9);

f (x) = wi · scale(ix ) + wt · scale(tx ) + wa · scale(ax )

+ ws · scale(sx ) + wc · scale(cx ). (1)
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TABLE 4. Definition OT Security Impact

TABLE 5. Definition ATT&CK Tactic Severity

Our adapted evaluation only considers attacks that are al-
ready running. It does not consider possible underlying threats
that may lead to attacks since this work focuses on al-
ready launched attacks, resulting in suggesting the use of
case-tailored reactive countermeasures only in the phase risk
treatment.

One of the newly introduced risk evaluation factors is the
OT impact of the attack. This metric considers the different
priorities of the security protection goals (confidentiality, in-
tegrity, and availability) in the OT domain. The impact of each
security protection goal is measured using Common Vulnera-
bility Scoring System Version 3.1 (CVSS). There are different
conceptions of which security goal has the highest importance
in the OT domain: Either availability [66] or integrity [67]
is considered as most important. However, the mentioned au-
thors of [66] and [67] agree that confidentiality is the least
important security protection goal. This work considers avail-
ability as the security goal with the highest importance in the
OT domain and defines the OT security impact according to
Table 4. The resulting OT security impact value is the sum of
the violation of security protection goals caused by the attack.

Another newly introduced risk evaluation factor is the
attack’s severity according to the attack’s corresponding
MITRE ATT&CK tactic [64]. Each identified attack is linked
to a suitable ATT&CK technique which is a subset of an
ATT&CK tactic. Each ATT&CK tactic is assigned a severity
value based on the concept of OT security impact, as Table 5
lists. If several techniques can apply to a specific incident,
the corresponding tactic with the highest severity score is
used for calculation. For example, Command and Control is
considered the most severe ATT&CK tactic since it enables
remote control of assets in the OT domain, impacting all three
protection goals. Again, availability is rated by the highest

TABLE 6. Mapping Quantitative to Qualitative Risk Values

severity scores followed by integrity and confidentiality as
well in Table 5.

One factor in (1) is the number of attacks (a) from the same
source. This factor indicates a compromised asset.

One factor used for risk evaluation is the maximum SIL
(s) of all SIFs of the attacked OT component. An OT com-
ponent implementing safety functions [e.g., PLCs, safety
instrumented systems ] may have several SIFs implemented.
Since all functions, including SIFs, may be compromised after
a successful attack against an OT component, the SIL of the
SIF with the highest SIL is taken into consideration for risk
evaluation.

The factor of operational criticality is described in
Section III.

All factors used for risk evaluation are scaled to
normalize the resulting values using the function (X −
X.min)/(X.max − X.min). The importance of each factor can
be increased or decreased by modifying the corresponding
w-variables. For instance, wi modifies the importance of OT
security impact, or wt modifies the importance of the severity
according to the MITRE ATT&CK tactic. With this, adminis-
trators can tune the system to different priorities.

The quantitative result of (1) can be mapped to a qualitative
risk rating using the ranges listed in Table 6.

C. RISK TREATMENT
The risk treatment consists of four different routes, namely:
1) mitigation, 2) avoidance, 3) transfer, and 4) acceptance.
Depending on the measures that are usually in place in the
organization, one or more of the four routes are considered.
In this article, we mainly focus on the mitigation route based
on the risk identification and assessment result. The choice
of a route depends on factors such as the economic aspect,
technical capability, available tools, nature of the attack, and
third-party contracts of the organization. Accepting the risk is
one of the basic principles of the ALARP method. For exam-
ple, a portscan against assets with low operational criticality
and without safety relevance may be accepted. However, a
scan against a critical asset (according to the introduced met-
ric) is to be mitigated because it can lead to targeted attacks
resulting in severe consequences (cf. Section VI for a more
specific example). The risk mitigation strategies implemented
are limited to the security attacks that have an impact on the

296 VOLUME 4, 2023



TABLE 7. Excerpt of Identified Attacks applying [64]

safety of the system so as to address the interdependency.
Therefore, countermeasures based on both industrial security
standards (e.g., IEC 62443) and safety standards (e.g., IEC
61058) are provided. The mitigation of such attacks would be
to enhance the capability of the firewall or IDS itself, as the
IDS in use works best in the current scenario.

The MITRE ATT&CK framework [64] used for the eval-
uation of the attacks for possible techniques and tactics also
provides some mitigation strategies for the used technique and
tactic. Other than that, there are online databases maintained
such as ICS-CERT,3 and NIST,4 which also provide useful
information related to the components of risks and guidance
for risk management. In most cases, expert opinion and brain-
storming are also implemented as a preliminary mitigation
strategy. This might help the asset owner to implement strate-
gies to avoid or control the ill effects caused due to the attacks.

VI. DISCUSSION OF RESULTS
The experiments in the pilot factory yielded an authentic ex-
perimental OT dataset (cf. Figs. 3 and 4). We use these data
for a use case on which the whole concept is applied—from
incident detection and identification, over risk assessment to
risk mitigation (i.e., suggestion of countermeasures). Fig. 6
shows the confusion metrics of the traffic classification. It
has been created with the full data of our experiments. These
data were split in a stratified manner into 80% training data
and 20% test data. On the X -axis of the confusion matrix,
there is the predicted label for each of the observed traffic
flows. On the Y-axis, there is the true label for the corre-
sponding flow (i.e., the ground truth). Given the performance
in the confusion matrix, we interpret that a higher num-
ber of remoteshell traffic would have probably led to higher
detection performance. Nevertheless, it was possible to use
these data for a simulated use case with all components
involved:

Applying the self-developed threat modeling approach [63]
to the results from our experiments, the IDS identifies the
attacks listed in Table 7. The first observed attack, A1, is
a portscan conducted initially to gain information about a
dedicated host in the production network. Since this at-
tack was performed on a nonsafety-relevant asset that is not

3[Online]. Available: https://www.cisa.gov/uscert/ics/advisories
4[Online]. Available: https://www.nist.gov/

connected to a safety-relevant asset, no interdependencies be-
tween safety and security are involved. This attack is linked to
the ATT&CK technique remote system information discovery,
which is part of the tactic discovery. A2 is another portscan
but, this time, aimed against Host 1, which is connected to the
PCU, a safety-relevant asset since it controls the production
of the turning machine. This attack is linked to the ATT&CK
technique remote system information discovery, which is part
of the tactic discovery. Depending on the targeted OT com-
ponent’s robustness, a portscan may already lead to a DoS
on the target. Using attack A2, the adversary identified a more
attractive target for further attacks than by using attack A1. He
will then launch targeted attacks on the corresponding target.
A3 describes the next attack: The creation of a botnet. The
initial infection of Host 1 may have been introduced via a
USB drive with malware on it. Since the IDS is not able to
detect this initial attack vector of the incident, it is not part
of the corresponding attack sequence in Table 7. However,
when the botnet software starts to spread over the network,
it may be identified by the IDS. The botnet software may
also spread to the PCU, which enables the manipulation of
the application logic of the NCU to interfere with safety-
relevant functions. From the perspective of an IDS, it is not
clearly distinguishable if the technique “lateral tool transfer,”
“exploitation of remote service,” or “exploitation of privilege
escalation” caused this incident. Therefore, the tactics “lateral
movement,” “privilege escalation,” and “initial access” may
be applicable. A4 is the second phase of the botnet attack,
where a connection to a CnC server is established. From the
perspective of an IDS, it is not clearly distinguishable if the
technique “standard application layer protocol” or “connec-
tion proxy” is used for this incident. Both techniques belong to
the tactic “Command and Control.” A5 describes the attempt
to spawn a privileged remoteshell on the NCU to manip-
ulate the configuration and behavior of the NCU directly.
After a failed attempt to spawn the desired remoteshell, the
adversary decides with A6 to launch a DoS attack against
the NCU to delay or abort potential executions of the safety
function.

Table 8 presents the results when applying the proposed
adapted evaluation scheme to the attacks listed in Table 7. The
columns of this table are defined as follows:

1) A-ID: ID of the identified attack;
2) CVSS vector: The overall CVSS vector of the attack;
3) CVSS base score: The CVSS base score of the attack;
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TABLE 8. Evaluation of Identified Attacks

4) Mapped score: Resulting score after performing the
mapping of CVSS to security level (SL) according to
the work in [63];

5) Attack SL: Classification of the skill level and resources
needed to successfully launch this attack. This value is
a result of the mapping introduced in [63];

6) OT component SIL: Increase of the potential impact of
the resulting risk of the attack (as an SIL increase) if
a safety-relevant OT component is affected during the
attack;

7) OC: The assigned OC to the attacked OT component;
8) Resulting priority considering (1).
The risk evaluation suggests that A1 has the lowest pri-

ority, negligible, since the attack was performed against a
nonsafety-relevant and nonoperational-critical OT compo-
nent. Furthermore, there is only a low impact against the
security protection goal “confidentiality.” A2 has a high prior-
ity assigned since a portscan against a legacy safety-relevant
component implementing SIFs may result in a DoS situation,
where the OT component is overwhelmed by the requests,
impacting the availability strongly. The consequence could be,
e.g., the inability of this component to be regularly shut down
or to react to control commands, such as movements, speed,
force, angles, etc., with a very wide spectrum of possible
production and safety-critical consequences. Imagine drops
of workpieces from a conveyor belt, for example, since no
signals are received from light barriers anymore—and the
conveyor belt, therefore, does not stop in time.

A3 also results in high priority due to the high availability
loss of the safety-relevant OT component. A4 has the highest
priority rating, major, because of the loss of availability, in-
tegrity, and confidentiality when being able to remote control
OT components connected to safety-relevant OT components.
A5 has a medium priority since spawning a remoteshell in
the context of an unprivileged user may not necessarily lead
to the possibility of interfering with the OT component’s
availability and integrity. For example, stopping a service or
changing config-/log-files may require additional privileges.
Since A6 has similar consequences as A2, A6 has the same
priority.

The risk treatment addresses the primary decision factors,
namely incidents, attack target, attack origin, priority, and
false positives to provide suggestions. Fig. 5 visually explains
how these decision factors’ input (shown on the left) is used to
reach a decision of whether mitigation should be provided for
the risk or simply accepting it would be a better choice. False
positives (alert is generated even though there is no threat)
are considered as an error in detection. The false positives are

not assessed in order to save resources. However, one needs a
mechanism to filter them out. To identify whether an alert is a
false positive, system understanding is required and can only
be done after sufficient alerts are analyzed by the user. Beyond
that, active filters can be introduced as a mechanism to filter
them. If the detected alert is a false positive, the process stops,
and the incident is recorded and reported by the user. The next
decision is to identify whether the incident or attack is known
or not. If the attack is unknown, the incident is recorded
for further analysis. Alternatively, priority calculation (cf.
Section I) may still be applied with values for “x,” “i,” and
“t” determined based on other factors.

Furthermore, the decision-making steps analyze the attack
pattern knowledge. If the attack pattern is known, further anal-
ysis based on priority is undertaken. If the priority is identified
to be negligible, i.e., the impact of the risk on the system or
component is negligible, then the risk is simply accepted. If
the priority is classified as one of {low, medium, high, major},
then countermeasures are suggested. If there is some anomaly
w.r.t. priority and it does not fall in any of the categories of
defined priority, then the risk is accepted, and the result is
recorded for further analysis.

A1 is assessed to be of negligible priority due to no or
very low impact on the safety and only low security impact.
Furthermore, the target of the attack has a low operational-
criticality. Therefore, the suggested risk treatment for this
attack is its acceptance. A2 has a high priority since it is
executed against a safety-relevant and operation-critical asset.
It is easy to launch (leading to a high probability) and eases
the successful execution of further targeted attacks. Mitigation
may be achieved by following the least functionality principle
and configuration of the remaining services to be as nonver-
bose as possible. Including the host in an IP blacklist when
the IDS identifies a portscan attempt from an attacker would
counter the attack during its execution. The mitigation policy
would be to perform penetration tests to determine exploitable
vulnerabilities, limit information (shutdown unnecessary ser-
vices), and add an IDS. A3 and A4 are both the same type of
attack, but according to the risk assessment results, A3 and
A4 possess different priorities. Therefore, similar mitigation
techniques help to encounter both A3 and A4. One of the
security risk mitigation applicable here is strong authentica-
tion and authorization. The victim’s hosts, especially the PCU
and NCU, should have this mitigation strategy implemented.
Depending on the performance requirement, encryption of the
communication is also a valid mitigation strategy to avoid
heavy impact. Implementing similar mitigation strategies as
A3 and A4 to A5 will also help to control or avoid the
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FIGURE 5. Conceptual risk treatment suggestion flow.

attack impacts. For A5 and A6, permitting only the autho-
rized IPs addresses to access the PCU and NCU and limiting
requests from a host identified as malicious would mitigate
the attack being performed on them. This would, however,
require a network setup with packet filtering implemented,
e.g., through virtual LANs (VLANs) and a firewall. A6 may
also be countered by introducing rate limiting that blocks
requests if the limit is exceeded. In the case of A3, from the
perspective of safety, the regular up-to-date backup creates
a possibility of getting back lost data and configuration. A
backup also has a positive impact in countering the effects of
A6 as a reactive measure, along with necessary reliability and
robustness tests on the system. The authentication and autho-
rization act as mutual reinforcement to the safety system as
authentic illegal login with privileges can alter the processing

logic of the PCU and NCU. The combination of the safety
measure redundancy (e.g., adding the same safety-relevant
and operation-critical OT component twice and activating it
if the first fails), a security measure to block IP addresses
to prevent further attacks from the compromised host, and
safety/security measure backup to revert the compromised OT
asset back to its precompromised state as a reactive set of
countermeasures addresses A3, A4, and A6. The risk man-
agement report would consist of the attack host identification,
attack definition, assessed risk with its priority, and mitigation
suggested based on the above points. As the system suggests
countermeasures and does not necessarily implement them,
the report can serve as a good source of useful information
for the risk manager or user. The countermeasures proposed
may also have an unintentional impact on system operation.
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FIGURE 6. Confusion matrix of the random forest classifier, showing the detection and identification performance for all available attack types.

Isolating certain hosts from the ICS network, for example,
also limits their productive use. The consequences observed
with strong authentication and authorization increase response
times. Regular backups as a strategy for data safety impose
security challenges, infrastructure, efficiency, and cost. Never-
theless, not implementing the countermeasures would have a
larger negative impact on the ICS. The risk treatment strategy
is suggestive in nature, and hence, only with continuous risk
management, one can identify the actual consequence of these
suggestions on the system.

Fig. 6 shows the classification performance of the incident
detection and identification module evaluated in our pilot
factory network. This graph has been created by extracting
the 146 chosen features (cf. Section IV-D) from the available
49.1 GB of experiment data, splitting that data into 80%
training data and 20% test data, training the random forest
classifier with the labeled training data and testing with the
remaining 20%. The data have been split in a stratified way,
i.e., keeping the ratios between each of the classes the same as
in the original dataset. Note that, especially for the remoteshell
attack, only very few flows were available. It is possible that
classification performance would have been better if more
attack data had been created.

Referring to the DoS attack (cf. Section IV-D), the result
was suspiciously good, and we assumed the existence of a

bias. However, it was, in fact, very easy to detect due to
remarkable, yet DoS-typical properties (especially off-times
between packets), and so a 100% detection accuracy could be
reached. The graphic furthermore shows the limited identifi-
cation capability regarding the metasploit-based remoteshell:
Although the system was able to identify the attack flows as
malicious, it misidentified them as “Portscan” traffic.

Information from IDS alerts (i.e., attacks targets, meta-
information), from predefined knowledge (i.e., whether the
attack is from inside or outside the local network), and from
the assessment [i.e., priority f(x)] as well as the target’s func-
tional relevance as provided in Table 1 are used to determine
the treatment technique. If the priority is in the negligible
range (cf. Table 6), the risk is accepted. Otherwise, the mitiga-
tion will be suggested according to the attack ID, framework
identified tactics and techniques (cf. Table 7, attack target
and origin. A single mitigation strategy might address one
or more attacks. For instance, static network configuration
limits the use of IT protocols and discovery functions. It
proves best with the portscans (A1 and A2). According to
MITRE ATT&CK mitigation, it is also effective in avoiding
and/or controlling attacks such as network sniffing, man-in-
the-middle attack, and system discovery. Table 9 provides
a list of mitigation strategies addressing the attacks from
Table 3.
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TABLE 9. Mitigation Strategies Addressing Attacks

VII. CONCLUSION
The proposed combination of a safety-augmented NIDS to
the suggested risk management framework provides multiple
benefits. The incidents identified by the NIDS enable the ap-
plication of the risk management framework [63], [68] also
reactively for these very incidents instead of being able to
manage potential risks proactively only. Beyond that, attacks
against safety-relevant assets are captured and prioritized
according to the introduced evaluation formula despite the
number of incidents identified in the same time frame. This
prevents losing valuable time in deciding which incident to fo-
cus on during incident response and avoids wrong or delayed
decisions. The proposed risk analysis maps, based on the
results of the NIDS, the identified incidents to attacks which
enables to identify attack sequences and links between attacks.
This knowledge may help to consider additional proactive
measures against attacks that might follow up according to
the attack pattern noticed. Nevertheless, this approach is also
limited due to its heavy dependence on predefined knowledge.
This creates additional effort for the operators, especially if
new nodes are added to the network with different spec-
ifications/properties. Luckily, most SCADA/Cyber-Physical
System (CnC) networks face such changes rarely.

Future work includes the implementation of unsupervised
machine-learning-based incident detection so that training is
no longer dependent on labeled data. A future iteration of
this approach could also consider the dynamic nature of asset
priorities: If one out of two components of a parallel system
fails, for example, the remaining component would turn into
a more valuable asset until the successful recovery of the first.
The evaluation with new experiments in different settings is
also future work as well as possible extensions of the output,
such as recommendation of countermeasures on a more con-
crete level (e.g., update service X to version 5.10 or higher).
This can lead to refined recommendations or even automated
update and maintenance procedures, further enhancing the
value of such an IDS for the operators of the ICS.
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