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ABSTRACT  While visual inspection systems have been widely used in many industries, their use in the
food and optical equipment industries has been limited. Transparent and reflective materials are often used
in these applications, but existing anomaly detection (AD) systems have low accuracy in their detection due
to low visibility. Here, we developed an AD system using a polarization camera for reflective and transparent
target objects. Two new techniques are developed. First is the polarized image fusion (PIF) technique which
suppresses glare from reflective surfaces while highlighting transparent foreign objects. In PIF, four captured
polarized images are fused to synthesize a high-quality image according to calculated weight coefficients.
The second new technique is an ArcObj-based deep metric learning technique to improve AD accuracy. The
proposed system was evaluated in experiments on three datasets: cookie samples wrapped in transparent
plastic bags; transparent plastic bottles; and transparent lenses. High AD accuracies in terms of the area
under the receiver operating characteristic curve (AUC) were achieved: 0.88 AUC for the cookie dataset;
0.87 AUC for the bottle dataset; and 0.98 AUC for the lens dataset. Compared to the state-of-the-art AD
algorithm (Patchcore), the proposed method improved AD accuracy by 0.09 AUC.

INDEX TERMS Neural networks, polarized image sensor, reflection, sensor fusion, visual inspection.

I. INTRODUCTION

Artificial intelligence (Al) technology has been widely stud-
ied to automate various manual tasks. The introduction of Al
technology is expected to improve safety, such as in advanced
driver assistance systems (ADAS) [1], [2], and factory pro-
ductivity, such as in factory automation [3].

A task in high demand for automation in factories is visual
inspection. There has been research on building an automated
visual inspection system [4] capable of inspecting all sorts of
production items. The advantage of such a total inspection
system is that the overall quality of a factory’s production
can be fully guaranteed by using it to inspect all products and
removing defective ones. A large amount of human resources
is typically required for total inspection; a fully automated
visual inspection system can significantly reduce the total

inspection cost. Here, deep neural network based anomaly
detection (AD) systems have been actively studied and have
achieved high detection accuracy comparable to that of hu-
man experts. The state-of-the-art methods using convolutional
neural networks (CNN) [5], [6] have achieved a high per-
formance index (area under receiver operating characteristic
curve (AUC) of 0.99) on large industrial product datasets
(MVTec dataset [7]).

While there is demand for such visual inspection technolo-
gies, their use in the food and optical equipment industries
is difficult. The major technical challenges of applying con-
ventional visual inspection systems to such industries are (1)
reflective target objects that are common in the food industry,
such as transparent plastic wrapping bags [see Fig. 1(a)], and
(2) transparent target objects that are common in both the food
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FIGURE 1. Transparent and highly reflective materials commonly used in
the food and optical industries have poor visibility. (a) Cookies wrapped in
transparent plastic bags. (b) Plastic bottles with and transparent
anomalous objects. (c) Transparent lenses with small stains.

and optical industries, such as objects made of plastic and
glass [see Fig. 1(b) and (c)]. Such reflective materials cause
large glares in captured images, which may be recognized as
anomalies and greatly increase the false-negative rate [10].

An emerging application in the optical equipment industry
is high-power lasers [8], [9]. In these applications, tiny trans-
parent lenses and transparent laser targets (which are called
shells) about 1 mm in diameter need to be inspected. Since
the components are tiny, transparent objects, they have few
features, such as textures or patterns that can be used for
judging between normal and abnormal conditions. Because of
reflections, even slight deviations in the camera setup or light-
ing fixture location can significantly change the appearance of
the object. Such transparent objects and reflections are known
to degrade the accuracy of conventional AD systems [10].

To realize automated visual inspection for the food and
optical industries, we have developed a visual inspection sys-
tem based on a polarized-image fusion (PIF) technique (a
preliminary report was presented in [10]) with the following
techniques.

1) PIF technique removes glare from captured images by

combining images from four different polarizer angles.
In addition, by applying a brightness normalizing filter,
transparent foreign objects are highlighted to improve
the detection accuracy.

2) ArcObj-based deep metric learning technique fur-

ther improves AD accuracy. While unsupervised
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learning techniques are often applied to visual inspec-
tion systems because they do not require data collection
and data labeling, the lack of data labels makes it
difficult to improve accuracy. We have developed a
method to improve the accuracy by applying deep met-
ric learning. Since the feature vectors of reflective and
transparent materials have complex values, the simple
L2 norm-based deep metric learning [27] degrades AD
accuracy (see Section IV-C, Table 3). In this article,
an ArcObj-based deep metric learning method is devel-
oped. Since feature vectors are distributed in angular
space, the accuracy can be improved by applying an-
gular margin penalty-based loss function during the
training process.

By the combination of the two techniques, AD accuracy
is improved. Compared with Patchcore [6], which has the
highest accuracy on the standard MVTec dataset used in
benchmarking AD, the accuracy is improved by 0.09 points
with the reflective object dataset of cookies wrapped in trans-
parent plastic bags [see Fig. 1(a)].

Il. RELATED WORK
A. ANOMALY DETECTION ALGORITHM
Many unsupervised CNN techniques [5], [6], [12], [13] have
been actively studied for AD systems. In such unsupervised
CNN techniques, feature extraction is performed using CNNs
that are pretrained with large datasets, such as ImageNet.
AD is performed by measuring the distance between the
distribution of features of normal products obtained during
training and those obtained during inference. If the distance
is shorter than the predetermined threshold, the target object
is recognized as a normal product. A well-known example of
this technique is deep one-class classification (DoC) [13]. To
improve the accuracy, the CNN is trained using two datasets
(normal and unrelated datasets) to localize the feature distri-
bution of the normal product. More advanced methods are
student-teacher feature pyramid matching (STFPM) [S] and
Patchcore [6]. Patchcore uses feature vectors output from mid-
layers of CNN. Combined with a nearest neighbor method,
Patchcore has achieved the highest accuracy on the MVTec
dataset as of 2023 [14].

On the other hand, these techniques target images without
reflections. When applied to AD in transparent or reflective
objects, the accuracy deteriorates as described in Section IV.

B. REFLECTION AND GLARE REDUCTION

Reflection reduction techniques have been widely studied to
improve image quality [15], [16], [17], [18], [19]. In these
methods, the transmitted and reflected components are sep-
arated, then reflections are removed by using CNN. However,
most existing reflection removal methods require strict as-
sumptions about reflections, such as that reflections occur on
flat, smooth glass surfaces only [15], [16], [17]. These tech-
niques degrade reflection removal capabilities when applied
to scenes with non-uniform reflective surfaces or diffused
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reflections, such as in food packaging. For example, since
many techniques assume reflection images are out of focus,
they may not remove reflection properly when the reflection
is in focus therefore sharp and strong [17].

To enhance recognition capability under reflections and
glare, dataset synthesis method has been proposed to im-
prove object detection capability with strong reflections (e.g.,
toilets) in indoor scenes and output their location in the im-
age [18]. In addition, a new dataset was proposed for sign
detection in outdoor scenes with a lot of glares [19]. To
recognize transparent objects, a method was developed that
combines images obtained from multiple viewpoints, detects
the surface, and estimates the object outline using CNN [20].
However, since lost information due to reflections and glare
was reproduced by CNN supposing that there are no defects,
it is not able to detect defects that exist near reflection and
glare areas.

C. CONTRIBUTION OF THIS WORK

In this article, an AD system is developed for reflective
and transparent objects that have nonuniform surfaces. Food
packages, bottles, and lens surfaces are curved and have
a wide variety of reflections. Therefore, reflection removal
techniques using fixed polarization filters cannot be used to
remove the reflections on nonuniform surfaces. In this article,
PIF technology, which reduces reflections by synthesizing
four polarization images, is developed to reduce reflections
on nonuniform surfaces.

IIl. VISUAL INSPECTION SYSTEM USING POLARIZATION
CAMERA

A. POLARIZATION CAMERA

A key component to suppress the reflection is a polarization
camera. When specular reflection occurs on the surface of a
transparent material, the reflected light is partially or fully po-
larized. This kind of light can be reduced by using a polarizer.
According to Malus’s law (1), a polarizer absorbs polarized
light depending on the angle o between the vibration direction
of the light and the polarization direction of the polarizer,
where [ is the intensity of the incident light, and I is the
intensity of the transmitted light

I = Iycos’a. (1)

Polarizers completely absorb light when the angle « is 90°.
Therefore, if a polarizer is put at a certain angle, it will absorb
specular reflections in a chosen direction and allow light po-
larized in other directions to pass through and thereby reduce
the effect of glare on an image. (Light in other directions is
diffuse light that is less absorbed.)

A recent polarization camera [21] integrates multiple po-
larizers into the surface of the image sensor [11]. In this way,
four different polarization images can be obtained in a single
shot by simultaneously integrating polarizers with different
directions of 0°, 45°, 90°, and 135°. The polarizers are simply
formed by using the metal wires of the image sensor, so
the additional cost is negligibly small compared with that of
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FIGURE 2. Polarizers are formed on the image sensor surface by using
metal wires [11].
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FIGURE 3. Proposed PIF-based AD system applied to the cookie dataset
(see Fig. 1).

conventional image sensors (see Fig. 2). In fact, the camera
[21] is comparable in cost to traditional RGB cameras.

B. POLARIZED-IMAGE FUSION (PIF) BASED ANOMALY
DETECTION ALGORITHM

The proposed PIF-based AD algorithm is shown in Fig. 3. It
synthesizes high-quality images from four polarized images to
reduce the reflections from transparent surfaces and improves
the visibility of transparent foreign objects. Furthermore, the
ArcObj technique, which is our application of the Arcface
deep metric learning technique used for face recognition [22],
is used to improve the accuracy of AD. The details of each
technique are described below.

A technical issue in suppressing reflection is that a fixed
polarizer angle cannot suppress reflections well under all con-
ditions. This is because the optimal polarizer angle depends
on the position and shape of the object and the angle of the
background light. The best angle may be 0° for some cases
but 90° for others depending on the position and orientation of
the object. However, the polarization angle is usually difficult
to adjust once the camera is set up on the production line in a
factory.

The PIF technique can mitigate this problem. The technique
synthesizes a high-quality image that has reduced reflection
from four polarized input images. Its AUC is improved com-
pared with that of a method where one best image is selected
from among four polarized images.

The key idea is similar to the one behind high dynamic
range (HDR) techniques that are used by cameras with limited
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PIF technique: fusing four images captured at different polarizer angles to eliminate glare.
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Transparent foreign objects are highlighted by applying the
brightness normalization filter B. (a) Input image. (b) Brightness
normalization filter B.

dynamic ranges compared with that of the human eye to create
high-quality images. In HDR, to cover the dynamic range of
the eye, multiple images with different exposure times are
captured. By fusing them on the basis of pixel intensity and
physical camera information, such as exposure time, saturated
pixels (both blackout and whiteout) can be removed and a
high-quality image synthesized. Different fusion techniques
have been proposed, but most of them use exposure time as
the parameter for fusion [23].

PIF is similarly designed to remove glare caused by reflec-
tion through the fusion of multiple images. To cover multiple
reflection angles from the target object surface, four images
are captured with a polarization camera using polarizers at
four different angles 45° apart. Reflections can be suppressed
by fusing the images on the basis of their pixel intensity
values. Unlike HDR, the polarization camera captures the four
images with different polarization angles simultaneously, so
all four have the same exposure time. This means that most
image fusion algorithms for HDR cannot be applied to PIF as
they fuse the images on the basis of exposure time.

To mitigate this problem, a weight map-based fusion
algorithm is developed that does not use exposure time.
Corresponding scalar-valued weight maps that represent the
important elements of each image are calculated and used for
fusion (see Fig. 4). This weight map-based fusion algorithm
not only suppresses reflections, but also highlights transparent
foreign objects (see Fig. 5). Therefore, it improves the accu-
racy of detecting transparent, abnormal objects. Pseudocode
for the proposed PIF technology is given in Table 1.
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Pseudocode for Polarized-Image Fusion Algorithm

Algorithm 1 Polarized Image Fusion
Input: 4 polarized images (/(;, j, deg)) (deg = 0, 45, 90, 135)
Output: 1 image O, j)
forall (/ /) do
L(i, j, deg) = Laplacian (1(i, j, deg))
C (i, j, deg) = Median (L(i, j, deg))
S (i, j, deg) = Std (1(i, j, deg))
B (i, j, deg) =1 Gauss Curve (Iyg c1,(i, jdeg)) (CH = Red, Green, Blue)
Wi, j deg) = C\i, j, deg) xS (i, j, deg) xB i, j, deg) (Eq. (2))
Wyli, j, deg) = Wi, j, deg)/Ti-o Wi j, kx 45) (Eq. (3))
0, ]) = Tho Wy i j kx 45) x1 (i, j, kx 45)
Return 0(/, /)

Each weight map is calculated from three values: contrast
C; saturation S; and brightness B. C is the output after apply-
ing a Laplacian filter [23] to the grayscale input image from
each angle. A median filter [25] is also applied to reduce noise.
C tends to have a high value for important elements such
as edges and texture. S is defined by the standard deviation
[26] within the RGB channel to express the saturation of each
pixel. Since images captured at different polarizer angles have
different levels of brightness due to the different amounts of
attenuation of reflected light, a Gaussian curve [25] is applied
to each image for normalization. Data from each RGB chan-
nel is normalized by a Gaussian curve and then multiplied
together. (Note that in [23], normalization is by the exposure
time instead of the brightness B.) Then, the weight map W is

calculated as:
Wik = Cijx X Sijk X Bijx 2

where the subscripts i, j, k identify the (7, j) pixel in the kth
image. In each grayscale weight map, the intensity of each
pixel indicates its quality.

Once all the weight maps W are computed, they are normal-
ized as follows.

Wi, = uk/ZW,,kf 3)
kK'=1

The normalized weight maps Wy are used to fuse the input
images I, where the output image O is calculated as follows:

4
Oij =Y W, ijk. “4)
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Fig. 4(a) shows photos of the same object at different polar-
izer angles, Fig. 4(b) shows the corresponding weight maps,
and Fig. 4(c) shows the synthesized image. Note that the upper
left image in Fig. 4(a) is an input image at a polarizer angle of
0°. While it has a small amount of glare, strong reflections oc-
cur in the other three images (taken at a different object angle
or with the plastic bag deformed into a different shape). Most
reflections are suppressed in the synthesized image, which is
clear and high quality.

In the brightness normalization, the brightness B has a high
value when the pixel intensity is close to the average intensity
value of the image, and a low value when the intensity is
higher or lower than the average owing to the Gaussian curve.
For example, strongly reflected areas, such as white areas
and black backgrounds, have values close to zero. Conversely,
pixels with intermediate brightness, such as those showing the
surface of a plastic bottle, have high values. Notably, transpar-
ent objects, such as the piece of vinyl inside the plastic bottle
shown in Fig. 5(b), also have high values. As a result, such
transparent foreign objects are highlighted by this brightness
normalization operation, which contributes to a more accurate
AD.

C. ARCOBJ BASED DEEP METRIC LEARNING

Unsupervised deep learning techniques are used by AD sys-
tems to reduce the cost of building a dataset that has good
coverage. There have been many studies to improve accuracy.
One sort is deep metric learning, which increases the dis-
tance between samples of the same object class (intraclass).
It has been studied for face recognition applications where it
is difficult to know in advance how many people need to be
distinguished. Feature vectors that are easily distinguishable
are required for such face identification tasks.

On the other hand, as discussed in the experimental results
section (see Section IV), the use of a simple deep metric
learning such as with the L2 norm will degrade the AUC more
than the use of a conventional CNN-based method [13]. This
is because the feature vectors output from the feature extractor
will not be precisely distinguished in Euclidean space. This
issue has led to many distance calculation methods having
been studied in the field of face recognition. A prominent
method is Sphere face [22] in which the output of a feature
extractor for face recognition trained with the Softmax loss
has a unique angular distribution. This suggests that it is more
useful to use the angular distance for the distance calculation
than the Euclidean distance.

In this article, we developed the ArcObj method from the
ArcFace method for face recognition [24] as a way to improve
the accuracy of AD for transparent object targets (see Fig. 6).
In ArcFace, the face recognition feature extractor is pretrained
with the Softmax loss and outputs a unique distribution in the
angle space [22]. We found that the usefulness of this unique
angular distribution is not limited to face recognition; it can
also be applied to industrial products. In particular, when
the feature extractor is trained using the Softmax loss on a
large dataset containing industrial products, such as lenses and
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FIGURE 6. ArcObj-based unsupervised deep metric learning where the
weights are updated using the angular margin-based loss function.

bottles, the ArcFace method can be applied to visual inspec-
tion of products, such as cookies and bottles in the food
industry and lenses in the optical industry. Here, the feature
vector F(X) is converted to cosfx, and training is performed
using the loss function calculated with the angular distance
Fr(X). Note that X is the input data, F(X) is the feature extrac-
tor function, and F7(X) is the angular margin penalty function
defined as follows [24]:

Fr (X) = s*cos(0x +m). ®)

As can be seen from the above equation, the feature vector
is mapped onto the angle space. The parameter s is a scaling
factor and m is a margin penalty factor.

The network configuration used in this article is based on
DoC [13]. Resnet-50 was used for the feature extractor and
pre-trained with ImageNet dataset and the SoftMax loss. Two-
trainable layers, fully connected layers were added to extract
feature vectors. However, while the original DoC updates the
weights of trainable layers with a cross-entropy loss function,
this article updates the weights with ArcObj loss function as
follows:

Loss — l 21: exp (s * cos (Ox + m))
2 = exp(s * cos (Ox +m)) + Zk?gx s % cos (6)
(6)
where s is set to 30 and m is set to 0.5. The task of this article
is binary classification (normal or abnormal). Therefore, the
number of classes is set to 2. The implementation is mostly
the same as that of the ArcFace work described in [24].

IV. EXPERIMENTAL RESULTS

A. SYSTEM SETUP

The proposed visual inspection system using PIF was con-
structed as shown in Fig. 7 using a polarized light camera [22].
Cookie samples, plastic bottles, and lenses were photographed
to construct the datasets. Both the cookie and the plastic bottle
are about 50 mm in diameter and were photographed with a
16 mm fixed-focus lens set at a height of 95 mm. The camera
is connected to Nvidia’s Jetson Xavier via the Power over
Ethernet port. The Xavier is used as the host and controls
the timing of the shots. There are two operating modes: data
collection and inference. In the data collection mode, the
obtained data is transferred to the server after the required
number of images are obtained and used to train the proposed
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FIGURE 7. Experimental setup using polarized camera and Jetson Xavier

for the real time validation of the AD system. (a) Experimental system
setup. (b) Photograph of experimental setup.

Bottle Carpet Hazelnut
Leather Tile Transistor
This work
Method Patchcore-1 [6] STFPM [5] DoC-+ArcObj+PIF
Mean average of
all classes 0.99 0.87 0.85
Bottle 1.00 0.99 0.99
Carpet 0.98 0.96 0.89
Hazelnut 1.00 0.99 0.94
Leather 1.00 0.98 0.98
Tile 0.99 0.97 0.96
Transistor 1.00 0.87 0.84

FIGURE 8. Experimental results on dataset | “industrial standard dataset
MVTec [7]” showing that our algorithm has competitive accuracy to the
latest algorithm STFPM [5].

network structure. After training, the network is implemented
on Jetson Xavier and the system moves into the inference
mode. In the inference mode, inference is performed on all
captured images using the trained model.

B. DATASETS AND PERFORMANCE SUMMARY

Experiments were conducted on three datasets. One dataset
is an industrial RGB standard dataset (MVTec) that is the
benchmark dataset [7] to measure the AD accuracy [14].
The other two datasets consist of images of transparent and
reflective objects on which conventional RGB camera-based
AD CNNs would have low accuracy. The first set was of a
cookie in a transparent plastic bag, and the second one was of
a transparent plastic bottle. In the cookie dataset, there were
2000 normal samples (1600 for training and 400 for testing)
and 200 abnormal samples (50 for each anomaly type). In the
plastic bottle dataset, there were 4000 normal samples (3200
for training and 800 for testing) and 400 abnormal samples
(100 for each anomaly type). The input image size is resized
to 224 x 224.

Fig. 8 shows the evaluation results on the MVTec dataset.
We compared the results with two state-of-the-art AD meth-
ods: Patchcore [6], which has the highest AD accuracy on
this dataset as of 2023 [14], and STFPM [5]. Our method is
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Method Input Average

(a) (b) (© ]

AUC 0.76 0.70 0.77 0.84 0.77
F1 score 0.75 0.80 0.76 0.87 0.79
AUC 0.73 0.94 0.74 0.80 0.79
F1 score 0.75 0.92 0.76 0.89 0.83
AuC 0.91 0.87 0.84 0.89 0.88
F1score 0.90 0.91 0.90 0.91 0.90

STFPM (5] Single RGB

Patchcore-1 (6] Single RGB

Ours PIF

FIGURE 9. Experimental results on dataset Il “cookie wrapped in a
transparent plastic bag” showing that our algorithm has good accuracy
for reflective target objects. (a) Black stains. (b) Black foreign objects.
(c) White stains. (d) Transparent vinyl piece. (e) Normal object.

Anomaly pattern
Method Input Average
(a) (b) (e)
AUC 0.98 0.71 0.82 0.80
TFPM ingle RGB
STFPM (5] Single RG Flscore 0.94 054 0.65 0.71
AUC 0.98 0.70 0.87 0.84
Patchcore-1 [6] Single RGB
F1 score 0.88 0.53 0.75 0.72
AuC . .7 0. 0.89
This work PIF 098 079 93
F1 score 0.91 0.92 0.92 0.91

FIGURE 10. Experimental results on dataset 11l “transparent plastic
bottles” showing that our algorithm has good accuracy for transparent
target objects. (a) Colored film. (b) Transparent vinyl piece. (c) Transparent
thin film. (d) Normal object.

based on DoC [13] combined with the ArcObj method and has
competitive accuracy to STFPM [5].

While Patchcore [6] and STFPM have good accuracy with
the normal dataset (MVTec), the accuracy of AD in reflective
and transparent objects is degraded (see Figs. 9 and 10).

Fig. 9 shows some examples of the cookie dataset. The
cookie was wrapped in a transparent plastic bag, so there were
many specular reflections. Noise was added to the surface of
some samples to represent the abnormal class. There were
four kinds of anomaly: small black stains simulating mold
and small foreign objects;long black acrylic plates simulat-
ing elongated foreign objects; small white stains simulating
mold and small foreign objects; and transparent objects. The
cookie was ¢ 55 mm in size. The bag was 60 mm x 80 mm.
This dataset was for assessing the ability to detect anomalies
against a strong reflective surface. The task was to distinguish
between samples with anomalies (in the yellow circled areas)
and the normal ones.

Fig. 10 shows samples from the second dataset. As in the
first set, there were three abnormal classes: a 5-mm-square
piece of color film; a 5S-mm-square piece of transparent vinyl;
and a 5-mm-square piece of transparent thin film. These for-
eign objects were placed in plastic bottles and were not fixed
in position. They could freely move about inside the bottles.
The bottle had a cylindrical curved surface, for which it is
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TABLE 2. Ablation Study Results Showing That PIF Improved the AD
Accuracy by 0.04 AUC With the Cookie Dataset

Polarized images NN Anomaly pattern of cookie dataset Average
used for evaluation (a) (b) (©) () g
Single, 0 deg 0.84 0.84 0.81 0.77 0.81
Single, 45 deg 0.78 0.83 0.83 0.75 0.79
Single, 90 deg DoC [13] 0.76 0.79 0.79 0.69 0.76
Single, 135 deg 0.77 0.77 0.76 0.70 0.75
4 polarizers,
fusion (PIF) 0.83 0.89 0.83 0.86 0.85

TABLE 3. Ablation Study Results Showing That ArcObj Improved the AD
Accuracy by 0.03 AUC With the Cookie Dataset

Polarized CNN and learning Anomaly pattern of cookie dataset Average
images strategy (@ ®) © (@
DoC [13] 0.83 0.89 0.83 0.86 0.85
Metric learning
Four images L2-norm [27] 0.76 0.80 0.79 0.84 0.80
fusion (PIF) -
This work:
Metric learning 0.91 0.87 0.84 0.89 0.88
ArcObj

difficult to completely eliminate specular reflection through
polarizers. The plastic bottle was about 150 mm x 60 mm.

As shown in Fig. 9, our method achieved a higher accuracy
score than the state-of-the-art methods for all anomaly pat-
terns in the cookie dataset. The AUC was improved by 0.09
points on average compared with Patchcore [6]. Similarly, its
AUC improvement was as high as 0.05 in the case of the
plastic bottle dataset (see Fig. 10).

C. ABLATION STUDY

Ablation studies were conducted on the PIF technique and
ArcObj-based deep metric learning technique to evaluate their
effectiveness. The effectiveness of the image fusion was eval-
uated by comparing two types of one-class classification, that
is, training and testing with only single-angle polarization im-
ages without using image fusion, and training and testing with
polarization images that were fused using the PIF technique
on the cookie sample dataset.

The test results of the ablation study for PIF are given
in Table 2. The transparent bag wrapping the cookie caused
strong specular reflection, so the accuracy varied depending
on the polarizer angle. The proposed PIF technique greatly
improved the accuracy from 0.81 to 0.85 AUC compared with
an AD using single-angle polarization images.

Table 3 gives the results of the ablation study of the deep
metric learning. It compares DoC (which is an unsuper-
vised CNN), the simple deep metric-learning method with the
L2-norm distance [27], and our ArcObj based deep metric
learning method. DoC had high discrimination capability and
achieved the best AUC on some anomaly patterns. However,
the ArcObj-based method achieved the highest AUC on most
anomaly patterns; it had an average improvement of 0.03
AUC over DoC. Moreover, the results show that simply ap-
plying deep metric learning does not contribute to an AUC
improvement; the L2-norm deep metric learning degraded
the AUC compared with that of DoC. For visual inspection
applications, it is better to use the angular distance as in face
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FIGURE 11. Conceptual sketch of a visual inspection system for tiny lenses
for optical industry applications using a quadrupole.

identification tasks. The above results are for the first dataset
only, but similar trends were found for the second and third
datasets.

V. FUTURE APPLICATION

The technology we propose is useful not only in the food
industry but also in the optical equipment industry, such as
in high-power lasers inspection [8], [9]. In these applications,
tiny transparent lenses and transparent laser targets (which are
called shells) about 1 mm in diameter need to be inspected. In
particular, the optical components need to be fed through the
inspection system at a high throughput of 10 Hz or more.

Fig. 11 shows an example of a visual inspection system for
the optical industry application. The proposed AD algorithm
is implemented in an edge computer, which is integrated into
the production line in the factory. For the industrial production
line application, the camera is used to take photos of products
that are automatically transported on a conveyor belt. Abnor-
mal products are removed from the conveyor belt by a robot on
the basis of processing results of the photos by the AD system.
In optical industrial applications such as high-power lasers,
mechanical transport methods, such as conveyor belts are not
suitable for handling tiny lenses of 1 mm in diameter. As
shown in Fig. 11, a quadrupole is used to electrically transport
the lenses in a noncontact manner [10]. The lenses are given
static electricity by the charger and moved by electrostatic in-
duction at a constant speed along the quadrupole rail, as if they
were on a conveyor belt. However, since there is no physical
contact during the movement, there is no risk of scratches or
dust adhering to the lenses. An air jet ejects abnormal products
from the rail.

Our AD system can detect anomaly patterns of the lens.
Fig. 12 shows samples from the lens dataset we collected.
There were four abnormal classes: a small black stain; large
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FIGURE 12. Experimental results on dataset IV “tiny lenses” showing that
our system can be applied to optical industry applications. (a) Small stain.
(b) Large stain. (c) Small abnormal shape. (d) Large abnormal shape.

(e) Normal object.

black stain; small abnormal shape; and large abnormal shape.
The object in this dataset was very small, only 1 mm [see
Fig. 12(e)]. Therefore, only this dataset was photographed
in a static environment using a zoom lens. The background
was changed from being black to transparent to simulate
a quadrupole rail (see Fig. 11). The background color was
greenish due to the lighting setup of the environment. Our
proposed AD system achieved a high AUC for all patterns.
The processing of our AD system has a fast enough inference
throughput such as 10 fps or more with the edge computer
(Jetson Xavier). This technology has sufficient AD capability
and throughput (10 fps) to meet the high throughput require-
ments of high-power laser applications (10 Hz).

VI. CONCLUSION

An automatic visual inspection system was proposed for the
food and optical equipment industries to alleviate the labour
shortage problem. While transparent and reflective materials
are often used in these applications, existing AD systems
have low accuracy in their detection due to low visibility. To
mitigate this problem, two techniques are developed in this
article. The first is PIF which suppresses glare from reflective
surfaces and transparent foreign objects, and the second is
ArcObj-based deep metric learning to improve AUC. These
techniques were validated on image datasets of cookies in
plastic bags and transparent plastic bottles simulating a food
industry application, and lenses simulating an optical industry
application.

As discussed in Section IV-C, the ablation study con-
firmed that our proposed techniques successfully improve
AUC (0.04 points improvement by PIF and 0.03 points im-
provement by ArcObj-based deep metric learning). By using
both techniques, AD accuracy is improved. Compared with
the state-of-the-art AD algorithm Patchcore [6], the accuracy
is improved by 0.09 points with the reflective object dataset of
cookies wrapped in transparent plastic bags.

The most significant feature of the developed technology
is its excellent capability in detecting anomalies in transpar-
ent objects, which is difficult even for the human eye. We
expect our technology to be applicable to not only visual
inspection systems, but also a wide range of computer vision
applications, such as industrial robots for smart logistics and
smart factory applications where transparent object detection
is required.
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The technical challenge of the proposed method is the de-
tection of small anomalies. Our proposed polarization camera
implements four polarizers on the same image sensor surface,
which reduces the resolution to 1/4 that of RGB cameras. In
addition, detailed optimization at the system level, such as
automatic adjustment of the distance between the target and
the camera, is required.
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