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Abstract—Goal: Auscultation for neonates is a simple
and non-invasive method of diagnosing cardiovascular and
respiratory disease. However, obtaining high-quality chest
sounds containing only heart or lung sounds is non-trivial.
Hence, this study introduces a new deep-learning model
named NeoSSNet and evaluates its performance in neona-
tal chest sound separation with previous methods. Meth-
ods: We propose a masked-based architecture similar to
Conv-TasNet. The encoder and decoder consist of 1D con-
volution and 1D transposed convolution, while the mask
generator consists of a convolution and transformer archi-
tecture. The input chest sounds were first encoded as a
sequence of tokens using 1D convolution. The tokens were
then passed to the mask generator to generate two masks,
one for heart sounds and one for lung sounds. Each mask
is then applied to the input token sequence. Lastly, the to-
kens are converted back to waveforms using 1D transposed
convolution. Results: Our proposed model showed supe-
rior results compared to the previous methods based on
objective distortion measures, ranging from a 2.01 dB im-
provement to a 5.06 dB improvement. The proposed model
is also significantly faster than the previous methods, with
at least a 17-time improvement. Conclusions: The proposed
model could be a suitable preprocessing step for any health
monitoring system where only the heart sound or lung
sound is desired.
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Impact Statement— A deep-learning model for neonatal
heart and lung sound separation offers improved perfor-
mance, surpassing previous methods. It could potentially
serve as a real-time preprocessing step in cardiorespiratory
health monitoring systems.

I. INTRODUCTION

AUSCULTATION for neonatal care is critical to physical
examinations. It provides access to heart and lung sounds,

which can be used to diagnose cardio-respiratory conditions and
monitor vital signs. Its application ranges from regular heart-
rate assessment [1], [2] to computer-aided diagnosis [3], [4].
These algorithms work best when using high-quality heart or
lung sounds, but heart and lung sounds typically only come in
pairs and are contaminated by noise. As such, further processing
is needed to isolate the individual sound sources.

There are challenges when separating pure heart and lung
sounds in newborns: (a) Newborns typically have weak heart
and lung sounds due to their smaller organ size. (b) Typical
newborn heart sounds have a frequency band between 50 Hz
and 250 Hz, while newborn lung sounds have a frequency
band between 200 Hz and 1000 Hz [5], causing an overlap
in their spectrum. (c) Newborns have a smaller chest area, so
focusing the auscultation for the desired heart or lung sound is
more difficult. (d) High noise levels in the environment, such
as crying noise and respiratory support noise, can interfere with
the obtained chest sound mixture.

Traditional chest sound separation methods require heart
sound segmentation and lung sound segmentation [5]. For heart
sound segmentation, these methods typically identify the first
heart sound (S1) and the second heart sound (S2). However, most
of these methods struggle in a high-noise scenario. Our recent
works showed that using Non-Negative Factorisation (NMF)
and Non-Negative Co-Factorisation (NMCF) outperforms these
traditional methods when performing chest sound separation in
newborn children [6]. Despite that, there are still some limi-
tations. Namely, computation time and the performance in the
presence of respiratory support noise remain weaknesses of the
method.

Recently, deep learning-based audio source separation has
been proposed in various domains. With the success of deep
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neural networks, they are the state of the art for supervised
separation. As a result, domains with large datasets such as those
in the speech domain [7], [8], [9] and music domain [10], [11],
[12] are dominated by deep neural networks. However, only
a smaller amount of data is available for chest sounds from
neonatal to adult. If the training data is too small, supervised
separation would cause overfitting, thus reducing the model’s
performance. As such, many different approaches have been pro-
posed to overcome this limitation. For instance, Wang et al. used
NMF to aid in the deep learning process [13], while Tsai et al.
exploited the periodicity of heart and lung sounds to perform
the separation [14]. Adding to this, data augmentation-based
learning will be explored in this paper to artificially increase the
number of samples and reduce overfitting.

In addition, deep learning-based audio source separation
models have been dominated by either convolutional neural
networks (CNN) [12], [14] or long short-term memory (LSTM)
networks [8], [9]. Typically, CNNs have the advantage of cap-
turing local features well. However, CNNs must be sufficiently
deep to capture a desired receptive field. LSTM networks, on
the other hand, are capable of learning long-term dependencies.
Nonetheless, LSTM networks can suffer from exploding and
vanishing gradients, making training difficult. In recent times,
state-of-the-art audio encoders have adopted a transformer ar-
chitecture due to their excellent ability to model sequential
data [15], [16]. As such, this paper explores a transformer-based
network architecture.

II. MATERIALS AND METHODS

A. Dataset

Raw chest sound recordings were obtained from a previous
study by Grooby et al. [6]. 71 chest sounds were collected from
newborn babies admitted to Monash Children’s Hospital with
the approval of the Monash Health Human Research Ethics
Committee (HREA/18/MonH/471). The heart and lung sounds
were obtained from the recordings via manual annotations and
served as the ground truth for training and testing. The Supple-
mentary Material details the collection of the data.

Separately, 33 chest sound recordings containing synchronous
vital signs were also collected. The synchronous vital signs
collected include second-by-second heart rate from electrocar-
diogram data and breathing rate from impedance tomography
sensors. These chest sounds were further divided into 21 chest
sounds without respiratory support sounds and 12 chest sounds
with respiratory support sounds.

B. Model Architecture Overview

Inspired by the Conv-TasNet model [7], the model architec-
ture is broken down into three components: encoder, decoder,
and mask generator. Fig. 1 shows the overall system block
diagram. The encoder turns the input waveform of size (1, T )
into a 2-dimensional feature space of size (F,M), where T
represents the number of samples, F represents the feature
dimension, andM represents the number of frames or hops. The
mask generator then takes this 2-dimensional feature space and

Fig. 1. The model architecture used. The model takes in a single-
channel input waveform and outputs a heart and lung waveform, sep-
arated from the input waveform.

Fig. 2. The mask generator in the model. The mask generator takes in
the feature space of shape (F,M) and produces s feature space masks
of shape (s, F,M), where s is the number of sources. Since we are
interested in heart and lung sources, s = 2.

produces 2 feature space masks; one for heart sounds, and one
for lung sounds of shape (2, F,M). Each mask is then applied
to the feature space and passed to the decoder to transform from
the feature space back to the waveform of shape (2, T ).

The encoder and decoder are represented by a 1D convolution
and a 1D transposed convolution, while the mask generator
architecture is shown in Fig. 2. Further explanation of the model
architecture can be found in the Supplementary Material.

C. Training Configuration

The following modifications were made to the training dataset
based on the performance of the trained model on the validation
dataset:

1) The reference noise sound in the training dataset was first
rescaled to have a relative signal power of −20 dB to
0 dB to ensure that the model was able to learn to identify
heart and lung sounds before increasing the relative signal
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TABLE I
MODEL PARAMETER USED FOR THE FINAL MODEL

power to be between −10 dB to 10 dB during the fine-
tuning phase.

2) Instead of having a discrete relative signal power scaling
for lung and noise sound, the signal power scaling was
randomly sampled in the specified range.

3) Stethoscope movement noise is removed from the train-
ing dataset as it decreases the overall performance of
the reconstructed lung sound. Note that the stethoscope
movement noise is still present in the test dataset.

4) For the convolutive mixtures, a random filter length was
chosen between 3 and 5.

5) Instead of training on the whole 10-second segments, an
8-second segment is randomly cropped and trained on.
As such, the model is only trained on samples with a
sequence length of 32,000 samples instead of the whole
40,000 samples.

Table I summarises the model parameter selected for the
model used. The following hyperparameters were found by
sweeping through different combinations of hyperparameters
and choosing the best-performing one based on the performance
evaluation on the validation dataset.

The following training hyperparameters were selected: (a)
the model was trained for 40 epochs, (b) The model was trained
using the AdamW optimiser with the AMSGrad extension [17]
and a weight decay of 0.1, (c) the model was trained with a
learning rate scheduler where an initial learning rate of 1 ×
10−4 is used, with the learning rate being scaled by 0.5 when
the validation accuracy does not improve for 4 epochs, (d) The
gradient in the network is clipped if the L2-norm of the gradient
is greater than 5, (e) The objective of the training is to maximise
the scale-invariant signal-to-distortion ratio (SI-SDR) between
the estimated signals sest and the target signals starget, defined
in (1).

α =
sest · starget

‖starget‖2
enoise = αstarget − sest

SI-SDR = 10 log10
‖αstarget‖2
‖enoise‖2 (1)

TABLE II
THE DESCRIPTION OF THE DECOMPOSED ESTIMATED SIGNAL

D. Evaluation

The proposed NeoSSNet is compared to the previously pro-
posed NMF and NMCF methods [6]. A short description of the
NMF and NMCF methods is included in the Supplementary
Material. All separation methods are evaluated in the following
categories:

1) Objective Distortion Measures Evaluation: Signal-to-
distortion ratio improvement (SDRi) and scale-invariant SDRi
(SI-SDRi) were used as objective measures of the performance
of the separation method on the artificial data. SI-SDR is defined
in (1), while SDR is defined in (2), where the estimated source
can be decomposed as shown in (3). Table II contains the
description of the decomposed signal.

SDR = 10 log10
‖starget‖2

‖einterf + eartif + enoise‖2 (2)

sest = starget + einterf + enoise + eartif (3)

The testing partition is further divided into three partitions
depending on the type of noise sound present: (1) No Noise:
where the input mixture only contains heart and lung sounds.
(2) General Noise: where the input mixture contains crying and
stethoscope movement noises. (3) Respiratory Support: where
the input mixture contains bubble continuous positive airway
pressure (CPAP) noise and ventilator CPAP noise.

2) Heart Error Rate and Breathing Error Rate Evalua-
tion: For the 33 real-world data containing vital signs, the
heart rate error improvement and breathing rate error improve-
ment were reported as the difference before and after pass-
ing through the model compared to the vital signs. The heart
rate was estimated using a modified version of the method
by Springer et al. [18] suitable for the neonatal heart rate
range [19]. The breathing rate was estimated from a 300–450 Hz
power spectral envelope every second using peak detection
[19].

3) Computation Time Evaluation: For speed comparison,
the separation methods were executed on an Intel Core i7-
12800H CPU paired with a Nvidia RTX A1000 GPU. For single
instances, the input waveform was generated randomly with a
length of 40,000 (equivalent to 10 seconds with a sample rate
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TABLE III
MEDIAN SDRI AND SI-SDRI RESULTS FOR THE HEART SOUNDS SEPARATED FROM THE ARTIFICIAL MIXTURE

TABLE IV
MEDIAN SDRI AND SI-SDR RESULTS FOR THE LUNG SOUNDS SEPARATED FROM THE ARTIFICIAL MIXTURE

of 4 kHz) and normalised to have values between −1 and 1.
For batch instances, the input waveform was processed with a
batch size of 16. The batch size then scales down the time taken,
and the rescaled time is reported. The overhead of transferring
data into memory is omitted for the GPU instance measurement.
Every measurement was done ten times, and the mean time taken
was reported.

III. RESULTS

A. Objective Distortion Measures

We investigate the objective distortion measures of the
NeoSSNet with the previous NMF and NMCF methods for
neonatal chest sound separation. Fig. 3 show the violin plots
for the SDRi and SI-SDRi results for each method in separating
heart and lung sounds, while Table III and Table IV shows the
median SDRi and SI-SDRi results for the different methods in
separating heart and sounds.

The NeoSSNet model outperforms previous methods in the
objective distortion measure across all aspects. In particular,
the NeoSSNet performed better in the presence of respiratory
support noise and in separating lung sounds without noise.

B. Heart Rate and Breathing Rate Analysis

We study the effect of applying model separation algorithms
to improve the accuracy of the heart-rate estimation algorithm
and breathing-rate estimation algorithm. Table V shows the heart
rate improvement (HRi) and breathing rate improvement (BRi)
for the real-world chest sounds for each separation method when
compared to the vital signs collected.

For heart rate improvements, when there is no respiratory sup-
port noise, the NeoSSNet performed better, while the previous
NMCF method performed better with respiratory support. How-
ever, the NeoSSNet model performs better regarding breathing
rate improvement than the previous methods in both scenarios.

C. Computation Time

We analyse the computation times for different methods.
Table VI shows the computational time of the proposed method
compared to the previous methods.

TABLE V
THE MEAN HEART RATE AND BREATHING RATE IMPROVEMENT IN BEATS

PER MINUTE (BPM).

TABLE VI
COMPUTATION TIME COMPARISONS.

The NeoSSNet model is significantly faster than the pre-
vious methods. For the single instance case, the proposed
model is 17 times faster than the NMF method and 570 times
faster than the NMCF method. Additionally, the proposed
model benefits from batch processing and GPU support, further
increasing the computation speed compared to the previous
methods.

D. Model Training and Optimisation

We study the effects of different model parameters and train-
ing configurations on the model’s performance. Table VII shows
the objective distortion measurements for the different modifi-
cations made to the baseline model described in Table I. From
the table, we observe the following:
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Fig. 3. Violin plots of the SDRi and SI-SDRi results for the separated heart and lung sounds. Each violin plot contains the median, interquartile
ranges, and the distribution of the SDRi and SI-SDRi results.
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TABLE VII
THE EFFECT OF DIFFERENT MODEL CONFIGURATIONS.

Fig. 4. A comparison of the separated heart and lung sounds in the presence of the respiratory support noise.
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1) The convolution model before the transformer is impor-
tant to improve the model’s performance.

2) The use of convolution/transposed convolution for the
encoder/decoder pair improves the model’s performance,
especially in the respiratory support noise cases, where
the performance of the model. In particular, the following
is the breakdown of the result (SDR-Heart: 5.66 dB, SDR-
Lung: 13.21 dB, SI-SDR-Heart: 5.86 dB, SI-SDR-Lung:
13.46 dB).

3) A smaller kernel size has a small improvement to the
performance of the lung sound separation.

4) An optimal model performance is achieved with a feature
size of 512.

IV. DISCUSSION

Our findings demonstrated improvements based on objective
measures of the separation method compared to previous meth-
ods. In particular, we addressed our previous limitations in han-
dling respiratory support noises. We theorised that this improve-
ment comes from the use of convolution-based encoder/decoder
architecture rather than the traditional STFT/iSTFT-based en-
coder/decoder architecture. This is further supported in the
model parameter section, where changing the encoder/decoder
back to STFT/iSTFT causes the model to regress to the per-
formance of previous methods. Therefore, we hypothesised
that STFT/iSTFT is not optimal when performing chest sound
separation in the presence of respiratory support noise. Instead,
the linear transformations learned by convolution-based en-
coder/decoder are optimal.

The findings did not meet expectations when observing the
heart rate and breathing rate algorithm analysis. Despite observ-
ing some performance enhancement, the performance improve-
ment falls short of expectations. This result could be due to a
few factors: (a) In the heart rate improvement case, the heart
rate estimation algorithm is already robust to noises, and all
three algorithms only work to improve the outlier samples. (b)
The chest sound quality for most samples was low, with minimal
to nonexistent detection of both heart and lung sounds. This is
especially true for the respiratory support samples, where the
respiratory support machine noises dominated the chest sound
recordings. Notwithstanding the foregoing, these samples are
typically what is expected, and further improvement has to
be made here to improve the performance of these models.
This highlights that higher objective measures do not directly
correlate with enhancing the performance of algorithms, and the
performance of these algorithms can be down to many factors.

One definitive metric that the proposed model handily outper-
forms previous methods is in computation time. This is because
NMF and NMCF require gradient descent to perform matrix
factorisation. This significantly increases the computational re-
quirements of NMF and NMCF, and as such, NeoSSNet can
perform much faster.

Fig. 4 shows two separated chest sounds in the presence of
respiratory support noise. Overall, the heart and lung sounds
generated by NeoSSNet are cleaner, with less background noise,
compared to the previous methods. Fig. 4(b) showcases where

the heart sounds generated by NeoSSNet outperform the pre-
vious methods, where the separated heart sounds still contain
a significant amount of noise. As such, we observed significant
improvements in the separation performance of NeoSSNet when
compared to previous methods in the presence of respiratory
support noise.

A. Future Works

Although the model performed well with artificial chest sound
mixtures, there is still room for improvement in its real-world
chest sound performance. A simple idea here is to incorporate
real-world metrics such as heart error rate, breathing error rate,
or subjective signal-quality metrics into the loss function to
improve the model’s performance for real-world use.

One limitation of the NeoSSNet when generating heart sounds
is the possible insertion of phantom heartbeats. This can be seen
in Fig. 4(b), where extra S2 beats are inserted into the separated
heart sounds. As such, more physics-informed learning will be
explored in the future to ensure that the separated chest sounds
will follow our current understanding of heart and lung sounds.

Lastly, we acknowledge that our current models may exhibit
biases due to being trained on a particular set of demographics
using only a single type of digital stethoscope. The dataset only
consists of newborn babies admitted to Monash Children’s Hos-
pital and recorded using a CliniCloud stethoscope. As such, the
model’s current applicability and accuracy are limited. In future
work, we aim to use more diverse open-source phonocardiogram
datasets from different parts of the world using various digital
stethoscope brands to expand the diversity of the dataset and
reduce the model bias.

V. CONCLUSION

We conclude that the proposed deep learning-based sound
separation method represents an advancement in neonatal chest
sound separation compared to previous methods. These im-
provements suggest that the proposed model could replace
previous neonatal chest sound separation methods. For exam-
ple, our model’s improved objective distortion measurements
imply that the separated heart and lung sounds are of better
quality than previous attempts, potentially making them suit-
able as a preprocessing step for various algorithms involving
phonocardiogram-based health monitoring systems. Addition-
ally, the significantly lower computational costs suggest that
the proposed model could be ideal for real-time applications.
Nevertheless, subjective signal-quality measurements and ex-
ploring a physics-informed neural network remain uncharted
territory, which may help bridge the gap between real-world
chest sound separation and the removal of noisy ground truth
samples.

SUPPLEMENTARY MATERIALS

The supplementary material contains the following items: (1)
some basic background on the NMF and NMCF methods, (2)
the data collection process, and (3) further details on the model
architecture.
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