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Abstract—Goal: The modern way of living has signifi-
cantly influenced the daily diet. The ever-increasing num-
ber of people with obesity, diabetes and cardiovascular
diseases stresses the need to find tools that could help
in the daily intake of the necessary nutrients. Methods: In
this paper, we present an automated image-based dietary
assessment system of Mediterranean food, based on: 1) an
image dataset of Mediterranean foods, 2) on a pre-trained
Convolutional Neural Network (CNN) for food image classi-
fication, and 3) on stereo vision techniques for the volume
and nutrition estimation of the food. We use a pre-trained
CNN in the Food-101 dataset to train a deep learning classi-
fication model employing our dataset Mediterranean Greek
Food (MedGRFood). Based on the EfficientNet family of
CNNs, we use the EfficientNetB2 both for the pre-trained
model and its weights evaluation, as well as for classifying
food images in the MedGRFood dataset. Next, we estimate
the volume of the food, through 3D food reconstruction
of two images taken by a smartphone camera. The pro-
posed volume estimation subsystem uses stereo vision
techniques and algorithms, and needs the input of two food
images to reconstruct the point cloud of the food and to
compute its quantity. Results: The classification accuracy
where true class matches with the most probable class
predicted by the model (Top-1 accuracy) is 83.8%, while
the accuracy where true class matches with any one of
the 5 most probable classes predicted by the model (Top-5
accuracy) is 97.6%, for the food classification subsystem.
The food volume estimation subsystem achieves an over-
all mean absolute percentage error 10.5% for 148 different
food dishes. Conclusions: The proposed automated image-
based dietary assessment system provides the capability
of continuous recording of health data in real time.
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Impact Statement— The proposed methodology is a fully
automated process to calculate the nutritional composition,
capturing food images through a smartphone camera.

l. INTRODUCTION

DAILY healthy diet and a daily intake of essential nutrients
A can significantly affect the modern lifestyle as they prevent
malnutrition in all its forms, but also a wide range of nutrition-
related diseases. Chronic noninfective diseases, such as obesity,
diabetes and cardiovascular diseases may be affected either
positively or negatively by an individual’s diet. Diabetes mellitus
is considered a group of metabolic disorders characterized by a
high blood sugar level (glucose) and has become a common
disease of the modern way of life [1]. To date about 537 million
adults live with diabetes, while this number is projected to rise
to 783 million by 2045. Moreover, diabetes has been associated
with 6.7 million deaths globally in 2021 [2]. Cardiovascular
diseases (CVDs) are a group of heart or blood vessels disorders
and are the principal cause of death worldwide, approximately
17.9 million deaths each year. CVDs representing 32% of all
deaths regardless the cause [3]. Obesity and overweight is a
complex disease involving an excessive amount of body fat that
may impair health. As 39 million children under the age of five
in 2020 were overweight or obese, one could say that obesity
has reached epidemic proportions worldwide [4]. Over time,
obesity leads to many serious health problems such as heart
diseases, stroke, type 2 diabetes and some types of cancer [5].
Over the past two years the whole world has been plagued by the
pandemic called coronavirus disease (COVID-19), which causes
primarily seriously respiratory problems [6]. COVID-19 is char-
acterized, among others, mainly by pneumonia, lymphopenia,
exhausted lymphocytes and cytokine storm and has led so far to
millions of deaths worldwide [7]. Recent studies [8], [9] show
that proper nutrition should be taken into account in patients
who have been admitted to intensive care units (ICUs) due to
the SARS-CoV-2 virus.

Nowadays, with Artificial Intelligence (Al), the Internet of
Things (IoT) and computer vision becoming omnipresent tech-
nologies, individuals are allowed to use food applications to
monitor and record their daily diet [10]. The large number
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of these applications and their increasing use, has made them
more popular, compared to traditional methods of calculating
nutritional composition. Important parts in nutrition apps are
the food classification systems, the volume estimation systems,
as well as the food image and the nutrition databases.

The food image dataset is the key to creating a highly accurate
model for a dietary assessment system. These datasets can be
characterized by the number of food classes [11] and the total
number of images they include [12], the type of cuisine [13], the
quality of the images, the source of the images [14] and by their
use (for training or evaluation of the food classification system,
or used only for the evaluation of the food volume estimation
system) [15].

Image classification, which is a subset of Al and computer
vision, is the process of defining and labeling groups of pixels
or vectors within an image based on precise rules Food classifi-
cation systems are responsible for the identification of the food
class to which a food image belongs. Existing food image clas-
sification approaches can be divided into two main categories:
(1) traditional machine learning approaches [16], and (2) deep
learning approaches [17]. The creation of more accurate classi-
fication models along with the increased computing capabilities
and the ability to train deep learning models through the graphic
processing unit (GPU), imposed deep learning approaches for
the classification of food images in the last years. The existence
of large food datasets has also played an important role in this
choice, as the effectiveness of deep learning approaches depends
directly on the number of images in the dataset. The metrics
used to evaluate food classification models are the top-1 and
top-5 accuracy. Top-1 accuracy is the accuracy where true class
matches with the most probable classes predicted by the model,
while top-5 accuracy is the accuracy where true class matches
with any one of the five most probable classes predicted by the
model.

The final step in a food dietary assessment system comprises
the estimation of foods’ quantity and the analysis of their
nutritional composition, such as carbohydrates, proteins, fats
and total calories. Accurate estimation of the amount of food,
assumes that the previous step of food classification has been
accomplished correctly. The existing approaches in food image
volume estimation, can be divided into five main categories:
stereo-based approaches [18], depth camera approaches [19],
pre-build shape templates approaches [20], perspective trans-
formation approaches [21] and deep learning approaches [22].
The food volume estimation is a demanding process which in
most cases requires a specific number of images and a specific
way of taking them, a controlled environment and in many cases
dedicated cameras for capturing food images.

In this study, we present a fully automated image-based
dietary assessment system. We report the characteristics of the
food image dataset and the methods used for classifying the
content of food images and estimating the food volume. First, we
present anew food image dataset representing the Mediterranean
cuisine which enables the development and evaluation of both
computational modelling subsystems. This is the first study in
this field concerning Mediterranean foods and, in addition to
this, the number of foods used to evaluate the food volume

estimation system is greater than those reported in the relevant
literature [23]. Second, unlike most food-image classification
studies, we leverage a model pre-trained on food imaging-data
instead of the non-specific ImageNet dataset. In particular, we
use a Convolutional Neural Network (CNN) pre-trained on the
Food-101 dataset [11]. Third, the food volume estimation relies
on the 3D-reconstruction of the food and its volume computation
from two distinct images via stereo vision techniques. Fourth,
the Greek Food Composition Dataset by the Hellenic Health
Foundation [24] allow us to infer food macronutrients, i.e.,
carbohydrates, proteins and fats.

This study is a continuation of our recent work in this field
[25], [26], [27] synthesizing improved versions of the employed
methods in an integrated fully automated system and providing
an enhanced evaluation of their predictive performance. First, we
progressively built the MedGRFood dataset by increasing both
the number of represented food classes and the number of im-
ages per class; its complete version is provided herein. Second,
the architecture of the EfficientNetB2-based food classification
subsystem, as compared with the one presented in [25], has been
refined by utilising a pretrained model on a food images-specific
dataset (i.e., the Food-101 dataset) which is, subsequently, fine-
tuned on the complete version of the MedGRFood dataset; these
modifications were translated into more accurate predictions.
Though the methods of the food volume estimation subsystem
are similar to those specified in [26], herein, we demonstrate
their robustness by testing and verifying the reproducibility of
the results using the updated dataset comprising 10000 im-
ages (vs 5000 images in its previous version). In addition, the
functionality of the latter subsystem is enhanced by adding a
subcomponent indexing the recognised food into the Greek Food
Composition Dataset and calculating its macronutrients based
on the estimated volume. In [27], we presented an overview of
the entire system as built upon a previous version of the dataset;
nonetheless, herein, we transparently report all technical details
required for reproducing the underlying methods and results.

The primary intended use of the proposed system lies in the
context of digital-based dietary assessment interventions, e.g.,
as integrated into a dietary assessment application aiming at
improving a person’s eating habits or into an electronic health
record system aiming at monitoring and prescribing the diet of
patients. In addition, the output of the proposed system, i.e.,
macronutrients, can make up the input of predictive models of
health outcomes affected by one individual’s diet, e.g., blood
glucose prediction models.

Il. MATERIALS AND METHODS

The proposed dietary assessment system needs two food
images to calculate the nutritional composition of the food.
Initially, using a smartphone camera, the images are taken with
a shooting angle of about 45 degrees from the vertical axis
of food, and at a distance of about 40—50 cm. A reference
card placed next to the dish helps to estimate the scale of the
captured images. Then, the food classification subsystem, using
deep learning techniques, recognizes the class of the food. At the
same time, the food volume estimation subsystem, using stereo
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Fig. 1. The proposed dietary assessment system.

vision techniques creates a 3D reconstruction of the food and
estimates its quantity. An appropriate food image database was
created for the training and evaluation of the two subsystems.
The image database consists of two sub-datasets: (a) an image
dataset appropriate for deep learning classification models, and
(b) an image dataset appropriate for food volume estimation
systems based on stereo vision techniques. Finally, knowing
the class of food and its volume, using the USDA database
[28] and the Greek Food Composition Dataset by the Hellenic
Health Foundation, we compute the nutritional composition of
the capturing food. The main parts of the proposed dietary
assessment system are: (i) the food image dataset and food
nutrition database, (ii) the classification subsystem, and (iii) the
volume estimation subsystem are shown in Fig. 1. The following
subsections describe and analyze the main parts, techniques and
algorithms of the proposed dietary assessment system.

A. MedGRFood Image Dataset

The Mediterranean diet is a well-known healthy dietary pat-
tern which is based on the traditional cuisines of Greece, Italy,
Spain and other countries that border the Mediterranean Sea.
Plant-based foods, such as vegetables, legumes, fruits, nuts and
seeds, are the foundation of the diet. Olive oil is the main
source of added fat. Moreover, fish, seafood, dairy (e.g., yogurt,
cheese) and poultry are included in moderation while red meat
and sweets are eaten only occasionally [29]. Adoption of the
Mediterranean diet has been associated with a reduced risk of
developing chronic diseases, such as diabetes, CVDs, obesity
and even cancer [30], [31]. Therefore, we collected food images
of the Mediterranean cuisine and we created the MedGRFood
dataset, which are classified into eight food categories, based
on the Greek Food Composition Dataset by the Hellenic Health

Foundation. More specifically, the food categories are the fol-
lowing: (i) Milk, dairy products or milk substitutes, (ii) Egg
or egg products, (iii) Meat or meat products, (iv) Seafood or
related products, (v) Grain or grain products, (vi) Vegetable
or vegetable products, (vii) Sugar or sugar products, and (viii)
Miscellaneous food products. The MedGRFood dataset includes
two sub-datasets: (a) the first sub-dataset consists of 51,840 food
images which belong to 160 food classes, with 324 images per
class and is appropriate for food classification systems, and (b)
the second sub-dataset is appropriate for food volume estimation
systems and consists of 10,000 food images which belong to 190
food classes. In the first sub-dataset most of the images have
been collected from the web, while the rest have been taken
under specific conditions, completing the required number of
images per food class for a balanced dataset. This is a labelled
dataset that contains good quality images, making it ideal for
training and evaluating deep learning classification models. In
the second sub-dataset all images have been collected under
specific conditions (lighting and capturing angle conditions)
with a reference card next to the plate and it contains high quality
images with known weight of food. For each food class there
are at least five different dishes; and for each dish at least two
pairs of images are captured, suitable for stereo vision analysis
and Structure from Motion (SfM) systems.

B. Food Classification Subsystem

To create the food recognition model we used as base model
an existing CNN classification model, that belongs to the Effi-
cientNet [32] model family. First, we trained the CNN model
in the Food-101 dataset and then we trained the new food
classification model using the MedGRFood dataset. Moreover,
transfer learning, fine tuning and data augmentation techniques
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Fig. 2. The architecture of the proposed classification model.

were applied to improve the top-1 and top-5 accuracy and to
reduce the loss of the food classification model. We have chosen
the Food-101 image dataset due to the large number of food
images it contained in each food class, allowing this way the
pre-trained classification model to be train of and adjust better
the weights of the model’s layers to images containing food
items.

1) EfficientNet: EfficientNet is a convolutional neural net-
work architecture and scaling method that uniformly scales all
dimensions of depth, width and resolution using a compound
coefficient. In contrast to the conventional practice of arbitrarily
scaling these factors, the EfficientNet scaling method uniformly
scales network depth, width and resolution with a set of fixed
scaling coefficients. The depth corresponds to the number of
layers in the CNN. The width is related to the number of neurons
in a layer, or more relevantly to the number of filters in a
convolutional layer. The resolution is the height and width of the
input image. Increasing the depth, by adding more convolutional
layers, allows the network to learn more complicated features.
However, deeper networks become difficult to train and require
more computational power. Scaling the width of the CNNs
allows layers to learn more detailed features. Higher image
resolution provides a greater detail of image details, improving
the model’s ability to detect and analyze relatively smaller
objects and export finer patterns [32]. In this study we use the
EfficientNetB2 as base model for the food image classification
subsystem.

2) System Architecture: The architecture of food classi-
fication subsystem consists of seven CNN block layers based
on EfficientNet-B2 deep learning model and three blocks of
fully connected activation, batch normalization and drop-out
layers. Each of the seven blocks have a varying number of
sub-blocks. The total number of layers is 349 for the classifi-
cation model. The architecture of the baseline network uses a
mobile inverted bottleneck convolution similar to MobileNet V2
[33] but is slightly larger due to the increase in Floating-point
Operations per Second (FLOPS). The size of the input image
is 260x260x3 and the total number of the models’ trainable
parameters are 486,359,066. The architecture of the proposed
classification model is shown in Fig. 2. We use the multi-class
cross-entropy loss function for the food classification problem.

i/
Trained in MedGRFood dataset

The cross-entropy calculates a score that summarizes the average
difference between the actual and predicted probability distri-
butions for all classes in the problem. The score is minimized
and a perfect cross-entropy value is 0. The model has been
trained for 250 epochs using the stochastic gradient descent
(SGD) optimizer [34]. Finally, we chose a scaled learning rate
with initial value 0.001 and final value 0.0000001. The learning
rate decreases by a factor 0.9 when the validation loss stops
improving for three epochs. Finally, for the activation function
we used the Swish [35].

3) Transfer Learning and Fine-Tuning: Deep learning al-
gorithms, so far, have been designed to work individually. These
algorithms are trained to solve specific tasks and must be rebuilt
from scratch as soon as the distribution of feature-space changes.
Transfer learning is the concept of overcoming the isolated learn-
ing paradigm and leveraging the knowledge gained for a task to
solve related ones. Moreover, it is considered a popular method
in machine learning because it allows the user to build accurate
models in a timesaving way [36]. In deep neural networks, the
initial layers are used to capture general features and detect
simpler patterns, such as edges, corners and shape features, while
the subsequent layers focus more on specific dataset features
and more complex patterns that they detect. Taking advantage
of this property, the intuition behind transfer learning is that it
focuses on storing the knowledge gained in solving a problem
and applying it to a different but related problem. Throughout the
related literature, the training of the food classification model is
done either from scratch or transfer learning is applied, using a
pre-trained CNN model in the ImageNet LSVRC-2012 dataset.
In this study we apply the transfer learning technique, but we
use a pre-trained CNN model in the Food-101 dataset and not
in ImageNet. Knowing that the early layers extract and learn
general features (such as edges and simple textures) while the
later layers extract and learn detailed or high-level features (such
as more complex textures and patterns), we take advantage of
the related images with our own dataset and their large number
of Food-101 images, by transferring knowledge to our own
task.

Fine-tuning involves unfreezing some layers of the CNN
model for feature extraction and jointly training the newly added
part of the model and these top layers. We use the fine-tuning
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Fig. 3. Proposed volume and nutrition estimation subsystem pipeline.

technique, in which the first layers of the recognition model are
frozen, transferring to these layers the weights of the pre-trained
model mentioned above, while the last layers of model are
unfreezing and re-trained on the new data with a very low learn-
ing rate. This can potentially achieve meaningful improvements
by incrementally adapting the pre-trained features to the new
data. Initially, in the proposed CNN model, we unfreeze the
last two blocks of network layers. Then, we add three blocks
of fully connected, activation and drop-out layers on the base
EfficientNet-B2. Finally, the unfreezing layers and the additional
layers are trained in MedGRFood dataset. These added layers
further increase the performance of the proposed model and
prevent overfitting problem.

4) Data Augmentation: Data augmentation is based on
techniques used to enhance the volume and the diversity of
training data, by applying random but realistic transformations
of existing data. Data augmentation acts as a regularizer, makes
the model more robust to slight variations, helps to reduce
overfitting and improves the performance when training a CNN
model [37]. In the field of image classification, these are done
to utilize the full power of the CNN, which is able to capture
translational invariance. This translational invariance is what
makes image classification such a difficult task. Our goal is to
train a set of food images which is as representative as possible
in reality, increasing the number of images that will be trained.
Therefore, geometric transformation such as cropping, flipping,
zooming and rotation techniques are applied to increase the
amount and the variety of food images in the training data.

C. Food Volume Estimation Subsystem

Initially, for the estimation of food volume and for its 3D
reconstruction, some assumptions need to be made: i) the
smartphone’s camera is calibrated and we know the intrinsic
camera matrix, ii) the food volume estimation subsystem needs
two images of food to calculate its volume, iii) the two images
are taken with a slight shifting of the camera to the right when
capturing the second image, iv) the images are taken at a distance
of about 40—50 cm from the dish, and with a shooting angle of
about 45 degrees from the vertical axis of food, v) the type of
dish used should be shallow, and vi) a reference card of known
dimensions (8.5 x 5.5 cm) is placed next to the dish. Fig. 3 shows
the pipeline and the major steps of the proposed methodology.

Food Macronutrients
an_tgrlt_Es_ti_m_o_ﬁgn

/ \

Calories: 520 kcal
Carbs: 194 g
Fat: 40 g
Proteins: 19.4 g

P ———

S, .

1) Image Pre-Processing and Point Matching: The first
step of the proposed methodology is to improve the quality of the
input images by applying the CLAHE histogram equalization,
and at the same time the input images are resized to 600x800
pixels (Fig. 4(b)). Improving image quality helps to find more
matching points between the two images. Next, we are looking
for specific patterns or specific features, such as corners and
edges, which are unique and can be easily tracked and compared.
We search and find these features in the first and the second
image using the BEBLID descriptor [38], which detects and
extracts them. The Brute-Force descriptor matcher [39] is used
to compare the two sets of keypoint descriptors and to generate a
list of matches. A pair of food images is considered to be relevant
if it produces at least 50 matches.

2) Pose Estimation: Camera pose (rotation and translation
matrix) is referred to the position and orientation of a camera
in relation to the world coordinate system, known as the
reference coordinate system. To achieve this, we first filter
the inliers from the outliers matching points by calculating
the homographic matrix using the RANSAC-based robust
method [40]. The RANSAC maximum reprojection error
for treating a point as inlier is set to 0.6% of the largest
image dimension and the level of confidence is set to 99%. In
addition, to further improve the coordinates of corresponding
inliers, we use the optimal triangulation method, where for
each given inlier correspondence inliersi[i] <> inliers2[i] and
the fundamental matrix F from the corresponding inliers, it
computes the corrected correspondences newlnliersl[i] <
newlnliers2[i] that minimize the geometric error d(inliersl[i],
newlnliers1[i])>+d(inliers2[i],newInliers2[i]? (Fig.  4(c)),
(where d(a,b) is the geometric distance between inliers a and b),
subject to the epipolar constraint newlnliers2”sFxnewlnliers]
= 0 (Fig. 4(d)). Finally we can retrieve the relative camera
rotation and the translation matrices from the estimated essential
matrix and the corresponding inliers in two images, using the
cheirality check [41].

3) Scale Determination: In order to estimate the scale fac-
tor of the image, a reference card with known dimensions is
placed next to the dish. To find the scale factor, we first detect
the reference card in the image followed by its 3D reconstruction
to obtain the corresponding 3D coordinates. For reference card
detection we use a pattern of the card and we compute the
homography between the food image and the pattern (Fig. 4(e)).
Let dpes be the real distance of reference card and dg; be its
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size as obtained by estimation in 3D, then the scale factor is
computed using the ratio dr./d gsi.

4) Stereo Matching: To estimate the dense depth map be-
tween the two images, first the image pair is rectified, so that we
can search for corresponding pixels between them (Fig. 4(f)).
Stereo rectification reprojects the images to a new common
plane parallel to the line between the camera centers. If the
images have been rectified correctly, then a point in the first
image and a point in the second image, that correspond to the
same 3D world point, will be on the same vertical coordinate.
Next, we apply stereo matching techniques to estimate the dense
depth map, by finding the disparity map among corresponding
pixels in rectified images. To create the disparity map we use a
modified version of the algorithm proposed in [42]. Finally, in
this step we apply a weighted least square (wls) filter to align
the disparity map edges with those of the source image and
to propagate the disparity values from high- to low-confidence
regions (Fig. 4(g)).

5) 3D Reconstruction and Volume Estimation: To calcu-
late the volume of the food we need to reconstruct its 3D shape,
creating the corresponding 3D point cloud. Next, we convert the
point cloud to a 3D surface, using the Delaunay triangulation
[43], building a triangle mesh over the existing vertices of
the point cloud (Fig. 4(h)). Knowing that from a stereo vision
method we obtained an unstructured point cloud, we perform
surface reconstruction to get a network of triangles. The last step
of the proposed volume estimation subsystem is to calculate the
amount of the food. To achieve this, we need to extract the food
from the surface of the dish. Considering that the reference card
defines the table plane and the bottom of the dish, we apply the
RANSAC algorithm to find the plane with the largest support in
the point cloud (Fig. 4(h)). Then, only the 3D points above this
plane are used to estimate the volume of the food computing
the convex hull of triangles. Finally, the USDA database can be
used to estimate the weight of the food in grams using (1):

West = Vest * WUSDA/VUSDA7 (1)

ee] ok
= =

Example of the proposed methodology for the dietary assessment subsystem.

¢ — Inliers matching points

d — Epipolar lines

h — Point cloud and volume

after wls filter estimation of food

where V4, is the estimated volume of food, while W spa and
Vuspa are the weight and volume of food, respectively, in the
USDA food database. Finally, we use the Greek Food Composi-
tion Dataset to calculate macronutrients, such as carbohydrates,
proteins, and fats through (2):

Macroess = Macrogrop * West /100, (2)

where Macro.s; is the estimated macronutrient, while
Macro g pcp 1s the macronutrient of food in Greek Food Com-
position Dataset and Wy, is the estimated volume of food.

D. Implementation

We used the python programming language to implement
the dietary assessment system in the Anaconda environment.
Knowing the increased computing power requirements of CNN
models, we also used the cuda toolkit, the cudnn and tensorflow
libraries, for model training and validation of classification sub-
system, through the Nvidia GeForce RTX 3080 graphic process-
ing unit. Also, we used the opencv, scipy and open3d libraries
for the implementation of food volume estimation subsystem.

lll. RESULTS
A. Food Classification Subsystem

To evaluate the proposed food classification subsystem, we
further constructed and trained four well-known CNN classifica-
tion models. The additional CNN classification models we used
and trained are EfficientNetB2, ResNet50 [44], InceptionV3
[45] and DenseNet169 [46]. In all four models, we applied the
fine-tuning technique using the pre-trained weights in the Ima-
geNet dataset [47] for the frozen layers. In the proposed model,
we applied the fine-tuning using the weights of the pre-trained
EfficientNetB2 model in the Food-101 dataset, which is the
methodology we propose to evaluate the food classification sub-
system. More specifically, in the first model (EfficientNetB2),
we applied the fine-tuning technique retraining the last two
convolutional blocks of layers in the MedGRFood dataset. By
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TABLE |
CLASSIFICATION RESULTS BETWEEN THE FIVE MODELS

Model 122;2‘%, (%) itc)gl-liacy (%) Loss Recall F1-score
First model (EfficientNetB2) 80.6 96.7 0.85 0.81 0.80
Second model (ResNet50) 78.2 95.8 1.13 0.78 0.78
Third model (InceptionV3) 79.3 96.1 1.02 0.79 0.79
Fourth model (DenseNet169) 81.1 96.5 0.90 0.81 0.81
Proposed model 83.8 97.6 0.68 0.84 0.83

using this model, we achieved 80.6% and 96.7% top-1 and top-5
accuracy, respectively, while the loss of the model was 0.85.
In the second model (ResNet50), we applied the fine-tuning
technique retraining the last convolutional block of layers in the
MedGRFood dataset. By using the second model, we achieved
78.2% and 95.8% top-1 and top-5 accuracy, respectively, while
the loss of the model was 1.13. In the third model (InceptionV3),
we applied the fine-tuning technique retraining the last two
convolutional blocks of layers in the MedGRFood dataset. By
using the third model, we achieved 79.3% and 96.1% top-1
and top-5 accuracy, respectively, while the loss of the model
was 1.02. In the fourth model (DenseNet169), we applied the
fine-tuning technique retraining the last convolutional block of
layers in the MedGRFood dataset. By using the fourth model,
we achieved 81.1% and 96.5% top-1 and top-5 accuracy, re-
spectively, while the loss of the model was 0.90. In the proposed
model, we first trained our model in the Food-101 dataset. Then,
we used these weights for the first layers of the base model,
while for the last two blocks of layers, we applied the fine-tuning
technique, retraining them in the MedGRFood dataset. The top-1
and top-5 accuracy for the proposed method were 83.8% and
97.6%, respectively, while the loss was 0.68. Table I presents
the classification results of the five models. All models have
been trained for 250 epochs using the same hardware. The Med-
GRFood dataset is partitioned into the training and validation
set, using a ratio of 78:22 (78% is used for model training and
22% is used for model validation).

We observe that the first four models which are pre-trained
in the ImageNet dataset, have lower values in the top-1, top -5,
recall and f1-score indices while they have a higher value in the
loss index. The comparison of the classification models with the
proposed model shows that the use of pre-trained weights from
arelevant dataset with the dataset of images we want to classify,
leads to obtaining better results than training the classification
model using pre-trained weights of a more general image dataset.
In addition, it is worth mentioning the significant difference
in the loss index, between these models, where our proposed
methodology achieves the lowest value. Fig. 5 shows the curves
of the top-1 accuracy, top-5 accuracy and loss indices in the
validation set between the five classification models, proving the
efficiency of the proposed model for food image classification.
Overall, we see that the proposed model has the best values in all
indices, followed by EfficientNetB2 along with DenseNet169,

InceptionV 3 being the fourth in a row in performance and finally
ResNet50. Examining the loss index curves, we notice that in
CNN ResNet50, InceptionV3 and DenseNet169 networks there
is a slight tendency for the index to increase over the epochs,
while in the proposed model and in EfficientNetB2 the value of
the loss index remains constant. In addition, the proposed model
has a very low value for the loss index, that shows how well
our model behaves after each iteration of optimization. Also,
the comparison between the curves of the models shows that
our methodology allows the fastest convergence to the optimal
value of each index. The total number of training parameters
created between the models is huge, requiring a lot of training
time and an increased computational cost and power. In addition,
we must not forget that the proposed methodology presupposes
the training of the base model in the Food-101 dataset, requiring
additional training time. However, the improvement of the top-1
and top-5 accuracy indices and the reduction of the loss index
value, make the deep learning model we proposed a better choice
to deal with the food classification problems. The high value of
the top-1 accuracy index of the proposed methodology, con-
sidered that there are several foods in the MedGRFood dataset
that may look-alike (i.e., moussaka, pastitsio, lasagna, spinach
pie, cheese pie, etc.), make the classification of food difficult
and they maintain the top-1 accuracy in a constant value (about
84%). The fact that several foods look similar is evident from
the value of the top-5 accuracy index, which is very high and
is one of the best top-5 values according to the literature [48].
By achieving better performance with the proposed model pre-
trained in food imaging data when compared to the pre-trained
models in non-food imaging data, we proved the superiority of
the proposed classification model.

B. Food Volume Estimation Subsystem

To evaluate the food volume, we have calculated the mean
absolute percentage error (MAPE) for the food dishes, and have
made five different estimates for each dish from the MedGRFood
dataset. Equation (3) is used to calculate MAPE; of each dish
[18].
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Top-1, top-5 and loss comparison between the classification

where V., 1S the real volume of food, while V., is the estimated
volume. To calculate the overall MAPE of the food volume
estimation subsystem we use (4). In total, we estimate the
volume of 148 dishes from the MedGRFood image dataset.

148

MAPEoyeran = —= ¥  MAPE, )
=1

148 4

TABLE I
SUBSYSTEM MAPE FOR EACH FOOD CATEGORY

Food category Nurflber of MAPE
dishes (%)
Milk,. dairy products or milk 1 15.4
substitutes
Egg or egg products 3 11.4
Meat or meat products 23 8.6
Seafood or related products 20 8.7
Grain or grain products 48 10.3
Vegetable or vegetable products 28 10.6
Sugar or sugar products 1 10.2
Miscellaneous food products 24 13

The overall MAPE of the proposed food volume estimation
subsystem is 10.5%. Table II shows the number of different
dishes and the MAPE index for each food category from the
MedGRFood dataset. We observe that categories of foods that
contain dishes with few and weak features, such as milk prod-
ucts, present a higher MAPE compared to categories of dishes
with many and strong features, such as meat products. In Fig. 6
we observe that the dishes belonging to the miscellaneous prod-
ucts category have the largest distribution, which is explained
by the diversity of dishes belonging to this category. Finally,
categories such as seafood, meat and vegetables products a
controlled distribution as they consist of dishes with similar
features.

IV. DISCUSSION AND CONCLUSION

In this paper we presented an automated image-based dietary
assessment system which consists of three major parts: (i) the
MedGRFood image dataset, (ii) the food classification subsys-
tem and (iii) the food volume estimation subsystem.

The use of deep learning techniques to classify food images
requires the development of datasets with a big amount of
imaging data. However, the existing food image datasets are
limited to the number of food classes, depending on the dataset
constructor’s eating habits and the type of cuisine one wants to
cover. In addition, image quality has positive or negative effect
on the performance of classification systems, so it is equally
important that the food image dataset contains high-resolution
images. High quality images allow the classification model to
be trained with higher-resolution images, in which more details
of the food are discernible, creating models having better ac-
curacy. The MedGRFood image dataset is a first step towards
the creation of a complete dataset of food images representing
the Mediterranean cuisine and diet, according to the Greek
Food Composition Dataset by the Hellenic Health Foundation.
Expanding the dataset by adding images from missing foods
classes and categories, such as fruits, is the next step in com-
pleting it, which will provide a comprehensive food dataset with
high-resolution images available to the scientific community for
research purposes.

By using the EfficientNetB2 pre-trained in Food-101 image
dataset as base classification model and by applying fine tuning,
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transfer learning and data augmentation techniques, we were
able to achieve 83.8% top-1 accuracy and 97.6% top-5 accuracy
in the MedGRFood food image dataset. By achieving better
performance with the proposed model in the Food-101 when
compared to the pre-trained models in the ImageNet, we proved
the significancy of pre-trained classification model in a rele-
vant dataset. Our methodology presupposes the identification
of the appropriate dataset and the training of the base model
in the Food-101 dataset. While most food classification models
are either trained in a dataset from scratch or use a pre-trained
model in the ImageNet dataset, we used a pre-trained model
on a food dataset. Therefore, the proposed methodology for
image classification, can also be used to classify images from
different datasets. Knowing that basic image processing tasks
(such as edge detection) are performed in the first layers of a
CNN classification model, we used the pre-trained weights of a
related dataset to significantly improve all classification indices.
We chose the EfficientNet as base model because it achieves
both higher accuracy and better efficiency compared to previous
CNNss image classification models. Furthermore, the computa-
tional cost, the parameters size in addition to the time required to
train the model based on EfficientNet are substantially smaller.

Finally, we described and analyzed the procedure for esti-
mating the volume of the food using a stereo vision approach.
The proposed volume estimation subsystem presupposes two
captured images to calculate the amount of food contained in
a shallow dish. The volume estimation pipeline involves 3D
reconstruction of food using stereo vision techniques, such as
feature detection and extraction, feature matching, pose esti-
mation, scale determination, stereo matching and point cloud
generation. The overall MAPE of the proposed methodology
is 10.5% for 148 different dishes from the MedGRFood image
dataset. The dish with the lowest MAPE is the beefsteak while
the dish with the highest MAPE is the fish roe dip, with MAPE
values 5.1% and 21.3%, respectively.

Comparing our proposed dietary assessment system to the
related literature, we observe that we have created a unique
Mediterranean image dataset suitable for both food image classi-
fication systems and food volume estimation systems. Moreover,
the proposed food classification methodology gives a very good
top-1 accuracy, an excellent top-5 accuracy, and a very low
loss index. By counting the number of food classes we want
to classify and by comparing the classification results with other
food image classification models, we observe that our results are
among the best in literature. Finally, the proposed volume esti-
mation subsystem calculates the MAPE for the largest number
of dishes in the relevant literature.

The main advantage of the proposed methodology is thatitis a
fully automated process to calculate the nutritional composition
capturing food images through a smartphone camera. This is
what today is used and it is easy to be used by most of the people
and of all ages to capture photos and more specifically food
images, which provide the capability of continuous recording
of health data in real time. The use of mobile devices and cloud
technology to monitor health data and sharing it with physicians,
can lead to faster and lower misdiagnosis of diseases, such as
diabetes, obesity and CVDs. By creating a new food image
dataset and using methods and techniques from computer vision
and image processing, we offer a possible solution to the problem
of calculating food nutrition through images. A limitation of the
proposed methodology is that it estimates the nutritional compo-
sition of foods contained only in shallow dishes which must be
improved to include different types of dishes (i.e., deep dishes).

V. SUPPLEMENTARY MATERIALS

The Supplementary Materials includes food images of the
MedGRFood dataset, learning rate schedule, higher resolution
food point cloud reconstruction images and tables that contain
the top-5 dishes with higher and lower MAPE index.
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