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ABSTRACT Sparse mobile crowdsensing (SMCS) has emerged as a promising sensing paradigm for urban
sensing, leveraging the spatial and temporal correlation among data sensed in distinct sub-areas to cut
sensing expenses dramatically. It intelligently selects only a tiny portion of the target regions for sensing
and accurately infers the data for the remaining unsensed areas. SMCS confronts numerous challenges, such
as sensing cell selection and missing data inference, when compared to mobile crowdsensing. Researchers in
recent years have proposed plenty of strategies to solve these challenges. From the perspective of comparing
MCS, we aim to provide a comprehensive literature review of recent advances in SMCS in this paper. We
begin by going over the preliminary of SMCS and MCS, including their evolution, characteristics, and
life-cycle stages. We then go through their common key techniques and recent developments. Furthermore,
we give a review of the unique key techniques as well as the most recent advancements. We finally identify
existing applications and highlight potential research opportunities for SMCS. Our objective is to provide
researchers with a comprehensive understanding of SMCS.

INDEX TERMS Sparse mobile crowdsensing, participant recruitment, privacy protection, incentive
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mechanism.

I. INTRODUCTION

Thanks to the popularity of mobile devices equipped with
various sensors, including accelerometers, gyroscopes, GPS,
cameras, microphones, etc., mobile crowdsensing (MCS) has
emerged as a promising data collection paradigm in smart
cities [1], [2]. It mainly leverages the strength of collabora-
tion among regular users, as well as the sensing, computing,
and wireless communication capabilities afforded by mo-
bile devices, to complete large-scale tasks. Compared to
traditional wireless sensor networks (WSNs) that rely on
expensive specialized sensing infrastructure, MCS is fast
deployment and has low maintenance costs. Consequently,
MCS effectively expands the sensing scope from a single
place to community and city-wide levels, such as air quality
monitoring [3], noise level sensing [4], urban traffic con-
ditions [5], indoor location [6], disaster relief [7], and so
forth.

In MCS, data quality and sensing cost are two primary
concerns that compete with one another [2], [8]. A straight-
forward way to enhance the quality of data is to employ
a large number of participants, which guarantees sufficient
and diverse sensed data. However, it comes with higher
sensing costs, including worker cost, device cost, bandwidth
cost, computing cost, and storage cost. Many academics have
endeavored to minimize sensing costs while maintaining a
certain level of data quality in data collection. Liu et al. [9]
aimed to minimize the travel cost while maximizing the num-
ber of completed MCS tasks. Xiong et al. [10] minimized
the number of redundant task assignments while ensuring the
required number of participants to return the sensing results
within each time slot.

In most MCS applications, the scale of sensing tasks is
rather large, the task duration is generally long, and the cov-
erage of the target scene is relatively wide. To this end, some
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researchers believe that data collected at various places and
time has a specific relationship, referred to as the Spatio-
temporal correlation. They utilized the Spatio-temporal cor-
relation between data from distinct sub-areas to pick just a
small portion of the areas for sensing and then infer the data
for unsensed regions, thereby reducing the overall sensing
cost and guaranteeing the quality of the sensed data. Wang
et al. [11] proposed a novel sensing framework, called sparse
mobile crowdsensing (SMCS), which exploits the spatial and
temporal correlations between data to reduce the number of
sensing tasks. SMCS includes three stages: sensing area se-
lection, missing data inference, and data quality assessment.
Since its emergence, SMCS has received extensive attention
from both academia and industry.

Compared to MCS, SMCS confronts several challenges,
e.g., how to select suitable sensing areas from the target re-
gions to sense data? how to effectively infer data for unsensed
areas from collected data remains a mystery. In recent years,
a considerable amount of work on SMCS has been developed,
such as sensing area selection in SMCS [12], [13], partici-
pant recruitment [14], and data reasoning [15]. To the best of
our knowledge, no comprehensive investigation of SMCS has
been conducted. In addition, although there are various tuto-
rials or surveys for MCS [2], [16], [17], they concentrate on
diverse areas and research topics in this field, giving us a broad
picture of MCS. Capponi et al. [16] presented a comprehen-
sive investigation and categorization of MCS. Wang et al. [2]
focused on task assignment in MCS systems. Therefore, a tu-
torial or survey dedicated to summarizing up-to-date research
results in SMCS would be extremely useful and beneficial for
better understanding SMCS. In this paper, we provide a com-
prehensive literature overview of recent advances in SMCS.
The significant contributions to this paper can be summarized
as follows:

e clarifying the relationship and characteristics and life-
cycle stages of MCS and SMCS, to provide an overall
picture of SMCS.

e discussing common key techniques between MCS and
SMCS and reviewing their recent developments, to help
researchers get a better grasp of critical concerns in
SMCS.

e analysing the unique key techniques of SMCS and ex-
amining the recent works, to better understand the trends
and important factors of SMCS.

® investigating various applications and prospective re-
search directions, to provide guidance on its future
research and application in SMCS.

The remainder of this paper is organized as follows. In Sec-
tion II, we go over the preliminaries. Section III summarizes
and discusses common key techniques of MCS and SMCS,
as well as their recent developments. Section IV analyzes the
unique key techniques of SMCS and the related algorithms
and technologies. In Section V, we identify various novel
applications enabled by SMCS and outline potential research
opportunities for SMCS. Finally, we conclude this paper in
Section VI.
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Il. PRELIMINARY
A. EVOLUTION OF SENSING PARADIGM
Wireless Sensor Networks & Mobile Crowdsensing. With
the fast expansion of cities, people’s demand for refined urban
management has increased, while such urban management
heavily relies on the state data collected via urban sensing.
As an example of urban sensing [18], WSNs leverage a large
number of customized sensors and deploy them in an ad-hoc
manner in the target region to monitor the system, physical, or
environmental conditions. However, traditional WSNs are in-
herently resource-constrained; they have restricted processing
speed, storage capacity, and communication bandwidth [19],
limiting the application scope. Moreover, they have higher
sensing costs, including device cost, deployment cost, main-
tenance cost, etc. Later, with the popularity of mobile devices
and the widespread use of crowdsourcing, MCS emerges as a
low-cost method for urban sensing. On the one hand, it makes
use of a wide range of existing mobile devices, such as mobile
phones, wearable devices, unmanned aerial vehicles, and so
on. It significantly reduces the device cost. On the other hand,
it utilizes the cooperation of a large number of ordinary users
to execute large-scale sensing tasks. It implies that MCS can
be rapidly deployed at a lower cost and more flexible manner.
Therefore, MCS has a promising future in urban sensing.
Crowdsourcing & Mobile Crowdsensing. The term
“crowdsourcing” [20] was used by Jeff Howe in an essay to
describe how businesses use the Internet to outsource work
to the masses, using the power of groups to collaborate on
a complex task. The core concept behind “crowdsourcing” is
to leverage the collective intelligence of a crowd to perform
a challenging activity collaboratively, with each person doing
much smaller micro-tasks. “Mobile crowdsensing,” initially
termed by Ganti et al. [1], is a subclass of crowdsourcing
enabled by the proliferation of mobile devices and the rising
sensing needs in the city. The term “crowdsourcing” is defined
from a business standpoint, while “mobile crowdsensing” is
defined from the perspective of mobile apps. Crowdsourcing
has been widely used in many fields, such as knowledge graph
refinement, data mining, software engineering, urban sensing,
etc. MCS is mostly employed in urban sensing contexts as a
specific instance of crowdsourcing. The relationship between
crowdsourcing and mobile crowdsensing is depicted in Fig. 1.
Mobile Crowdsensing & Sparse Mobile Crowdsensing.
MCS is made up of multiple task requesters, a large number
of participants, and an MCS platform, as illustrated in Fig. 3.
Task requesters publish perception tasks to the MCS platform
in the hopes of minimizing task sensing costs while maximiz-
ing data quality. Task participants receive tasks from the MCS
platform and wish to maximize the reward (i.e., sensing cost)
for data collection at a lower cost, diminishing data quality.
Therefore, data quality and sensing cost have certain inherent
tensions in MCS. To reduce sensing costs, some researchers
merely sense a portion of the target regions and infer the data
for the remaining unsensed areas by using the Spatio-temporal
correlation between distinct regions, as shown in Fig. 2. The
“sparse mobile crowdsensing” paradigm (SMCS), a subgroup
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FIGURE 1. The relationship between crowdsourcing and mobile
crowdsensing.
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FIGURE 2. The system flow chart of SMCS.

of MCS, was explicitly described by Wang et al. [11]. They
developed an SMCS framework with three processes: sensing
area selection, missing data inference, and quality evaluation.
“Sparse” may be interpreted here: (i) collecting data from just
a few sub-regions, and (ii) choosing only a few individuals to
gather data from rather than all of them [21].

In the field of data sensing, some terms are close to crowd-
sensing, such as crowd computing, participatory sensing,
social computing, crowdsourcing, citizen sensing, opportunis-
tic sensing, and so on. They gather a large number of people
and leverage the collective intelligence of a crowd to perform
a challenging activity collaboratively, with each person do-
ing much smaller micro-tasks. Compared with crowdsensing,
crowd computing covers a broader range, and crowdsourcing
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refers to task distribution mechanisms. In principle, crowd-
sensing is similar to other sensing schemes, although they
focus on different aspects.

B. CHARACTERISTICS OF MCS AND SMCS

MCS and SMCS both leverage a certain number of mobile
devices carried by participants to obtain data about urban
life and human activities. Through analyzing their sensing
frameworks, MCS and SMCS share several common char-
acteristics, summarized as follows:

° Wide sensing range: The most prominent feature of
MCS and SMCS is the extensive sensing coverage. As
the primary sensing paradigms of urban sensing, MCS
and SMCS can be used in large-scale perception tasks
that generally cover a broad area.

® Mobility and unconsciousness: One of the most im-
portant requirements for MCS and SMCS is participant
mobility, which is used to deploy smart terminals into
target scenarios and subsequently obtain data from the
surrounding environment. After the mobile devices are
placed in the target situations, the target data is automati-
cally sensed and stored by their built-in sensors. In other
words, sensors gather data without the need for human
involvement, and all of these actions take place in the
unconscious state of users [22].

e Unreliability of sensing data: The acquired data in
MCS and SMCS is collected from users’ mobile devices.
These mobile terminals have diverse sensing capacities.
The precision of their built-in sensors, for example, is
significantly various. Meanwhile, sensors collect some
noise data that is hard to identify. Furthermore, some
malicious users may upload fake data to disrupt MCS
systems. All of the factors mentioned above cause the
collected data to be unreliable.

The unique features of SMCS: SMCS exploits the spatial
and temporal correlations between the sensing data of differ-
ent sub-areas and infers the data for other unperceived areas
from the collected data of sensed regions. Its distinguishing
features are as follows:

e Sparse: The “sparse” characteristic in SMCS has two
interpretations. On the one hand, this suggests that just a
tiny portion of areas will be detected. On the other side, it
indicates that just a part of the participants will be chosen
rather than all.

e Low sensing cost: As previously stated, just a few par-
ticipants are chosen, and only a few target locations are
sensed, resulting in a lower sensing cost.

e Spatio-temporal: It refers to some similarity in data
acquired at different locations or at various time. For
example, in environmental monitoring, the PM 2.5 value
of an area is closer to that of the surrounding areas, or
the PM 2.5 taken at a particular time is also closer to that
collected soon in the same spot.

® Delay: In SMCS, missing data inference for unsensed re-
gions requires an amount of time, which is dependent on

75



ZHAO ET AL.: SURVEY OF SPARSE MOBILE CROWDSENSING: DEVELOPMENTS AND OPPORTUNITIES

Task Requesters
MCS Platform

Environmental
monitoring

Task requirements
& budgets

Result delivery

missing data data
inference || aggregation

e [ K
selection protection .
= = ey techniques
participant incentive energy

recruitment | | mechanism \ saving /

Task Participants

[ ]
v -

Sensing tasks (] u
& Reward ‘

R — DEV® THFE

AN 1A
Sensed data :\??’lq j ? ’

G 6>

Generic
components

-—

data G
task description quality X
? cleaning
evaluation

Task Creation \\
C —

Task Assignment >

| _Four-stage life

Task
Execution cyde
I

Data Processing

D common key techniques

FIGURE 3. The overall framework of MCS and SMCS.

TABLE 1. A Comparison of MCS and SMCS

C] unique key techniques of SMCS

D life cycle stages

Paradigm | Number of Participants | Coverage of Sensing Areas | Sensing Cost | Spatiotemporal Correlation Data Sources
MCS Massive High High Less Consideration Sensing Data
SMCS Modicum Low Low Strong Sensing Data and Inferred Data

the performance of the missing data inference method.
As a result, SMCS cannot be employed in time-critical
situations.

e Uncertainty: In SMCS, the data of unsensed areas is
primarily inferred from the collected data of the se-
lected perception regions. However, this process has
considerable ambiguity, which results in inferred data
being uncertain. Furthermore, we cannot yet determine
whether the inferred data and the genuine data in the
unperceived region are identical.

Table I offers comparison and summary of various charac-

teristics of MCS and SMCS.

C. LIFE-CYCLE OF MCS AND SMCS

Generally, the life-cycle of MCS and SMCS consists of four

stages: task creation, task assignment, task execution, and data

processing, as shown in Fig. 3. The key functionalities and

research issues of each phase are described in the following.

e Task creation: After receiving task requesters’ require-

ments (such as time, location, type, budgets, etc.), the
MCS platform will construct MCS tasks. At this stage,
the primary research issue is how to describe tasks
without specialized knowledge effectively. The majority
of existing efforts at this stage make use of a simple
domain-specific language.
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e Task assignment: At this stage, the MCS platform re-

cruits workers and assigns them specific sensing tasks
to do on their terminal devices. The most important
difficulty at this point is to find enough qualified indi-
viduals to help with sensing tasks. Due to a variety of
factors, some workers may reject those assigned tasks.
As aresult, participant recruiting, incentive systems, and
privacy protection have been extensively studied at this
stage. In addition, the selection of sensing areas is also a
major challenge in SMCS.

Task execution: Once the assigned individual sensing
task is received, the workers will complete it within the
pre-defined criteria, e.g., duration, location, etc. TThis
state can be further broken down into three stages:
sensing, calculating, and uploading, and its fundamental
challenge is to reduce energy consumption.

Data processing: At this stage, the MCS platform
mainly processes the data streams from the crowd,
including data cleaning, aggregation, and quality eval-
uation. Furthermore, the missing data inference is also
a significant concern of SMCS. After that, the task
requesters will get what they need in the appropriate
manner from the MCS platform.

The key technologies mentioned above and their recent
advancements will be introduced in detail in Sections III
and I'V.
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1ll. COMMON KEY TECHNIQUES AND ADVANCEMENTS

SMCS is a novel sensing paradigm that is emerged from the
development of MCS to reduce sensing costs. These two sens-
ing paradigms face common challenges, e.g., How fo recruit
participants and allocate them sub-tasks efficiently and cost-
effectively? How to protect participants’ private information,
such as ID, geographic information, sensors, etc. How to mo-
tivate participants to engage in perception tasks and complete
them well? How to assess the quality of collected data to judge
the completion of sensing tasks effectively? In this section, we
provide a brief overview of the common key techniques that
two sensing paradigms adopt, as well as their recent advances.

A. PARTICIPANT RECRUITMENT

Participant recruitment refers to the process of selecting suit-
able participants from candidates and completing the given
tasks with certain goals, such as minimizing sensing costs,
maximizing task completion ratio, maximizing data quality,
and so on. It directly impacts the quality of completed ac-
tivities, which in turn has an impact on the performance of
sensing systems. The majority of studies concentrate on par-
ticipant recruitment, and there are a lot of recent works in
this field. When developing participant recruiting strategies,
a variety of factors were examined, including user inter-
ests, reputation, social relationships, cost fairness, and so on.
Wang et al. [23] considered the user’s preference for tasks
and turned it into a task-worker binary classification problem,
determining the parameter weights to further calculate the
matching probability between workers and tasks. Consider-
ing the reputation of users, Truong et al. [24] proposed a
reputation evaluation model framework to recruit trusted par-
ticipants to complete sensing tasks. Wang et al. [25] employed
social networks as a recruitment platform to find users and
assign them tasks.

Compared to MCS, participant recruitment is especially
crucial for SMCS because only a tiny number of candidates
are selected to participate in the perception task. Liu ez al. [14]
aimed to increase the accuracy of missing data inference in
SMCS by employing appropriate users. They studied this
problem from the two aspects of users and partitions and
proposed a three-step strategy: selecting some candidate users
and filtering out those who cover more sub-areas; selecting
some effective sub-areas; utilizing the weighted calculation
to ensure that those users who have a greater probabil-
ity of passing through more selected sub-areas have greater
weight, and finally recruiting these users with greater weight.
Tu et al. [26] studied a reinforcement learning-based strategy
for SMCS participant recruitment. They modeled the states,
actions, and rewards of the recruitment system by taking into
account the regularity of participants’ movement trajectories
and the differences in their contributions and used the Deep Q
Network to determine which users are the best candidates to
recruit.

Based on the above analysis, participant selection in MCS
and SMCS is critical. Selecting high-quality users can ensure
the task completion rate and improve the quality of collected
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data. In MCS and SMCS, how to assign tasks to high-quality
users is still a significant research problem that needs to be
solved urgently under the circumstances of malicious users or
lack of user evaluation methods.

B. PRIVACY PROTECTION

Participants may be compelled to share their location, ID,
and other information when executing tasks, posing a risk of
privacy leakage [27]. Users, for example, often move to the
target region to collect and upload data, and the submitted data
may contain sensitive information, such as user ID, location,
and so forth. Malicious users may exploit these to attack MCS
systems. Due to concerns about privacy leaks, some users
may refuse to participate in perception tasks, which is not
conducive to completing large-scale tasks. Therefore, privacy
protection is an essential problem for MCS and SMCS.

With the rise of a significant variety of location-based ser-
vices, MCS has actively investigated location privacy in recent
years [28], [29]. There are three types of location privacy
protection strategies [30], [31]: location cloaking, obfusca-
tion, and encryption-based. Cloak-based approaches [32],
[33] depict fine-grained locations with coarse-grained location
ranges. Instead of receiving a specific location, the server
only gets a range value. Cloaking mechanisms are often built
on k-anonymity, which ensures that a user’s reported loca-
tion matches the other k-1 users. Obfuscation-based methods
consistently report a fake location instead of the real one.
Differential privacy is an example of an obfuscation-based
technique [34], [35]. It mostly maps real locations to obfus-
cated ones and uploads them to the server rather than the
actual ones. Encryption-based approaches treat physical loca-
tions as data and then encrypt them [36], [37]. Liu et al. [38]
designed a privacy-preserving truth discovery scheme to ef-
fectively achieve strong privacy protection for participants
by using an additive homomorphic cryptosystem and secret
sharing between two non-collusion servers.

The location cloaking, obfuscation, and encryption-based
privacy protection approaches used by SMCS are the same as
those utilized by MCS. Furthermore, in SMCS, the spatial-
temporal correlation between data is critical for missing
data inference. Some studies focus on privacy protection
by taking Spatio-temporal correlation into consideration. By
merging activity privacy with location differential privacy,
Yang et al. [39] devised a novel technique to keep your
whereabouts hidden. Wang et al. [35] decreased data quality
loss in SMCS using differential privacy and then created a
differential distortion privacy protection architecture to reduce
data quality loss caused by location obfuscation.

Based on the aforementioned research work, MCS and
SMCS confront the same privacy protection dilemma and
use comparable strategies to defend against privacy leak-
age. Cloaking, obfuscation, and encryption are three of the
most frequently used methods for privacy protection. The
cloak-based method is significantly less effective when the
adversary knows the location distribution of participants in
advance [35], while differential privacy can reduce the harm
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of those opponents with prior knowledge. Differential privacy
is one of the most widely used methods in privacy protection.

C. INCENTIVE MECHANISM

MCS relies on mobile users’ wisdom and devices to explore
the world, which incurs explicit costs (such as power) and im-
plicit costs (such as the risk of privacy leakage) to users. Due
to concerns about explicit or implicit costs, some participants
may decline to take part in perception tasks, resulting in failed
tasks or poor quality of collected data [40]. Therefore, it is
critical to devise a mechanism to compensate users for the
loss of participation in sensing activities and motivate them to
participa in perception tasks.

To encourage more users to engage in sensing activities
actively, researchers have designed a variety of incentive
mechanisms that can be divided into two categories: monetary
and non-monetary. Monetary incentives mainly motivate par-
ticipants to complete tasks through payments, and they always
adopt the auction mechanism [41], [42] to determine pay-
ments. Non-monetary incentives mainly use users’ interests,
hobbies, or social relationships to attract them to participate
in tasks, including game incentives, virtual credit incentives,
and social relationship incentives. Talasila et al. [43] designed
a game called “Alien vs. Mobile User” where users are moti-
vated to participate in tasks in surrounding areas by engaging
in the game. They can also obtain monetary rewards after
completing sensing tasks. Yu et al. [44] presented a virtual
credit-based data flow sharing system whose goal is to en-
courage users with extra data flow to share it with others
to alleviate the lack of data flow. Xu et al. [45] considered
the collaborative compatibility of participants for multiple
collaborative tasks and designed an incentive mechanism
for multi-task collaboration that allows each collaborative
activity to be performed by a group of compatible users.
Liu et al. [46] introduced the concepts of “capital accumula-
tion” and “intertemporal selection” in behavioral economics.
They proposed an incentive mechanism to promote users’
indulgence in cooperative behaviors and thus participate in
tasks for a long time.

SMCS, like MCS, generally uses monetary or non-
monetary incentives to encourage people to participate in
sensing tasks. The incentive mechanism in SMCS, in partic-
ular, must consider not just recruiting more participants to
perform tasks, but also improving the quality of the sparse
data obtained for inferring global knowledge. Liu et al. [47]
presented an incentive mechanism for air quality monitoring
systems under SMCS. It assesses the data based on the differ-
ence between the data obtained in two consecutive rounds of
perception cycles and gives rewards to attract enough users to
engage in the perception activities. Gao et al. [48] proposed
an incentive mechanism to maximize the quality of col-
lected data and enable the platform to provide bonus rewards
based on task completion levels and participants’ previous
performance.

In summary, incentive mechanisms are critical for MCS and
SMCS. Existing studies usually focus on short-term sensing
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task allocation in MCS and SMCS. In reality, however, some
large-scale and long-time sensing tasks need to recruit more
users to participate in sensing activities over an extended
period. In addition to reward strategies, cultural recognition
should also be used to keep the long-term participant excited.

D. DATA QUALITY

In MCS, data quality is often quantified by coverage [49],
which is calculated as a ratio of the number of sensing
sub-areas to the total number of sub-areas. A straightfor-
ward method is to recruit more participants to the target
areas to improve the coverage, while it will incur higher
sensing costs. Moreover, sensors built into mobile devices
have varying sensing accuracy, and participants typically
have different experiences and expertise, all of which will
alter the quality of obtained data. In addition, some mali-
cious users may report fake data, causing data evaluation to
be skewed. All of the aforementioned factors will degrade
the quality of the data obtained and the accuracy of future
data analysis. To obtain high-quality data, reputation evalua-
tion mechanisms [50]-[52] have been developed to evaluate
participants and assure the credibility of gathered data in
order to get high-quality data. Truong et al. [24] proposed
a reputation evaluation mechanism that selects credible par-
ticipants for delivering high-quality data while preventing
malevolent users from supplying fraudulent or incorrect data.
Truskinger et al. [53] assessed reputation based on par-
ticipants’ previous performance and the opinions of other
participants. Ren et al. [54] introduced bid prices into the
reputation system to evaluate the cost-effectiveness of partici-
pants.

Since SMCS significantly depends on collected data to in-
fer data for unsensed areas, the quality of the acquired data
directly impacts the accuracy of the inferred data and, as
a result, on the overall performance of the SMCS system.
Therefore, data quality is one of the most concerning aspects
of SMCS. Similarly, the above-mentioned factors also affect
the quality of the obtained data in SMCS. In addition, the
quality of inferred data is influenced by missing data infer-
ence. Truth discovery has attracted a lot of interest in recent
years because of its capacity to measure user dependability
and infer truthful information. Its goal is to utilize the gath-
ered information to determine the underlying truth and assess
the participants’ trustworthiness. It may also be utilized in
SMCS to increase data quality. Gao et al. [55] adopted the
truth inference method for data inference and investigated
the problem of efficient task allocation based on data quality
inference to obtain sufficient high-quality data. Liu ez al. [38]
devised a privacy-preserving truth discovery scheme in SMCS
scenarios. However, there are two important challenges to
overcome in the present truth discovery. On the one hand,
“the spread of misinformation” makes it harder to distinguish
between accurate and false data. On the other hand, “data
scarcity”” can not supply sufficient evidence to find the truth.
Zhang et al. [56] designed a robust truth discovery scheme to
address these two challenges.
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In addition, data quality evaluation is also another challenge
in SMCS. The work in [11] emphasizes the challenge of in-
ferred data evaluation and its importance. SMCS must assess
the quality of inferred data to decide whether the sensing tech-
nique and missing data inference strategy need to be adjusted.
There are two scenarios for data quality assessment in MCS
and SMCS: underestimating or overestimating data quality.
An incorrect number of sensing regions may be chosen as a
consequence of underestimating or overestimating. Underes-
timating data quality, for example, will cause the selection of
additional sensing regions, but overestimating will result in
data redundancy. As a result, data quality evaluation is another
critical problem that must be addressed immediately.

In reality, some other factors affect data quality, such as
the subjectivity of participants uploading data, the remaining
power, the performance and accuracy of sensors, etc. The
quality of the acquired data determines the performance of
the whole sensor system. So many factors must be considered
to get high-quality data and determine how accurate the data
is.

IV. UNIQUE KEY TECHNIQUES AND ADVANCEMENTS
Sparse mobile crowdsensing is a representative example of
sensing cost-cutting for mobile crowdsensing. As illustrated
in Fig. 2, it primarily relies on the Spatio-temporal correlation
between data to infer data for unsensed sub-areas, lowering
total sensing costs and ensuring data quality [11]. In reality,
SMCS faces two significant challenges: (i) how to choose a
set of suitable sensing areas from which collected data can be
used to infer data for unsensed areas, (ii) and how to infer
data for unsensed areas by only involving obtained data. This
section will take a close look at these two major challenges
and their recent developments.

A. SENSING AREA SELECTION
Sensing area selection is vital for SMCS because the quality
of data collected from the selected areas directly determines
the inferred data. On the one hand, data obtained from var-
ious sub-areas leads to different levels of inferred data. On
the other hand, a combination of distinct sub-areas will have
different effects on inferred data. If suitable sensing regions
are chosen, a tiny quantity of acquired data may offer adequate
knowledge about the target, allowing the number of sensing
areas to be reduced and hence the sensing cost to be reduced.
Existing studies often consider different factors or sce-
narios in sensing area selection, such as cost, participant
characteristics, multi-dimensional urban scenarios, and so on.
Zhu et al. [57] considered the diversity of costs (such as
routing, measurement, and sensing) to determine the target
sensing areas. They devised a three-stage selection method,
which included information modeling, cost calculation, and a
cost-quality benefit option to increase the quantity of data in
the chosen sub-areas while lowering the overall cost. Sun et
al. [13] considered the heterogeneity of sensing areas and ma-
licious users when picking target sensing locations. To begin,
reliable users are identified using an iterative statistical spatial
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interpolation approach. Then, the regularized mutual coher-
ence is used to define the contribution of sensing data given
by various users to inference accuracy. Finally, an optimiza-
tion problem with regularized mutual coherence constraints
determines the sensing areas. Liu er al. [61] investigated
multi-dimensional city sensing in multi-task settings, includ-
ing missing data inference and sensing area selection. To infer
the data for unsensed regions, they first employed intra-task
and inter-task correlations and multi-task compressed sensing.
Following that, the most successful <area, task> pairings are
chosen using a reinforcement learning technique.

According to our survey, the QBC (Query-by-Committee)
approach was employed to tackle the issue of sensing area
selection in the majority of prior research [58], [59]. To infer
a full map of the target region, QBC initially employs various
missing data inference techniques. Then it chooses the most
uncertain sensing regions and continues the procedure until
a sufficient number of sub-areas have been chosen. Here, the
most uncertain sensing areas are not always the most infor-
mative or helpful for missing data inference. As a result, the
current work on sensing area selection focuses on identifying
the most valuable target regions. Xie et al. [60] devised a
sensing scheduling algorithm that carefully selects sampling
locations in each time slot, resulting in a more informative
result.

Reinforcement learning has recently been shown to be ef-
fective in sensing area selection [12], [14]. It begins with
the modeling of states, actions, and rewards. Here, the state
symbolizes the current area, time, and place as a whole. The
action specifies the places that will be chosen. The reward
refers to what you’ll get if you choose a sensing region. Then,
a reinforcement learning-based system is created to choose
the most appropriate sensing regions by using the afore-
said data. It also trains a Q-function to calculate the reward
generated by each action in the model. If a better reward is ob-
tained, the corresponding action is considered a good action.
Liu et al. [61] employed reinforcement learning to combine
missing data inference and sensing area selection to decide
the best <area, task> pair. In addition, Han et al. [63] pre-
sented a reinforcement learning-based region module update
approach from SMCS because the social environment evolves
over time.

Furthermore, specific current approaches, such as mobile
edge computing, subarea division learning, transfer learning,
and so on, have lately been used in sensing area selection. Xia
et al. [64] utilized mobile edge computing to assist sensing
area selection. Wei et al. [65] made use of subarea division
learning to establish an uneven regional division to guide task
allocation (sensing area selection) by considering historical
data and Spatio-temporal correlations. Wang et al. [59] used
intra-data correlation within the same type of collected data
and inter-data correlation between different types of obtained
data to minimize sensing expenses. They designed a new
task allocation framework in which a set of sensing areas
is selected at each period (cycle) to collect data by using
compressed sensing, statistical analysis, active learning, and
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TABLE 2. A Summary of Related Work on Sensing Area Selection

Issue Reference Research Scenario

Objective Strategy

Zhu et al. [57] SMCS with diverse sensing costs

Maximizing the informativeness in the selected subareas and minimizing the total sample costs

Greedy selection and the Pareto optimization selection

Sun et al. [13] | Sensing area heterogeneity and malicious participants

Meeting the desired level of sensing quality with minimized sensing cost

Optimization selection

Wang er al. [58] Quality-guaranteed online task allocation

Reducing the required number of sensing tasks allocated and ensuring the data quality

Query-By-Committee

Wang et al. [59) Cost-efficient task allocation

Reducing the number of sensing task assignments and ensuring data quality

Query-By-Committee

Xie et al. [60] Active SMCS based on matrix completion

Reducing the cost while ensuring the quality of missing data inference

Sampling scheduling algorithm

Liu et al. [61] Multi-dimensional urban sensing

Addressing sensing area selection for multi-task scenarios

Reinforcement Learning

Sensing Area Selection

Liu et al. [12] | User recruitment on both the users and subareas sides

Enhancing data inference accuracy Reinforcement Learning

Liu et al. [14] Sensing area selection in SMCS

Ensuring a certain level of data quality Reinforcement Learning

Wang et al. [62] Sensing area selection in SMCS

Reducing sensing cost and ensuring data quality Deep Reinforcement Learning

Han et al. [63] Time-dependent urban environment

Keeping sensing area selection model up-to-date Reinforcement Learning

Xia et al. [64] Quality-aware sparse data collection

Reducing the data redundancy and selecting the appropriate users’ group

Mobile Edge Computing

Wei et al. [65] No participants perform the task in vital areas

Reducing sensing cost Subarea Division Learning

TABLE 3. A Summary of Related Work on Missing Data Inference

Issue Reference Research Scenario Objective Strategy
Zhu et al. [66] Road traffic conditions Solving the missing data problem Compressed Sensing
Quer et al. [67] Real WSNs scenarios Compressing large and distributed signals monitored by WSNs Compressed Sensing

Kong et al. [68] Environment reconstruction

Reconstructing the massive missing data Compressed Sensing

Rana et al. [4]

Urban noise map

Recovering the noise map from incomplete and random samples obtained

Compressed Sensing

Xu et al. [69] Mobile crowdsourcing scenarios.

Reducing the high burden on the users Compressed Sensing

Liu et al. [15], [47) Monitoring urban air quality conditions

Designing an efficient incentive mechanism to encourage users with low costs participating,

Compressed Sensing

He et al. [70] Construction of signal maps

Missing Data Inference

Balancing signal quality and crowdsourcing costs Bayesian Compressed Sensing

Xie et al. [60] | The large scale deployment of Mobile Crowd Sensing (MCS)

Recovering the unsampled data and low cost sample selection

Matrix Completion

Zhang et al. [71] Inductive prediction

Resolving no additional information available An Inductive Graph-based Matrix Completion (IGMC) model

Wang et al. [72] Urban application scenarios

Considering outlier effects Matrix Completion

Pan et al. (73] Wireless sensor networks

Estimating missing sensor data K-nearest Neighbor algorithm

Yan et al. [74] ‘The Internet of things

Resolving missing value imputation problem in IoT Gaussian mixture model

Stekhoven et al. [75] Missing data based on high-throughput technology

Handling missing values Random forest model algorithm

Alimpertis ef al. [76] Signal strength maps

Improving signal strength maps from limited measurements

Random forest model algorithm

transfer learning. Table 2 summarizes the related efforts on
sensing area selection in SMCS.

B. MISSING DATA INFERENCE
Missing data inference is an essential part of SMCS, which
is directly influenced by the quality of inferred data. The
majority of extant research in this field now relies on distinct
sub-areas’ temporal and geographical correlation to infer data
for the remaining unsensed areas. As a result, it is vital and
challenging to infer data for unsensed regions and ensure
their quality using the obtained data. Table 3 summarizes a
collection of related works on missing data inference.
Researchers have conducted in-depth research on missing
data inference before the emergence of SMCS. In WSNs, a
large number of sensors are deployed in each area for data
collection. Quer et al. [67] recovered large-scale distributed
signals across the sensing area by collecting a small number
of samples. Kong et al. [68] suggested a compressed sensing-
based massive data reconstruction approach to solve data loss
in WSNs. Zhu et al. [66] employed a compressed sensing al-
gorithm to overcome the problem of missing data and predict
road traffic conditions.

80

As far as we know, much effort has been devoted to
data inference, such as compressed sensing, matrix com-
pletion, k-nearest neighbour, parametric Gaussian mixture
model, random forest model, etc. Compressed sensing is a
signal reconstruction method for acquiring and reconstructing
sparse or compressible signals. In other words, the pro-
cess of signal sampling uses a few samples to produce the
same impact as complete sampling. It has been utilized ex-
tensively in traffic monitoring, sensor networks, and MCS.
Rana et al. [4] utilized compressive sensing to deal with the
obtained incomplete and a random sample data collections,
thereby recovering a complete urban noise map. Xu et al. [69]
applied compressed sensing to MCS scenarios to tackle data
loss problems. Liu et al. [15], [47] leveraged compressed
sensing as a missing data inference algorithm to monitor urban
air quality. It merely collects data in a few locations and then
infers the severity of air pollution in areas where it hasn’t
been observed. He et al. [70] proposed a BCCS mechanism
to reconstruct signal maps by combining crowdsourcing with
Bayesian compressed sensing.

Some other researchers employ matrix completion al-
gorithms to solve the problem of missing data inference.
Considering the Spatio-temporal correlation of environmental
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monitoring, Xie et al. [60] proposed a bipartite graph-based
active SMCS scheme and matrix completion algorithm to
recover unsampled data in the presence of sensing and com-
munication errors. Zhang et al. [71] proposed a graph neural
network-based matrix completion (IGMC) model without us-
ing side information, which can be used to infer data for
SMCS. Wang et al. [72] offered an outlier-based matrix com-
pletion method to predict unencrypted data efficiently.

In addition, there are other techniques for missing data
inference, such as the k-nearest neighbor algorithm, the Gaus-
sian mixture model, the random forest model algorithm, and
so on. Pan et al. [73] proposed a k-nearest neighbors-based
missing data estimation algorithm that employs a linear re-
gression model to characterize the spatial correlation of data
between distinct sensor nodes and the data of many neigh-
boring nodes to jointly further estimate the missing data.
Yan et al. [74] divided missing data into three categories
according to the characteristics of IoT and missing data. They
proposed three new models to solve the corresponding miss-
ing data imputation problem. Stekhoven et al. [75] devised
an iterative imputation method based on random forests and
demonstrated its superiority in dealing with missing values
in nonlinear relationships. Alimpertis et al. [76] adopted the
random forest to overcome missing data inference concerns.
They developed a random forest-based prediction framework
to improve finitely predicted signal strength maps, which are
important for network planning and operations of cellular
network providers.

In a nutshell, much effort has been devoted to missing data
inference, and plenty of related works have been recently
developed. However, there are still several issues to be fur-
ther investigated. It is very challenging to design an efficient
missing data inference algorithm. Some fundamental SMCS
features, such as sensing area selection and sensing devices,
are exploited to enhance the performance of missing data
inference methods.

V. APPLICATIONS AND FUTURE RESEARCH
OPPORTUNITIES

A. APPLICATIONS

As the last “mile” of SMCS projects, the collected data from
the crowd and its processing provide solutions to various
applications for constructing a smart city. Since its unique
perception, SMCS is naturally low-cost and ideal for urban
sensing. In general, the SMCS-implemented smart city strives
to better assist and improve our everyday lives from three
critical perspectives, infrastructure and social services. This
section summarizes possible and existing applications to aid
in defining the requirements of future SMCS.

1) ENVIRONMENTAL MONITORING
Environmental monitoring is critical for the long-term growth
of cities and the improvement of their inhabitants’ quality of
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FIGURE 4. An environmental monitoring scenario [78].

life. Its goal is to monitor resource consumption, infrastruc-
ture conditions, and urban phenomena, which are well-known
issues affecting residents’ daily lives. For example, air pol-
lution causes a range of respiratory ailments and may lead to
cancer if people are exposed for extended periods of time. Tra-
ditional environmental monitoring sensing paradigms (WSNs
and MCS) always have high sensing costs. SMCS can fully
exploit the spatial-temporal correlation among environmen-
tal data to reduce the number of sensing areas, dramatically
lowering sensing expenses. As a result, SMCS is particularly
well suited to environmental monitoring. An environmental
monitoring scenario is shown in Fig. 4.

Hao et al. [77] developed a system for assessing traffic-
related air pollution that can effectively, quickly, and afford-
ably estimate the environmental impact of traffic congestion.
Air quality data is acquired in certain places and inferred for
other unsensed regions by using the Spatio-temporal correla-
tion. Finally, a comprehensive air quality map of the target
region is created. Ear-phone [4] is widely used in SMCS
projects. It collects noise data from the surrounding area and
calculates the noise level using the smartphone’s microphone
and GPS sensor. Due to the limitation of participant mobility,
it is not possible to gather data from the whole target region.
To infer noise data for such unsigned regions, a compressed
sensing approach is provided, and a comprehensive noise map
for the whole target region is eventually constructed.

2) INTELLIGENT TRANSPORTATION

The refined management of smart cities relies on a large
amount of data sensed from urban areas. Since SMCS can
obtain a great number of urban data at a low cost, it has
lately been applied to assist city management, particularly for
intelligent transportation. The GPS traces are always selected
to be detected to monitor the traffic conditions for all modes of
transportation. To correct existing maps, CrowdAtlas [79] de-
vised an automated road inference system using GPS probes.
This system can automatically solve the drawbacks of existing
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FIGURE 5. An intelligent transportation scenario [81].

digital road maps by updating them in real-time. The partici-
pants in CrowdAtlas may choose to submit only mismatched
segments to the server, limiting their privacy exposure.
Zhu et al. [66] presented a modified compressive sensing ap-
proach to estimate urban traffic speeds based on periodically
collected data by probe vehicles. Wang et al. [80] investigated
how to estimate the speed of a road section using sparse
sensing data. In the temporal and geographical dimensions,
they acquired the complete coverage distribution of the av-
erage driving speed of the road section. SMCS has shown
its superiority in intelligent transportation and may extend to
other aspects of the city administration in the future. Fig. 5
shows an intelligent transportation scenario.

3) SOCIAL SERVICES

Mobile devices have become an indispensable part of our lives
with their popularity. They are often used to fulfill various
activities in people’s everyday lives. When individuals run,
for example, their movement trajectories and body status data
are logged; when they interact with social networks, their
personal preferences and views are recorded. Consequently, a
vast quantity of information about humans has been collected
and can be used to exploit the characteristics of individuals or
groups of people [82]. If the target is a person, individual fea-
tures such as daily habits, preferences and health are exposed.
If the target is a group of people, it can reveal or predict so-
cial relationships and even safety issues. However, due to the
variety and scale of social networks, the data obtained from
these networks is often fragmented and incomplete and thus
cannot be used directly for analysis and prediction. SMCS can
compensate for this deficiency and be used to infer the missing
data. By analyzing the relationship between people and place,
Zhou et al. [83] propose a three-step travel planning pro-
cess: activity preparation, group activity mining, and activity
suggestion. Liu er al. [84] investigated the problem of fine-
grained city prediction. They proposed an urban prediction
scheme via SMCS consisting of the matrix completion and
the near-future prediction to predict the fine-grained complete
picture of future sensing data.
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B. FUTURE RESEARCH DIRECTIONS

Although SMCS has made great success in recent years, there
are still some limitations to be overcome. The gap between
the ideal problem setting and real-world applications still in-
hibits the widespread adoption of SMCS. In this section, we
highlight some innovative and fascinating research directions
in the field of SMCS.

1) REINFORCEMENT LEARNING-BASED SENSING AREA
SELECTION

Sensing area selection and missing data inference are two
major difficulties in SMCS. The front’s quality has a direct
impact on the latter. Recent work has demonstrated that re-
inforcement learning is a powerful technique for evaluating
sensing areas [12], [14], [61]. Moreover, reinforcement learn-
ing and deep learning have been exploited to choose those
sensing regions with distinct properties [62]. It seems that re-
inforcement learning is a promising approach for guiding the
selection of sensing regions. The majority of existing SMCS
work focuses on single-characterized perceptual domains. On
the other hand, there are many varied sensing regions, such
as traffic flow changes over time. In the future, reinforce-
ment learning should be used to pick sensing zones in diverse
settings.

2) SPATIO-TEMPORAL CORRELATION IN MULTI-TASK

In existing work, researchers usually consider the Spatio-
temporal correlation of single-task scenarios in SMCS [4],
[11], [58], [62], [66], [70]. However, in reality, the SMCS plat-
form often publishes numerous tasks. And there is a specific
correlation between various sensing data in multiple tasks.
For example, higher temperatures generally result in lower
humidity, and poor air quality may result in higher PM2.5.
Therefore, we can make full use of the Spatio-temporal cor-
relation within single-task data and between multi-task data
to meet the needs of SMCS in more complex real-world
scenarios.

3) MULTI-DIMENSIONAL DATA INFERENCE AND FUTURE
FORECASTING

Here, “multi-dimensional” can be understood from two as-
pects. On the one hand, “multi-dimensional” refers to dif-
ferent data collected from a single sensing task. These data
contains intrinsic correlations that may be leveraged to mini-
mize sensing costs and increase inferred data accuracy [84].
For example, large-scale urban sensing systems often re-
quire multiple kinds of sensing data (such as temperature
and humidity) to construct a multi-dimensional urban sensing
map. On the other hand, “multi-dimensional” denotes a va-
riety of missing data inference methodologies. Each of them
has pros and cons. Taking multiple techniques into account,
using their strengths, and avoiding their flaws, is one alterna-
tive strategy to constructing data reasoning. We believe that
multi-dimensional data inference is still an undiscovered gem
deserving further investigation.
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In addition, the existing data inference work of SMCS is
mainly used to infer unsensed areas’ data under the current
sensing state.We believe that it is possible to strengthen the
use of Spatio-temporal correlation in SMCS by accumulat-
ing collected and inferred data. These data are used to infer
the data information of a certain period in the future of the
sensing task and to predict the future sensing task to save
costs better. Therefore, utilizing SMCS for future sensing task
prediction is also an important direction to promote in both
academia and industry.

VI. CONCLUSION

In this paper, we provide a comprehensive literature review
of recent advances in sparse mobile crowdsensing (SMCS)
from the perspective of comparing MCS. First, we provide
an overview of SMCS, clarifying its evolution, characteris-
tics, and life-cycle states. Then, we go through some of the
common key techniques between MCS and SMCS, as well as
their recent advancements. After that, we give a review of the
unique key techniques of SMCS and their advances. Finally,
we summarize current SMCS applications and highlight some
fascinating research possibilities in the field of SMCS.
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