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ABSTRACT Thanks to the development of the technologies in the wireless communications and Internet
of Things (IoT), the adoption of mobile devices is growing rapidly. Accordingly, the number of multimedia
applications like face recognition and augmented reality generated from various mobile devices is growing at
an unprecedented rate. The processing of these multimedia applications needs a lot of computation resources
and has to be processed as quickly as possible. However, as these mobile devices have limited computation
resources, the undesirable response delay will occur. By offloading the multimedia applications to the edge
cloud close to the access point (AP) or the cellular base station (BS), mobile edge computing (MEC) is
considered as a prospective approach to improve the quality of service (QoS) and enhance the computing
capacity of mobile devices. Multimedia applications offloading in a MEC system are studied in this paper.
The objective of the studied problem is to minimize the execution delay of multimedia applications of all
mobile devices by allocating both the communication resource and the computing resource in the edge
servers. An optimization problem is formulated and an efficient multimedia applications offloading scheme
is proposed to get the solution. Simulation results are conducted to verify the proposed application offloading
method, which show that there is a significant execution delay reduction.

INDEX TERMS Applications offloading, mobile edge computing, system delay, resource allocation.

I. INTRODUCTION
In the past few years, thanks to the development of the tech-
nologies in communication and the Internet of Things (IoT),
the accelerated acquisition of mobile devices, taking tablets
and smart phones as examples, is growing explosively. Cisco
anticipated that the number of connected IoT devices by the
Internet reached 50 million by the end of 2020, which means
that one person holds 6 devices [1]. Accordingly, varieties
of multimedia applications generated from mobile devices,
such as face recognition and augmented reality, are growing
at an unprecedented rate and receiving a lot of interests [2].
According to the report from Cisco, the mobile video traffic

will account for roughly 79% of the world’s mobile data traffic
by 2022, as shown in Fig. 1 [6]. The processing of the signif-
icant amount of multimedia applications from mobile devices
has strict requirements on the quality of service (QoS) [3],
[7]. Furthermore, processing these multimedia applications
typically requires high computation capacity [4]. However, as
the resources (e.g., CPU cores and battery power) in mobile
devices are insufficient, they must offload their multimedia
applications to the cloud for execution [5].

Traditionally, the public clouds provide high computation
capacity for the processing of delay-tolerant applications.
These applications include image processing and financial
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FIGURE 1. The forecast of Global Mobile Data Traffic [6].

FIGURE 2. The MEC System Model [33].

analysis, which do not have real-time requirements. With the
number of delay-sensitive applications increasing, especially
the increasing number of multimedia applications, such as
online video games and augmented reality (AR) video, it is
becoming important to process them with low delay. Although
there are abundant computation resources in the public clouds,
the long transmission delay between the wireless devices and
the data centers will be induced, which is not the best choice
for processing the delay-sensitive multimedia applications.

Mobile edge computing (MEC) is introduced as a comple-
mentary to the public clouds to overcome the shortcoming of
long transmission delay [8]–[10], [11]. As the illustration in
Fig. 2, the edge cloud deploys computing resources close to
the access point (AP) or the base station (BS) of a cellular
network. Therefore, the transmission delay can be reduced,
and fast data-processing services can be supplied to the mobile
users. Thanks to the emergence of MEC, the mobile users can
perform task offloading via BS to accomplish the execution of
their tasks in the edge servers, which can significantly shorten
the computation latency and save battery power.

Despite the advantages that the MEC systems have, several
technical challenges need to be addressed to implement the
MEC systems practically [12], [13]. First, tasks of mobile
users can be divided into two types, namely partitionable
and non-partitionable, according to their partitionability and
dependency. Second, the performance optimization of task
offloading depends highly on jointly allocating bandwidth
and computing resources [14]. Third, as the future wireless
network will consist of massive mobile devices, one BS will

serve an enormous amount of mobile devices; how to effi-
ciently allocate the communication resource and the comput-
ing resource for the edger servers is a challenging issue.

In this paper, task offloading for multimedia applications
processing in a MEC system is investigated. The objective
is to minimize the sum execution latency of mobile devices
by allocating the wireless communication resources and the
edger servers’ computation resources. Although a great num-
ber of previous works have been paid on task offloading, there
are several differences between the multimedia application
offloading and these previous works. First, in the local com-
pression model, the multimedia applications are compressed
firstly in mobile devices and then transmitted to be stored
in the edge cloud; Second, in the edge cloud compression
model, the multimedia applications are firstly compressed and
then stored. However, in the traditional task offloading, the
applications are just computed without needing the storage
resources.

The contributions for this paper are summed up as follows:
• In a MEC system, we study the allocation of communi-

cation and computing resources for multimedia applications
offloading, the aim of which is minimizing the execution time
of all mobile devices.

• We consider two application execution models, namely,
local compression model and compression model of edge
cloud, separately formulate the latency-minimization problem
and propose a solution method for each model.

• We propose an efficient multimedia applications offload-
ing scheme algorithm based on the solutions of latency-
minimization problems for each compression models.

• Simulation results are performed to verify the theoreti-
cal analysis and the performance of the proposed multimedia
applications offloading algorithm. The experiments show that
the proposed algorithm can outperform the three benchmark
methods in terms of execution delay.

We organize the rest of study of the paper as follows.
Related work is presented and analyzed in Section II. The
system model is presented in Section III. Problem formulation
and the proposed solution method of the local compression
model are presented in Section IV. Problem formulation and
the proposed solution method of the compression in the edge
cloud model are presented in Section V. In Section VI, the
simulation results are conducted to verify the efficacy of the
proposed algorithm. Finally, the conclusions of this paper and
future research works are shown in Section VII.

II. RELATED WORK
Resource allocation and applications offloading in MEC net-
works have been hotly studied in the existing literature.
In [15], Sun et al. studied the resource allocation in MEC with
an edge server serving multiple IIoT devices. They proposed
two dynamic pricing schemes based on two double auction
schemes for the provision of edge cloud services. In [16],
the authors proposed a novel machine learning task offload-
ing framework for IIoT. Their objective is to get the total
delay-minimization of sensing devices with the constraints
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of the computing capacity of the devices and communication
bandwidth. In [17], Jie et al. studied game-theoretic resource
allocation in the IIoT based on fog, the problem of which is
formulated as a double-stage Stackelberg game, and is solved
by the proposed scheme. In [18], Zhao et al. studied full
task offloading for minimizing the energy consumption of
smart mobile devices by jointly allocating of radio resources
and computational resources of edge servers. In [19], Kabir
and Masouros studied full task offloading to investigate the
energy consumption and latency tradeoff in a MEC system
with full-duplex. They formulated two optimization problems
for the two objectives. Two schemes were proposed to solve
the formulated problems. Chen et al. studied computation
offloading in a multi-user MEC system [8]. The computation
offloading decision problem is formulated as a game with
multiple users, which was solved by proposing an offloading
algorithm. In [20], Dink et al. studied task offloading consid-
ering the scenarios of both single mobile device and multiple
devices. They aimed to minimize the latency of task execution
and the energy that mobile devices consumed by optimizing
the CPU frequency. In [22], Chen et al. proposed a task
offloading framework combining the deep imitation learning
(DIL) and knowledge distillation (KD). In [23], Yang et al.
studied task offloading decisions, communication resource
allocation, and caching decisions in a non-orthogonal multi-
ple access (NOMA) based MEC framework. A reinforcement
learning-based method was proposed to get the solution to
the formulated problem. In [24], the authors studied a mobile
device (MD) whose application has multiple tasks to be exe-
cuted. They tried to optimize the offloading decision and CPU
power allocation by proposing a deep reinforcement learning
method. In [28], Chen et al. studied task offloading perfor-
mance optimization in the virtual MEC systems under the
time-varying network conditions and proposed an algorithm
based on DQN. However, the allocation of communication
and computation resources was not taken into consideration.
In [25], Li et al. studied computation offloading and resource
allocation in the multi-user scenario, especially the analyzed
the MEC system with multiple servers. As the optimization
problem is a MINP problem, based on genetic algorithms,
they proposed an optimization algorithm to solve it. In [26],
Zhang and Ansari studied latency minimization in the un-
manned aerial vehicles (UAVs)-aided MEC network, as the
IoT devices cloud have the limitation of computing resources.
As the formulated UAV-MEC problem is NP-hard, three sub-
problems are decomposed. They proposed an approximation
method with the advantage of low complexity for the solution
of it. In [34], Wen et al. jointly studied caching, computation
offloading and time allocation for minimizing the energy con-
sumption. In [37], Chen et al. studied network slicing to sup-
port the demand of diverse services of mobile users without
investigating computation offloading.

For the task offloading in the MEC systems, the joint
allocation of communication and computing resources is
not considered for many of these existing works. Kuang et
al. studied partial task offloading and transmission power

allocation to minimize the execution delay and energy con-
sumption under power constraints of tasks for MEC sys-
tems [27]. As the formulated problem is MINP, a Lagrangian
dual decomposition based framework is proposed to solve it.
Wu et al. studied secrecy-based partial computation offloading
in the scenarios of one delay-aware smart device and a group
of smart devices in MEC to minimize the overall delay [29].
The put forward two efficient algorithms to solve the problems
of each scenario. In [30], a cooperative computing scheme was
proposed by Huang et al. to minimize energy consumption
while maximizing the offloading data problems by jointly al-
locate communication and computation resources of the user
and helper in a three-node MEC system, where the access
point (AP) adopts a NOMA. In [31], Yang et al. investigated
efficient resource allocation for partial task offloading to get
the minimization of completion time and energy in MEC net-
works with NOMA. In [13], Wang et al. studied a multi-user
MEC system with the NOMA technique for task offloading
and minimizing the energy consumption by allocating the
CPU frequencies and transmission power. They considered
both the partial and binary offloading cases. In [32], Yu et
al. studied the allocation of power for energy efficiency the
fog computing. However, they did not consider the allocation
of communication and computation resources. In [21], Gao
et al. studied service level optimization in a MEC system by
allocating transmission power. In [9], Kuang et al. studied a
cooperative allocation of the edge-cloud resources and com-
putation offloading to minimize delay in the mixed edge-cloud
systems. But the radio resources allocated for mobile devices
are considered as fixed values in this work.

In contrast to many of the existing works that either ig-
nored the joint allocation of communication resource and the
edge server’s computing resource or without considering the
latency minimization, we study multimedia applications of-
floading in a MEC system for the minimization of total latency
of mobile devices. We take the allocation of the wireless
communication resources and the edge servers’ computing
resources in the edge cloud into account.

We compare the objectives and resource optimization of our
study with some related work in the MEC systems, the results
of which are shown in Table 1. It is obvious that our study can
overcome the shortcomings of many previous works.

III. SYSTEM MODEL
The system model is presented in this section, which consists
of one edge cloud and N mobile devices, as shown in Fig. 2.
These devices are connected by the edge cloud, who offers
computing and storage services to them. The system model
of this paper is mainly motivated by [33]. Assume that each
device has a raw video that will be processed in the edge
cloud. For the mobile device i, i ∈ {1, 2, . . ., N}, it has an
application which can be described by Li and Ci, where Li

is the size of the raw video and Ci is the required CPU cycles
to compress this application. We also assume that the same
video technology is applied by all mobile devices and the
system of the edge cloud, such as the MPEG4, such that all
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TABLE 1. Comparing With Some Related Work

the videos may be compressed simultaneously in the cloud.
Besides, the time of video segmentation, stitching and storage
can not be considered as they are very small compared with
the communication and compression delays [33]. Similar to
reference [30], the system model of this paper can also be
applied to a lot of practical scenarios, like the surveillance
systems, where a large number of video data coming from
network cameras have to be further analyzed and stored.

A. LOCAL COMPRESSION
In the model of local compression, the raw videos will be
firstly compressed in mobile devices and then offloaded to be
stored by the edge cloud. Therefore, for the device i, the delay
of compressing Li bits of raw video is

Di, f = Li

V l
i

(1)

After the completion of the compression in mobile devices,
the delay caused by transmitting the number of βLi com-
pressed videos to the edge servers is

Dl
i,t = βLi

ri
(2)

where β ∈ (0, 1) denotes the ratio of the compressed video
data size to the total raw video data size, and ri is the achieved
data rate, which is given as follows,

ri = Bi log2

(
1 + pihi

N0

)
(3)

where Bi denotes the allocated bandwidth, pi is the transmis-
sion power, hi is the channel gain, and N0 is the noise power.

Therefore, the total delay for mobile device i to finish its
task in local compression is

Di,l = Di, f + Dl
i,t = Li

V l
i

+ βLi

ri
(4)

B. EDGE CLOUD COMPRESSION
In the model of the compression in the edge cloud, mobile de-
vices will directly offload their applications to the edge cloud.
In this case, the edge cloud will allocate computing resources
to compress all the raw videos simultaneously. Therefore, the
transmission delay of offloading Li bits of raw video in this
model is

De
i,t = Li

ri
(5)

The delay of compressing Li bits of raw video at the edge
cloud is

Dc
i,e = Li

V e
i

(6)

The total delay of compressing Li bits of raw video at the
model of edge cloud is

Di,e = De
i,t + Dc

i,e = Li

ri
+ Li

V e
i

(7)

For convenient analysis, the notations of this paper are
summarized and shown in Table 1.

IV. PROBLEM FORMULATION AND SOLUTION METHOD
FOR LOCAL COMPRESSION MODEL
A. PROBLEM FORMULATION
Our objective is to get the minimization latency of all mul-
timedia applications in this compression model. The latency
includes the local compression delay and the transmission
delay. According to Eq.(4), we get the following latency min-
imization problem.

P1:

min
Bi

N∑
i=1

αi

(
Li

V l
i

+ βLi

ri

)

N∑
i=1

Bi ≤ B

(8)

where αi denotes the fairness among mobile devices, which
satisfies

∑N
i=1 αi ≤ 1, and the constraint is the constraint of a

total communication resource.

B. SOLUTION METHOD
It is easily verified that the problem P1 is convex. Its La-
grangian function is

L(Bi ) =
N∑

i=1

αi

(
Li

V l
i

+ βLi

ri

)
+ μ

(
N∑

i=1

Bi − B

)
(9)
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where μ ≥ 0 is the Lagrangian multiplier. By the KTT con-
ditions [35], we get the below necessary and sufficient condi-
tions

∂L

∂Bi
= − αiβLi

B2
i log2

(
1 + pihi

N0

) + μ = 0 (10)

μ

(
N∑

i=1

Bi − B

)
= 0 (11)

μ ≥ 0 (12)

From the Eq.(10), it is obvious that μ > 0, hence, we have

Bi =
√√√√ αiβLi

μ log2

(
1 + pihi

N0

) (13)

and

N∑
i=1

(Bi − B) = 0 (14)

Substituting the Eq. (13) into the Eq.(14), we get

μ =

⎡
⎢⎢⎢⎢⎣

N∑
i=1

√
αiβLi

log2

(
1+ pihi

N0

)
B

⎤
⎥⎥⎥⎥⎦

2

(15)

Combining with Eq.(14), the optimal value of Bi is

B∗
i =

√
αiβLi

N∑
i=1

√
αiβLi

B (16)

V. PROBLEM FORMULATION AND SOLUTION METHOD
FOR EDGE CLOUD COMPRESSION MODEL
In this section, the problem of the latency minimization for the
edge cloud compression model is formulated, and the solution
method is proposed.

A. FORMULATED PROBLEM
The delay minimization problem is denoted as:

P2:

min
Bi,V e

i

N∑
i=1

αi

(
Li

ri
+ Li

V e
i

)

N∑
i=1

Bi ≤ B

N∑
i=1

V e
i ≤ V

(17)

where the first and the second constraints constrain total com-
munication and computation resources, respectively.

B. SOLUTION METHODS
It is easily verified that the problem P2 is convex. Its La-
grangian function can be formulated as

L(Bi,V e
i ) =

N∑
i=1

αi

(
Li

ri
+ Li

V e
i

)
+

u

(
N∑

i=1

Bi − B

)
+ v

(
N∑

i=1

V e
i − V

) (18)

where u ≥ 0 and v ≥ 0 are the Lagrangian multipliers.
According to the KTT conditions [35], we get the following

necessary and sufficient conditions

∂L

∂Bi
= − αiLi

B2
i log2

(
1 + pihi

N0

) + u = 0 (19)

∂L

∂ve
i

= − αiLi

v
e(2)
i log2

(
1 + pihi

N0

) + v = 0 (20)

u

(
N∑

i=1

Bi − B

)
= 0 (21)

v

(
N∑

i=1

V e
i − V

)
(22)

u ≥ 0 (23)

v ≥ 0 (24)

Therefore, the optimal solution for the problem P2 is

B∗
i,e =

√
αiLi

N∑
i=1

√
αiLi

B (25)

V ∗
i,e =

√
αiLi

N∑
i=1

√
αiLi

V (26)

C. OPTIMAL RESOURCE ALLOCATION AND APPLICATION
OFFLOADING ALGORITHM.
After getting the optimal solutions for each of the compression
models, the resource allocation optimization and application
offloading algorithm is proposed in Algorithm 1.

VI. EXPERIMENTAL RESULTS
In this section, experimental simulations are performed, and
the simulation results are to validate the efficacy of the pro-
posed offloading scheme. In a detailed manner, we analyze
the offloading decisions and the system delay with respect
to different parameters like the mobile device number, the
compression capacity of mobile devices, and the compression
capacity for the edge cloud.

We compare the following two benchmark compression
models with our proposed compression method:
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Algorithm 1: Optimal Resource Allocation and Multime-
dia Applications Offloading
Input:
1: The number of N multimedia applications;
Output:
2: the multimedia application offloading decision of

each device and delay of all devices;
3: Calculate the optimal allocated bandwidth of each

mobile device by solving problem P1;
4: Then the optimal value Bi is obtained, which is

expressed in Eq.(16);
5: Get the optimal solution of total local delay of all

mobile devices according to Eq.(4);
6: Calculate the computing resource allocation of each

mobile device by solving problem P2;
7: Then the corresponding values are obtained and

expressed in Eq.(25) and Eq.(26), respectively;
8: Get the optimal solution of total delay for the edge

cloud compression model according to Eq.(7);
9: while i ≤ N do

10: if Di,l ≥ Di,e then
11: ai = 1;
12: else
13: ai = 0;
14: end if
15: end while

Local Compression Model: In this compression model, mo-
bile devices compress their multimedia applications locally.

Edge Cloud Compression Model: In this compression
model, mobile devices offload their multimedia applications
and compress these applications in the edge cloud.

Random Compression Model: In this compression model,
some mobile devices offload their multimedia applications
and are compressed by the edge cloud while the left ones
compress their multimedia applications in their own devices.

A. PARAMETER SETTING
Consider a MEC system where we set the default parameters
as follows by referring to [33], [36] unless otherwise stated.
The weights of all mobile devices are set as αi = 1

N , the trans-
mission power is pi = 0.01 W, the variance of the AWGN is
N0 = 10−7, the bandwidth is B = 10 MHz, the video sizes
and the compression capacity of the devices are uniformly
distributed with Ll = 10, Lm = 100] Mbits and V l

i ∈ [0.5, 2]
Mbps, the capacity for the edge cloud V e

i is 40 Mbps, and the
value of compression ratio β = 0.01, which is a typical value
when adopting the technique of MPEG4 video compression.
The main simulation parameter values are summarized in Ta-
ble 2 .

B. THE EFFECT OF THE MOBILE DEVICE NUMBER
Firstly, the effect of the mobile device number N on the
computation offloading decisions and the system delay are

TABLE 2. Notations Summary

TABLE 3. Simulation Parameters
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FIGURE 3. The offloading decisions with respect to the compression
capacity of mobile devices.

FIGURE 4. The system delay with respect to the mobile device number.

analyzed. Fig. 3 and Fig. 4 show the varying offloading deci-
sions, and the system delay under different numbers of mobile
devices. For a mobile device, the offloading decision means
whether its application is to be processed in the edge cloud or
not. Recall that if the multimedia application of this mobile
device is processed in the edge cloud, then the offloading
decision is 1. Otherwise, the offloading decision is 0. From
Fig. 3, we see that mobile devices offload their multimedia
applications to the edge cloud when the mobile device number
is small. When the number for the mobile devices increases,
some devices will choose the local compression model to
compress their multimedia applications. This is because the
communication and computing resources are limited, which
leads to a higher system delay. From Fig. 4, we see that the
system delays will increase if the number of mobile devices
increases. By comparing with the three benchmark compres-
sion models, it is obvious that the proposed compression
scheme can achieve better performance.

C. EFFECT OF THE COMPRESSION CAPACITY OF MOBILE
DEVICES
We next analyze the effect of the compression capacity of
mobile devices on the decisions of offloading and the sys-
tem delay, the results of which are shown in Figs. 5 and 6,
respectively. The number for mobile devices N is set as 10.
From Fig. 5, it is evident that the number for mobile devices
that choose the offloading decisions is decreasing while the
compression capacity of mobile device increasing. That is due
to the reason that more mobile devices will compress their
applications locally as the compression capacity increases.
Especially, all mobile devices will offload their applications

FIGURE 5. The offloading decisions with respect to the compression
capacity of mobile devices.

FIGURE 6. The system delay with respect to the compression capacity of
mobile devices.

when the compression capacity achieves 3 Mbps. From Fig. 6,
it can be found that the system delays caused by the local
compression and random models decrease evidently while the
compression capacity of mobile devices increasing. The sys-
tem delay caused by the local compression scheme is higher
compared with the edge cloud scheme before the mobile
device’s compression capacity achieves 2 Mbps. However,
the system delay caused by the local compression scheme
becomes lower than that of the edge cloud scheme with the
mobile device’s compression capacity increasing. In addition,
the proposed scheme achieves the lowest system delay com-
pared with the three benchmark methods.

D. THE EFFECT OF THE EDGE CLOUD COMPRESSION
CAPACITY
In this part, the effect of the compression capacity of the edge
cloud V on the applications offloading decisions for mobile
devices and the system delay is analyzed, the results of which
are shown in Figs. 7 and 8, respectively. The mobile device
number is fixed as 10, the capacity of mobile devices as
2 Mbps, and vary the edge cloud compression capacity. From
Fig. 7, we can observe that more mobile devices will offload
their multimedia applications if the compression capacity for
the edge cloud increases. We can observe from Fig. 8 that the
system delays under the edge cloud compression scheme and
our proposed scheme decrease greatly versus the increase of
the compression capacity for the edge cloud. This is due to the
reason that more users of mobile device adopts the offloading
method increase.
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FIGURE 7. The offloading decisions made by mobile devices with respect
to the compression capacity of the edge cloud.

FIGURE 8. The system latency with respect to the compression capacity of
the edge cloud.

FIGURE 9. The effect of the video size on the offloading decisions of
mobile devices.

FIGURE 10. The effect of the video size on the system delay.

E. THE EFFECT OF THE VIDEO SIZE
The effect of the video size in this part is analyzed. We set the
mobile device number as 10, the capacity of the edge cloud
as 40 Mbps, the compression capacity of each mobile device
is 2 Mbps, and we vary the video size Lm from 20 Mbits
to 100 Mbits. Figs. 9 and 10 illustrate how the video size

affects the offloading decisions made by mobile devices and
the system delay, respectively. We observe from Fig. 9 that
the mobile device number adopting offloading decisions does
not change even if the video sizes increases. The offloading
decisions made by mobile devices are determined by the delay
from the local compression and that from the edge cloud
compression. When the capacities of mobile devices and the
edge cloud are fixed, with the video sizes of mobile devices
increasing, the delay of local compression and that of the edge
cloud compression also increase accordingly. Observing from
Fig. 9, we find that only 6 mobile devices decide to offloading
their applications. From Fig. 10, it is evident that the system
delay increases with the video size increasing. This is intuitive
as when the computing resources for mobile devices and edge
cloud are fixed; larger video sizes will cause higher system
delay. By comparing with the three baseline methods, the
proposed compression scheme can achieve the lowest delay.

VII. CONCLUSIONS AND FUTURE WORKS
In this paper, we have studied the multimedia applications
offloading problem in a MEC system minimizing the system
delay by allocating the communication resources and com-
puting resource in the edger servers. Two problems under the
models of local compression and the edge cloud compression
are formulated, and a solution method is proposed for each
of the models, based on which an efficient multimedia appli-
cation offloading scheme is proposed. Simulation results are
conducted to verify the performance for our proposed offload-
ing scheme. The results show that the scheme proposed in
this paper can outperform the two benchmark methods under
different parameters.

Some research problems will be left as future works. First,
as NOMA is viewed as a promising technology in the future
wireless networks, the NOMA technology can be adopted for
the channel access; Second, we can consider both the partial
task offloading and binary task offloading jointly; Third, we
can study the scenario of task offloading by integrating MEC
with ultra-dense network, which are studied separately in the
previous works. We can also apply machine learning and
other optimization methods, such as the dandelion algorithm
(DA) [42] and deep reinforcement learning, to solve the task
offloading optimization problems.
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