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ABSTRACT A data analytics application submitted to a Spark cluster often has to finish executing by a
specified time target. To use cluster resources effectively, the key challenge is having the ability to gain quick
insights on how the execution time of any given application is likely to be impacted by the resources allocated
to the application, e.g., the number of Spark executor cores assigned, and the size of the data to be processed.
Such insights can be used to quickly estimate the required resources and configure a Spark application for a
desired execution time using the least amount of resources. Our paper proposes an automated execution time
estimation approach called PERIDOT that involves executing a given application under a fixed resource
setting with two different-sized, small subsets of its input data to offer fast, lightweight execution time
predictions. It analyzes logs from these two executions to estimate the dependencies between internal stages
of the application. Information on these dependencies combined with knowledge of Spark’s data partitioning
mechanisms is used to derive an analytic model that can estimate execution times for other resource settings
and input data sizes. Our results from a wide range of applications and multiple Spark clusters show that
PERIDOT can accurately estimate the execution time of an application from limited historical data, and
suggest the minimum amount of resources required to closely meet an execution time target.

INDEX TERMS Apache spark, Big Data processing, performance prediction, performance engineering.

I. INTRODUCTION
The Apache Spark cluster computing platform [1] is being
increasingly used to develop big data analytics applications.
Execution time of Spark applications is an important concern
for users and operators of a Spark cluster. Cluster users are
typically interested in ensuring that their application meets a
desired execution time target. Cluster operators, on the other
hand, would like to provision just enough resources to appli-
cations such that application execution time targets are sat-
isfied while simultaneously maximizing utilization of cluster
resources and reducing costs.

Apache Spark supports a resource allocation strategy where
users can specify how many cores and memory an application
can have. However, specifying the right amount of resources
is not trivial. On cluster computing environments, there are
typically a large number of choices in terms of the resources
that can be assigned to an application. To leverage Apache

Spark’s resource allocation strategy effectively, the underlying
requirement is to have an execution time prediction tool that
would provide quick insights on how the execution time of
any given application is likely to change as a function of
the resources, i.e., cores, allocated to the application and the
size of data that needs to be processed. While Spark provides
sophisticated tools to monitor application performance [2],
it does not yet support a tool that can estimate application
execution time.

There have been a number of recent efforts at modeling
and optimizing the execution time of Spark applications using
analytical and machine learning techniques [3]–[18]. These
approaches require extensive performance data from previous
executions of an application covering a range of different
resource allocations and data sizes of interest to build models.
Gathering such history is time consuming and resource inten-
sive, thus not feasible in situations where quick predictions
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are desired, e.g., to make resource allocation decisions, and
extensive access to cluster resources for the experimentation
needed to build the models is impractical. Moreover, these
techniques have mostly not been verified on a diverse set of
applications. In this paper, we aim to reduce the time and
resource requirements of the prediction process and offer a
generalizable solution for various applications.

We propose a lightweight, analytic execution time pre-
diction approach called PERIDOT, PERformance predIction
moDel fOr Spark applicaTions. PERIDOT executes an appli-
cation under a fixed resource allocation with two different-
sized, small subsets of its input data. Based on observations
on the internal dependencies in the application as well as
the impact of data partitioning and data size on execution
times in these runs, PERIDOT deduces the execution times
of the application under other resource allocation settings and
input data sizes. By relying on just two runs per application
and using small datasets, PERIDOT significantly reduces the
time and resources required to construct application models
thereby facilitating quick insights into the execution time be-
haviour of applications.

We evaluate PERIDOT using 13 well-known Spark appli-
cations spanning text analytics, linear algebra, machine learn-
ing, and Spark SQL executing on two different clusters. Our
results indicate that models derived using PERIDOT yield a
very good accuracy with a mean prediction error of 7.7% for
all 13 applications over a range of resource allocations and
input data sizes. In particular, results show that PERIDOT can
accurately capture the performance impact of complex inter-
nal application dependencies such as those observed in many
Spark SQL queries. Generating models and predictions using
PERIDOT is quick. For instance, while exhaustive experi-
mentation of all possible configurations we explore requires
over 3,400 core hours, PERIDOT requires only 0.8% of this
effort.

We have conducted experiments to evaluate the effective-
ness of using PERIDOT for resource allocation exercises.
Specifically, we compare our approach with Spark’s default
resource allocation mechanism, which allocates all available
cores in the cluster to an application. The results show that
our approach selects more cost-effective resource allocation
schemes for any given user defined execution time target.
Specifically, our approach results in 43.1% lesser use of cores
on average over the baseline technique considered.

The preliminary design and evaluation of PERIDOT is
described in our previous conference paper [19]. This paper
represents a significant extension in following areas:

1) We have expanded significantly on the preliminary vali-
dation presented in our earlier paper through 6,515 core
hours of new experiments representing a 260% increase
in experimentation effort. Specifically, our validation
effort considers 5 additional Spark applications, includ-
ing applications with more complex internal dependen-
cies. The new experiments also validate PERIDOT’s
ability to handle multiple task executor resource allo-
cation mechanisms, i.e., executors assigned single and

multiple cores (Section VI-B). We have also established
the generalizability of PERIDOT by validating it on an
additional cluster that has different hardware character-
istics (Section VI-E).

2) We have experimentally evaluated the effectiveness of
using PERIDOT for allocating resources to Spark ap-
plications (Section VI-F).

3) We have fully automated our technique and provided it
as a tool for others to use [20].

The remainder of the paper is organized as follows. In Sec-
tion II, we provide a brief background on Spark. Section III
discusses related work. Section IV describes the PERIDOT
approach in detail. Section V and VI describe our experiment
setup and results, respectively. Conclusions and future work
are offered in Section VII.

II. APACHE SPARK PLATFORM
A Spark application consists of two types of operations,
namely transformations and actions. A transformation ap-
plies a function on each element of a distributed collection
of objects called a Resilient Distributed Dataset (RDD). A
transformation can cause one or more additional RDDs to be
created. Actions trigger the execution of functions associated
with one or more transformations to produce meaningful re-
sults. For each action in an application, a Spark job is created
and executed. A single application can trigger multiple jobs
which can run in sequence or in parallel.

A Spark job can be separated into one or more physical
units of execution called stages. A Spark stage may depend
on the output data generated by previous stages or might be
independent of other stages. The Spark runtime will schedule
a stage for execution only after all stages that stage is depen-
dent on have finished executing. In contrast, stages that have
no dependencies with one another can be scheduled to run
concurrently thereby resulting in parallel stages.

Dependencies among application stages are represented
within Spark as a Directed Acyclic Graph (DAG). A DAG is
a language-independent representation of the execution of a
Spark application. A Spark application DAG contains a set
of vertices and edges, where any given vertex represents an
RDD or an input and the outgoing edges represent operations
to be applied on the vertex. Fig. 1 is a screenshot from the
Spark UI that shows a small part of the Spark DAG for the
linear regression application from the Spark standard exam-
ples. To see all the stages and jobs of this application, we
have provided a simplified visualization of the full DAG in
Fig. 2 where rectangles represent jobs and circles represent
application stages. This is an application with a simple DAG
where all jobs and stages run in sequence.

As mentioned earlier, some applications can produce par-
allel stages. Fig. 3 shows a small part of the Spark DAG for
Query52, a Spark SQL implementation of a query in the TPC-
DS [21] benchmark suite. To aid better visualization of the de-
pendencies, Fig. 4 provides our simplified visualization of the
DAG with parallel stages. Some stages run in parallel while
others run in sequence. Regardless of the size of input data
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FIGURE 1. Example of a simple DAG.

FIGURE 2. Simplified DAG structure for Linear Regression.

FIGURE 3. Example of a DAG with parallel stages.

FIGURE 4. Simplified DAG structure for Query 52.

or the resource allocation setting, the overall DAG structure
remains the same for any given application. As described in
Section IV, PERIDOT estimates the dependencies related to
jobs and stages from an application execution that uses a small
subset of its input data. It leverages this information while
estimating execution times for other data sizes and resource
allocation settings.

We next focus on behaviour within each stage. To facilitate
parallel processing, Spark splits the input data of each stage

FIGURE 5. Examples of task waves.

into smaller data partitions that are typically of equal size.
By default, the number of partitions of an input data with

size D is � D

block
�, where block is the block size employed

by the underlying file system. However, a stage can override
this default partitioning behaviour by explicitly specifying the
number of partitions. This is observed in many of the TPC-DS
applications in our study.

A stage consists of a set of tasks with each task applying
the operations of the stage on one partition of the data. A task
is executed by one of the task executors allocated by Spark
to that stage. An executor is a process that runs on a worker
node in the cluster, i.e., a node that executes application code.
A worker node can host one or more executors. Each execu-
tor can be allocated a configurable amount of worker node
resources such as processing cores and memory.

Assuming only one stage is scheduled for execution, the
number of concurrent tasks of that stage executing at any
given time depends on the number of executor cores assigned
to the stage, and the number of partitions to be processed in
the stage. We refer to the pattern of execution of tasks within
a stage as a task wave. We define the wave time as the time
taken for one wave of execution. Fig. 5 derived from Spark’s
visualization of actual stage executions shows two examples
of tasks running in waves. In Fig. 5(a), two executors with
one core each are assigned a total of eight tasks. The tasks are
equally divided among the two executors, resulting in four full
waves, i.e., waves that fully utilize the available parallelism.
In Fig. 5(b), the same eight tasks are distributed among six
executors. This increase in the number of executors reduces
the number of waves to two. However, there are four idle
executors during the second wave. We refer to this wave as
a partial wave because it does not fully utilize the parallelism
available.

For applications with parallel stages, each wave may consist
of tasks from different stages. Fig. 5(b) depicts one such
example where tasks from different stages are shown with
different colors. From the figure, the individual task execution
times in a wave are more heterogeneous than in the single
stage scenarios depicted in Fig. 5(a) and Fig. 5(b).
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For a given number of executors and with Spark’s de-
fault partitioning mechanism, increasing the input data size
of a stage increases the number of partitions, as the size of
partitions generally remains the same. Depending on the exact
number of executors, this can either cause the number of
waves to remain the same or increase. The number of waves
in a stage increases by one or more if the number of additional
partitions exceeds the number of idle cores in the partial wave
of that stage. In contrast, the number of waves remains the
same if the number of additional partitions is less than or
equal to the number of idle cores in the partial wave. In this
case, the increase in data size has the impact of “filling up” the
partial waves, thereby utilizing the available parallelism more
effectively.

From the above discussion, the number of waves in a stage
and hence the stage execution time generally depends simul-
taneously on the number of executors and data size. This
suggests that the impact of both the number of executors and
input size can be modeled by estimating the number of waves
and the mean duration of each wave, i.e., wave time, in a stage.
We exploit this observation in the next section to develop an
analytic approximation that captures the execution time of a
Spark application.

III. RELATED WORK
There have been a number of recent efforts on modeling
and optimizing the performance of Spark applications [3]–
[18]. Singhal and Singh [18] developed a simulation model
that captures in detail Spark’s internal job processing mech-
anisms using application’s history. The authors showed how
the parameterized model can then be used to simulate the
application’s scaling behaviour. Petridis et al. [3] focused on
12 Spark configuration parameters and proposed a trial-and-
error performance tuning methodology for Spark applications.
Wang et al. [4] proposed a machine learning based param-
eter tuning approach using multi-class classification on 500
execution records where each record contains a list of Spark
configuration settings and the execution time achieved with
those settings. Gulino et al. [5] propose a hybrid approach
by modeling individual tasks of a DAG and then offering
performance prediction for unseen DAGs. Javaid et al. [6]
prepare an extensive set of common workload executions and
use several Spark features obtained from them to train and
compare multiple ML models for execution time prediction.
These techniques consider a large parameter space and hence
require a large amount of prior execution data to be really
effective. Unfortunately, obtaining such data might not always
be feasible. For example, Jyothi et al. [22] analyzed workloads
on production clusters and showed that about 40% of applica-
tions were non-recurrent, i.e., did not have historical execution
data. Cheng et al. [7] reduce the training samples and lower
the model overhead in their Adaboost-based performance pre-
diction model by utilizing projective sampling, however their
process still requires a significant amount of training.

Similar to this paper, some studies focused exclusively on
the impact of data size and the amount of resources assigned

to a Spark application. Gibilisco et al. [8] executed a given
Spark application with different, smaller subsets of the in-
put data. They trained multiple polynomial regression models
from these executions and selected the model with the least
error. Wang and Khan [9] collected detailed performance logs,
e.g., execution time, memory consumption, I/O overheads,
for the stages in a Spark application. They exploit these logs
to simulate how the application’s execution time will change
with input data size. Gounaris et al. [10] proposed regression
models that capture how execution time changes with the
number of nodes allocated to the application. In contrast to
these approaches, PERIDOT can simultaneously capture the
impact of both data size and number of executor cores.

Venkataraman et al. [11] proposed an approach called
Ernest that is designed to simultaneously predict the impact of
input data size and the number of worker nodes. Ernest uses
an optimal experiment design method [16] to select executions
with different data sizes and numbers of nodes. These execu-
tions are used to train a regression model for the application
that has data size and number of nodes as independent vari-
ables. Islam et al. [17] proposed an approach called dSpark
for modeling execution time with respect to the number of
executors and input data size. They also used dSpark as a con-
servative resource allocation scheme that allocates resources
to applications based on the time needed for their execution
as opposed to Spark’s default resource scheduling [23] that
may allocate all system resources to a job. Similar to Ernest,
dSpark uses a set of controlled executions to train a regression
model for estimating the execution time of applications. Both
these techniques report very good accuracies when there is
extensive experiment data available to train the regression
models.

Sidhanta et al. [24] designed a model called OptEx for
estimating Spark application execution times and used it for
optimal allocation of cluster resources to applications. Op-
tEx uses a curve fitting technique in combination with ana-
lytical expressions. An OptEx model is derived by profiling
different categories of applications and extracting parameters
for each of these categories that influence performance. Lee
et al. [25] extended OptEx by including additional parameters
to incorporate the probability of failure for an application and
used this model to drive resource allocation. Baresi et al. [26]
proposed a containerized modification of Spark that exploits
a black box control theoretic model to realize per-stage dead-
lines at runtime. Unlike our approach, their approach relies
on modifying the default Spark system, which many not be
feasible in production environments. In summary, PERIDOT
requires lesser experimentation effort than the machine learn-
ing approaches discussed in this section.

IV. EXECUTION TIME MODELING WITH PERIDOT
When users submit their applications to a Spark cluster, they
expect to process a certain amount of data within an ex-
ecution time target, i.e., deadline. Some applications may
have tight deadlines, while others may have more flexible
deadlines. As described previously, Spark’s default resource
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allocation method executes all submitted applications in a
FIFO order, and each application uses all available cluster
resources [23]. This approach prevents resource sharing and
can negatively affect applications with tight deadlines. There-
fore, Spark users and job schedulers prefer to use a different
resource allocation mechanism, e.g., YARN [27], that allows
resource sharing. In this mode, Spark users or job schedulers
can specify how many executors, cores, and memory an appli-
cation can have. A fast and accurate execution time prediction
model is needed to ensure that users and schedulers request
just the right amount of resources so as to meet deadlines in a
cost-effective manner. PERIDOT addresses this need.

PERIDOT is a lightweight, analytic execution time estima-
tion approach that does not require exhaustive prior executions
of an application to derive a model. Appendix I gives an
overview of PERIDOT’s modeling process. Given an appli-
cation, its input data, and the execution time target, PERIDOT
launches just two different executions of the application using
smaller subsets of the input data so as to not consume a
significant amount of cluster resources. The two executions
measure the behaviour of the application under two different
input data sizes and the same number of executor cores. Using
these two executions, we follow a four step process to pre-
dict the execution time of the application with different input
sizes and executor cores. We first estimate the dependencies
among stages in the application. Using the execution logs,
we also characterize the number of partitions that each stage
processes and whether the number of partitions changes with
size (Section IV-A). Second, we estimate the number of waves
that each stage or a group of parallel stages processes and use
that to calculate its wave time (Section IV-B). Third, wave
times and other parameters extracted from these execution
logs are used for estimating the execution time of the appli-
cation with different input sizes and executor core numbers
(Section IV-C).

A. APPLICATION DEPENDENCY IDENTIFICATION
In this step, we run the Spark application twice with two small
input data sizes and the same number of executor cores. We
call these two runs as reference executions. We collect the
execution logs of both reference executions. The execution
log records detailed information such as stage id, tasks in the
stage, the time at which a stage starts, the time at which a task
obtains resources and starts executing, and the time at which a
task finishes. From the two reference logs, we estimate the
dependencies between the stages and characterize how the
application’s partitioning behaviour changes with data size.
As mentioned earlier, the dependency structure depends on
the operations defined in the application and remains the same
even when the input data or the executor cores assigned to the
application are changed.

We next identify groups of stages and represent the appli-
cation’s dependency as a sequence of these groups. We define
a stage group as all stages scheduled at the same time. A stage
group may contain only one stage, e.g., a sequential stage, or
multiple stages, e.g. parallel stages. In Fig. 4, as an example,

no other stage is scheduled to run in parallel with stage 1 and
therefore we create a stage group with only one stage. Stages
24, 25, and 27 are parallel stages since they are scheduled at
the same time and hence we create one stage group for them.

Since parallel stages are scheduled at the same time, they
compete for the processing resources assigned to the appli-
cation. Consequently, the waves contain tasks from different
stages and hence are more complex than stage groups that
contain only a single stage. Regardless of whether a stage
group is sequential or parallel, we define the execution time
Si of the stage group i as the difference between the finish
time of the last task in the group and the time when the
first task in the group is scheduled. Apart from capturing the
computation time of tasks, this metric also includes delays due
to tasks waiting for executor cores. The process of identifying
stage groups based on stage scheduling time yields a sequence
of stage groups estimating the dependency structure of the
application. We note that this method of extracting application
dependency based on stage scheduling times is a simplifica-
tion. We evaluate the effectiveness of our simplification in
Section VI.

After extracting the sequence of stage groups from each ref-
erence execution log, we compare the corresponding groups in
the references to characterize partitioning behaviour. Specif-
ically, we label each stage group as either a fixed partition
or a variable partition stage group. The number of partitions
processed by a fixed partition stage group does not change
when the input data to the application changes. From our em-
pirical observations, the execution time of such stage groups
typically does not vary significantly when the input data size
changes. Consequently, the execution time of such a stage
group can be modeled as a constant. In contrast, the number
of partitions processed by a variable partition stage group
changes with respect to the input data size. Its execution time
hence changes with data size. It is essential to use different
input data sizes for the two reference executions so that it is
possible to identify the fixed and variable stage groups. The
identification can be done based on whether there is a change
in the number of partitions processed by them, since fixed
and variable stage groups contribute to the execution time
differently.

To summarize, the inputs of this step are the execution
logs of the two reference executions and the outputs are the
sequence of stage groups labeled as fixed or variable partition
groups. Moreover, we extract the number of partitions in each
stage group under each of the two reference executions. We
also extract the stage group execution times and the end to
end execution times from both references.

B. MODEL PARAMETER EXTRACTION
Based on the outputs from the previous step, we first calculate
the mean wave time parameter for each variable stage group.
As we show in Section VI, the wave time of any given stage in
an application remains almost the same regardless of the size
of the input data and the number of cores allocated to the stage
provided the structural properties of the data, e.g., number
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TABLE 1. Notations Used in Peridot

of features in a machine learning dataset, remain unchanged.
Consequently, knowledge of the mean wave time would allow
us to offer predictions for any executor cores and data size as
we outline later in Section IV-C.

Table 1 enlists the variables we need to extract using the
reference logs obtained in Section IV-A and the variables we
need to calculate in order to obtain the execution time for a
desired input data size and executor setting. The number of
waves Ni in stage group i can be estimated using (1) where
Pi is the number of partitions in the stage group and E is the
number of executor cores assigned to the application.Equation
(1) gives us the number of individual sequential execution
units, i.e., waves, of execution in each stage group, as de-
scribed in Section II. The wave time Wi can then be calculated
by dividing the total execution time of the stage group Si by
the number of waves Ni, as shown in (2). We calculate Wi in
this manner using each of the two references. We then use the
mean of these two values Ŵi as the mean wave time parameter
for stage group i.

We note that parallel stage groups can exhibit variability in
task execution times since tasks can be from different stages.
In this way, our method of calculating wave times for such
stage groups in essence averages the execution times of these
heterogeneous tasks, thus minimizing the heterogeneity be-
cause of the different stages.

Ni =
⌈

Pi

E

⌉
(1)

Wi = Si

Ni
(2)

We also record as parameters the mean number of partitions
P̂r

i in each stage group of the two references. This is calculated
as the sum of the corresponding Pr

i values in both references
divided by the mean of the input data sizes of the two refer-
ences D̂r . As shown later in (3), we use D̂r to scale the number
of partitions in each stage group while predicting for other
input data sizes.

Finally, we estimate the parameter F representing the ag-
gregate execution time contribution of the fixed partition stage

groups. Consider an application execution with end to end
execution time T . We sum the variable stage group execution
times, i.e., the Si values, and subtract this sum from T to obtain
F . This process is carried out on both reference executions to
obtain a mean fixed execution time F̂ .

C. PREDICTING EXECUTION TIME
Assume that an execution time prediction is desired for an
input size of Dnew under an executor core setting of Enew.
Using the parameters obtained from the reference executions,
for each variable stage group i, we estimate the new number
of partitions that result under these settings using (3). This
equation assumes that the number of partitions scales linearly
with data size, which is the behaviour of Spark’s default par-
titioning algorithm. We next estimate the number of waves
Nnew

i using (4). We use (5) to estimate the execution time
Snew

i of the variable stage group using the mean wave time
parameter Ŵi estimated previously. This process is repeated
for all variable stage groups and the sum of the Snew

i values
is added to the fixed partition execution time parameter F̂
estimated previously using the reference executions to obtain
the execution time prediction T new.

Pnew
i = Dnew

D̂r
× P̂r

i (3)

Nnew
i =

⌈
Pnew

i

Enew

⌉
(4)

Snew
i = Ŵi × Nnew

i (5)

T new =
∑

i∈var

Snew
i + F̂ (6)

PERIDOT is compact since it captures both executor and
data scaling using the number of waves as shown by (3)
and (4). Modeling in terms of the number of waves and mean
time per wave allows PERIDOT to rely on just two refer-
ence executions since these references give us the mean wave
time as well as the scaling behavior of the variable stages.
Moreover, the two reference executions are enough to identify
the dependency structure of an application and incorporate its
impact on stage group wave times and hence the overall exe-
cution time. To facilitate quick predictions, PERIDOT makes
simplifications with regards to the dependency structure,
the characterization of fixed and variable partition stages, and
the wave behaviour of stage groups. We experimentally study
the impact of such simplifications on accuracy in Section VI.

PERIDOT’s prediction process can help to make decisions
on the right amount of resources to allocate to an application.
Given an application, its input data, and the execution time
target, T max , PERIDOT uses its prediction process to calculate
T new for different executor settings and outputs the minimum
number of executors that will meet the execution time target
of the application, i.e., T new < T max . The results are shown in
Section VI-F.
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V. EXPERIMENT SETUP
A. EXPERIMENT TESTBED
We use PERIDOT to predict the execution time of applica-
tions in two different cluster settings and to estimate the num-
ber of execution cores required to meet execution time targets.
Specifically, we use a multi-node test-bed consisting of nodes
from the ARC cluster of the University of Calgary [28]. Our
test environment is equipped with Spark 2.2.0 and operates on
a common network file system.

B. EXPERIMENT FACTORS
Cluster Compute Nodes - We have evaluated our approach
on two clusters consisting of nodes from the ARC system. Our
default setting uses nodes from ARC’s Breezy cluster. In this
cluster, each node has a four socket AMD Istanbul processor.
A socket contains 6 cores each clocked at 2.4 GHz. The 24
cores associated with one compute node share 250 GB of
RAM. To show that our model can be generalized to other
platforms, we also evaluate it on ARC’s Bigmem cluster,
which uses compute nodes with different characteristics than
those of Breezy. Each node in this cluster has a four socket
Intel Xeon Gold 6148 processor. A socket contains 20 cores
each clocked at 2.4 GHz. All cores of one compute node share
3 TB of RAM.

Applications - We evaluate our technique with 13 standard
benchmarks encompassing text analytics, linear algebra, ma-
chine learning, and Spark SQL. Word Count (W c) counts the
number of occurrences of each word in a text file. The input
consists of random words generated from words in the Linux
dictionary. W c is a representative of a compute-intensive ap-
plication. Sort (So) ranks records by their keys. The input is a
set of samples, each represented as a numerical vector. Sort is
both compute and memory intensive. Linear Regression (Lr)
models the relationship between a dependent variable and a
set of independent variables. Naive Bayes (Nb) classifies the
input data based on feature values. Lr and Nb are representa-
tive machine learning applications that trigger multiple jobs.
Correlation analysis (Co) calculates the statistical dependency
of input variables. While the aforementioned applications are
part of the standard Spark distribution, to expand our evalu-
ation, we have also used a Matrix Multiplication (Mm) ap-
plication [29]. Mm receives an m × n (m >> n) matrix, and
multiplies the transpose of this matrix with itself to output an
n × n matrix.

To further diversify our applications, we also use Spark
SQL queries from the industry-standard TPC-DS benchmark
suite [21]. We include these queries because of their more
complex DAG structures compared to the rest of the ap-
plications. Specifically, we use Query9, Query15, Query26,
Query52, Query64, Query70 and Query78. We refer to these
queries as QX , where X represents the number assigned to
each query. Q9 is an example of a Spark application that
generates parallel jobs. This offers the exploration of a unique
scenario in Spark because all other applications under study
have serial jobs, which may have parallel stages inside them.

To the best of our knowledge, no previous works have ex-
plored applications with parallel jobs. Q15 is a reporting query
that accesses only one table in the TPC-DS data set. Q26
and Q52 are interactive queries that have been used by other
researchers developing performance models [30]. Q64 per-
forms complex joins on four different tables to trace patterns
in data with respect to selected features. Q70 is the most
compute-intensive interactive query in TPC-DS suite. Q78 is
a hybrid query that involves large joins. These queries capture
most of the categories discussed in the TPC-DS workload
analysis [31], hence providing a well-rounded test-bed for
PERIDOT. These applications vary in terms of the number
of jobs, number of stages, DAG structures and the operations
used.

Input and resource configurations - We vary the input
size from 1 GB to 100 GB. To process this data, we employ
up to 40 executor cores distributed over 1 to 8 machines.
Each executor in our experiments is configured with 50 GB of
RAM, and 5 cores. Each node is configured with 1 executor, so
our experiments range from 1 to 8 executors. We have studied
other core assignments in Section VI-B where we vary the
number of cores assigned to each executor from 1 to 10. The
choice of input sizes and executor core numbers allows us to
fully exploit the in-memory data processing offered by Spark
with no disk spills while ensuring sufficient spare memory
is available for the Spark driver, i.e., the JVM process that
coordinates the executors, and the operating system.

Other approaches - We first compare PERIDOT with an
Ideal Scaling (IS) baseline. The IS baseline assumes that the
performance ideally scales with executor cores. For example,
for any given input size doubling the executor cores assigned
to an application results in half the execution time. Similarly,
IS assumes that for a given number of executor cores the
execution time increases linearly (with a unit slope) with input
size.

We also compare PERIDOT with an existing machine
learning based prediction approach from literature namely,
Ernest [11]. Ernest uses a regression model where an applica-
tion’s execution time is expressed as a linear combination of
four components namely, a constant term, a linear dependence
on the ratio of input size to the number of nodes allocated
to the application, a non-linear dependence on nodes that
captures inter-node communication overheads, and a linear
dependence on nodes.

C. EXPERIMENT PROCESS
For each experiment in the prediction process, we have an
initial phase where two reference executions are carried out
as described in Section IV to extract the application depen-
dencies and the model parameters. Our reference executions
use 5 cores. We use 1 GB and 2 GB data sizes in the reference
experiments. Due to the small size of these references, they
take a very small time to execute. To evaluate the prediction
accuracy, we run each Spark application with all executor
core settings and input sizes to collect the application exe-
cution times. We repeat each measurement three times and
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use the mean of the measured execution times. We compare
the measured mean execution times with those predicted by
PERIDOT and the other techniques and report the relative
error.

To evaluate the effectiveness of PERIDOT’s predictions in
resource allocation exercises, for each application, we start
with an initial execution time target that will help meet a user
specified a deadline. We then gradually relax that execution
time target up to 200% of the initial target. For each execu-
tion time target explored in this manner, we first search the
minimum amount of required cores for each application based
on PERIDOT’s predictions. Then, we run the application with
the selected amount of resources and compare the measured
execution time of the application with its predetermined ex-
ecution time target. We compare the resources allocated by
PERIDOT with Spark’s default resource allocation mecha-
nism which allocates all available resources to the submitted
application and observe the resource conservation achieved by
PERIDOT.

D. EXPERIMENT METRICS
To evaluate the accuracy of PERIDOT’s predictions, we use
the relative error of the predicted execution time values as
shown in 7.

Error =
∣∣∣∣Tpredicted − Tmeasured

Tmeasured

∣∣∣∣ × 100 (7)

Since we ran each application multiple times in any core-
data setting, we are also interested in comparing the 90% Con-
fidence Intervals (CIs) of actual execution time measurements
with the predictions. We refer to the lower bound and upper
bound of the measured CI as LBmeasured and UBmeasured , re-
spectively. We define a distance metric dist to quantify the
gap between the measured CIs and the predicted values. If the
predicted value lies within the CI, then dist is defined to be
0.0. Otherwise, dist is given by (8).

dist = Min(|Tpredicted − UBmeasured |,
|LBmeasured − Tpredicted |) (8)

Eq. (8) assigns low values to CI and prediction points that
almost overlap, i.e., cases where the upper or lower bounds of
the measurement are close to the predicted value.

We then define the confidence interval gap CIG using (9).
CIG is obtained by normalizing distP by the measured appli-
cation time Tmeasured .

CIG =
∣∣∣∣ dist

Tmeasured

∣∣∣∣ × 100 (9)

Finally, to compare the effectiveness of PERIDOT’s predic-
tions for selecting resources for an application, we compare
the number of cores suggested by our technique to the number
of cores assigned by Spark default scheduler and show the
resource saving that PERIDOT’s predictions offer by selecting
the right amount of resources. Using the resources suggested
by PERIDOT, applications meet their target deadlines in most
experiments. If PERIDOT’s measured execution time with the

FIGURE 6. Examples of task waves in parallel stages.

FIGURE 7. Execution time of applications.

predicted number cores Tmeasured exceeds the execution time
target Tmax , we calculate and report an overshoot metric os as
shown in (10).

os = Tmeasured − Tmax

Tmax
× 100 (10)

VI. RESULTS
This section is organized as follows. We first provide an
overview of the performance of the 13 applications we con-
sider in Section VI-A. Then, we evaluate the validity of our
prediction approach in Section VI-B by running applications
on different number of cores and observing the mean wave
times. Section VI-C evaluates PERIDOT and compares its
performance with the other two prediction techniques. We
have made the execution scripts and the logs of all experi-
ments available online [20].

A. APPLICATION PERFORMANCE CHARACTERISTICS
We first show how the execution times of our 13 applications
change with the number of executor cores. On our setup, the
execution times vary by factors of 3 to 25 while using the
executor cores and size settings presented in Section V-B. As
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FIGURE 8. Wave time of the different stages of the applications.

FIGURE 9. Wave time of the applications with different settings.

shown in Fig. 7, for all applications1 execution time speedups
become progressively less dramatic as the number of cores
increases. This motivates the need for models that capture
such trends so that the appropriate number of executors can
be selected for any given application.

Fig. 8 shows the mean wave times of different stages in W c,
Mm, and So as measured from the reference executions. From
the figure, the mean wave times can vary significantly across
stages. Other applications show similar behaviour but we omit
the figures since they have a larger number of stages. This
trend validates PERIDOT’s choice of modeling each stage
group separately and aggregating the results of the individual
stage group models.

Next, we focus on the wave behaviour of a given variable
stage group across different executions. PERIDOT assumes
that the prediction for a target execution can be obtained from
the wave times of stage groups in the reference execution. The
wave times of the reference and target are similar due to the
following two reasons:

First, the block size remains almost the same in any given
system. Hence, the system processes same sized blocks across
different settings with only the number of blocks, i.e., parti-
tions, processed changing depending on the size of the appli-
cation’s input data. Since a wave is made of equal-sized, con-
current blocks, the wave times are likely to be similar across
executions (provided the structure of the data is preserved, as
discussed later). Fig. 9 plots the wave times of the largest stage

1Due to large differences in application execution times, we have shown
the results in two different figures for better visibility.

FIGURE 10. Effect of number of columns on wave time.

TABLE 2. Stage Types Characterization

of Mm, So and W c under different executor core and data size
settings. This figure confirms that the wave time of any given
variable stage group is fairly similar across different settings
thereby justifying our modeling choice. We observe similar
behaviour in other applications including those with parallel
stages.

Second, the reference execution uses data sampled from the
target data and the sampled data has the same structural char-
acteristics as the original data. We note that the wave times of
the reference execution may not provide a reliable estimate
of the wave times of the target execution if the structural
characteristics of the data across these 2 executions differ.
For example, Fig. 10 shows that the wave time of the longest
stage of Mm increases as the number of columns in the input
matrix increases even though the block sizes are the same for
all executions. Consequently, the data used in the reference
executions should have the same number of columns as the
data of the target execution for which a prediction is desired.

Finally, Table 2 shows PERIDOT’s classification of stage
groups for the different applications. From the table, PERI-
DOT identifies parallel stages for the Spark SQL queries. All
of these are also tagged as variable stage groups. PERIDOT
does not identify parallel stages in the other applications but
tags several variable stage groups. From the table, many stage
groups are tagged as fixed in all applications. Almost all of
these are stage groups of very short execution times involving
Spark operations such as collect, first, take, and runJob. The
overall execution times of all applications are dominated by
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FIGURE 11. Wave times under different core assignments.

the execution times of variable stage groups. For example,
the variable stage groups contribute on average 68%, 83%,
and 67% to the overall execution times of Q26, Q64, and
Q26, respectively. Although the contribution of fixed stage
groups to the execution time is smaller, considering them in
the prediction process improves accuracy.

B. EFFECT OF PROCESSING CORE ASSIGNMENT
PERIDOT uses the mean wave times measured from the ref-
erence executions to offer predictions. We now verify whether
the number of cores assigned to an executor in these reference
executions impacts wave times thereby limiting the ability
of PERIDOT to offer predictions for different executor core
assignments. We collect the wave times of 4 different Spark
applications under various cores assigned to a Spark executor
on a single node. We study Mm, Lr, Q70 and Q64 to cover
different application types and application complexities. We
run each application with 2 GB of input data and vary the
number of cores from 1 to 10. Fig. 11, demonstrates the sim-
ilarity in the wave times of the longest stage group of the ap-
plications under study under all core settings. We observe this
behaviour because the number of cores assigned only changes
the number of waves and not the wave time. This experiment
verifies that the number of cores used to perform the reference
executions does not impact wave times significantly, thereby
justifying the use of wave times by PERIDOT for offering
predictions.

C. ACCURACY OF PERIDOT
Fig. 12 shows the mean prediction errors of PERIDOT for
the 13 applications on our default cluster, Breezy. We perform
predictions for all executor and data size settings that are
not used by the reference executions. The mean prediction
error on the Breezy cluster is 7.7%. Many of PERIDOT’s
predictions are either within or very near the 90% confidence
interval of their corresponding measured values. The mean
value of the CIG metric is only 4.3% further indicating the
effectiveness of the technique.

Further analysis of the errors reveals some general trends.
There is no clear correlation between the magnitude of errors
and the data size and executor core settings. Applications that
had a simple DAG structure with no parallel stages resulted

FIGURE 12. Prediction errors of PERIDOT on Breezy cluster.

in a small mean error of 5.0% because they have very well
defined fixed and varying stage groups in them. In contrast,
Spark SQL applications, which have complex DAGs and par-
allel stages, show a slightly higher mean error of 9.3%. In
our experiments, Q52 has the highest mean error among all
applications at 14.1%. The main reason behind the higher
errors is that PERIDOT assumes that a stage group where
the number of partitions stays the same across the reference
executions can be modeled as a fixed stage group whose
execution time is a constant across different runs. However,
this is not strictly true for Spark SQL applications. Despite
not displaying an increase in the number of partitions with an
increase in data size, these stage groups show small increase
in the execution time because of an increase in the size of data
processed by each partition. Capturing the exact behaviour
of such stages requires more complex models, which we will
explore as future work.

We note that increasing the number of reference executions
may provide better averaged values of our model parameters
and consequently can improve prediction accuracy. However,
this increases the time needed for executing the references.
We observed that the improvement in the accuracy beyond 2
reference executions is negligible. For example, increasing the
number of reference executions from 2 to 4 for the Correla-
tions (Co) application decreases the prediction error by only
2%, while doubling the time spent on reference executions.
Thus, 2 references allow a good trade off between accuracy
and quickness. If cluster operators wish to increase the num-
ber of references, this can still be done with no change in our
proposed method.

PERIDOT provides quick predictions. For instance, ex-
haustive experimentation of all possible configurations we
explore for all 13 applications requires over 3,400 core hours.
The core hours needed by PERIDOT are only 0.8% of that
incurred by exhaustive experimentation. We also note that the
time taken to analyze the log files of application executions in
order to extract the model parameters is negligible.

D. COMPARISON WITH OTHER APPROACHES
Fig. 13 compares PERIDOT and Ideal Scaling (IS). PERIDOT
significantly outperforms IS offering predictions that are 10
times more accurate overall than IS. For the W c, Mm, So,
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FIGURE 13. Prediction errors of PERIDOT and IS.

Lr and Co applications, the mean accuracy of PERIDOT is
2 times that of IS for the Breezy experiments. IS performs
extremely poor with Lr and Spark SQL applications, which
have complex DAGs. For instance with Q64, which has a very
complicated DAG, the average prediction error of IS reaches
104% in the Breezy experiments. Other SQL queries show
average prediction errors of up to 116% with the IS prediction
method. These results show that the behaviour of applications
with complex DAGs and parallel stages cannot be predicted
by mere linear extrapolation of execution time.

Finally, we compare PERIDOT with the state-of-the-art
machine learning based Ernest approach. Ernest is shown to
be effective for predicting the execution time of the appli-
cations when combined with a training data selection pro-
cess [11]. In this study, we specifically focus on the effective-
ness of Ernest when trained with limited amount of training
data, i.e., the two reference executions. Ernest has a mean
error of 20.4% over the 13 applications used in this study
with the maximum error reaching up to 60%. The mean error
of Ernest is nearly 2.6 times of PERIDOT’s mean error. The
mean error of Ernest can improve when more training data
is provided. Using 4 reference executions the mean error of
Ernest reduces, however it is still 1.8 times of PERIDOT’s
mean error. This confirms that PERIDOT is more effective
in situations that need quick predictions based on a limited
number of executions.

E. EFFECT OF CLUSTER NODES
To explore how our modeling techniques can be generalized,
we evaluated our model on the Bigmem cluster [28]. Each
node in this cluster has a very different resource setting than
the Breezy nodes. We run the same set of experiments by
varying the input data and core sizes and record the measured
execution times. We then compare them against the predic-
tions of PERIDOT. On Bigmem, we achieved the mean error
and mean CIG of 10.8% and 9.7%, respectively over all 13
applications. Considering both clusters and all applications,
PERIDOT achieves a mean error and mean CIG of 9.1%
and 6.9%, respectively. These results validate the modeling
choices described in Section IV.

FIGURE 14. Prediction errors of PERIDOT on Bigmem cluster.

F. USING PERIDOT FOR RESOURCE ALLOCATION
In this section, using an example, we show that PERIDOT’s
execution time predictions can be used for selecting the min-
imum amount of resources while closely meeting application
deadlines. To evaluate the effectiveness of PERIDOT for re-
source allocation, we compare it against the default resource
allocation of Spark, which assigns all available cores to the
submitted application. For each application at 50 GB input
size, we start with an execution time target, and gradually
relax that target. We assume our system to have a maximum
of 50 execution cores that can be assigned to any application.
To make the comparison easier, we start experiments with
the execution time target that can be met with 50 cores. In
this case, both the default resource allocation and PERIDOT
will assign 50 cores to the application. Then, we conduct 10
additional experiments for each application, where we relax
the execution time target of the application from 20% to 200%
of the initial execution time target.

Fig. 15 shows the number of cores allocated by the default
static approach and number of cores selected by PERIDOT
for 4 applications. Spark’s default resource allocator will stat-
ically assign all of the 50 cores to the application regardless
of its execution time target. PERIDOT adjusts the resources
based on its prediction for the execution time of the applica-
tion under different core configurations. We record the actual
execution times for each application with 50 GB of input
data over core settings from 10 to 50 in steps of 5 on the
Bigmem cluster. For each experiment, we show the actual
minimum number of required cores for meeting the execution
time targets based on the measured execution times of the
applications. From the figure, the cores selected by PERIDOT
closely follow the number of cores that are actually required.
Similar behaviour is observed with the rest of the applications
in our experiment set. Considering all applications and sce-
narios we explore, PERIDOT’s resource allocation provides
43.1% conservation of resources on average over the default
approach.

The execution time targets may be violated when PERIDOT
selects less cores than required. In case of a violation, we
record the amount of the overshoot percentage os. Consid-
ering all applications and the 10 time targets that we study
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FIGURE 15. Executor cores allocated with the default approach, PERIDOT, and actual required cores.

TABLE 3. Resource Savings & Violations

for each application, the mean os is 8.3%. This is a reason-
able value compared to the 43.1% resource conservation of
PERIDOT.

Table 3 compares other static allocation strategies in terms
of execution time target violations and resource conserva-
tion. As expected, assigning lower number of cores realizes
resource savings but results in time target violations. The
highest resource conservation relative to the 50 core assign-
ment is 60% and is achieved by statically allocating 20 cores.
However, this policy results in the highest execution time
target violation of 53.2%. In contrast, PERIDOT offers 43.1%
resource conservation relative to the 50 core case at the cost of
only an 8.3% target time violation. These results offers a good
balance of resource conservation and time target violation
compared to static allocation techniques.

VII. CONCLUSIONS AND FUTURE WORK
Users and operators of a Spark system can benefit from mod-
els that provide timely performance predictions for their ap-
plications. For example, such models can provide an applica-
tion developer early insights about scaling behaviour thereby
helping them optimize their implementation. They can also
be used at runtime by schedulers to size applications with
the right amount of resources. Existing approaches require
extensive prior executions of applications under a wide range
of resource allocations and data sizes of interest. Such data
might not be always available. Furthermore, obtaining similar
information through controlled experiments can be challeng-
ing and even impractical. This paper proposes a technique
called PERIDOT that uses just two reference executions on a
small subset of the application’s input data to obtain a model
that can extrapolate its predictions for other input data sizes
and resource allocations.

A key aspect that differentiates PERIDOT from existing
approaches is that it breaks down Spark to it’s most basic
operative functionality and explicitly models the task wave
behaviour and internal dependencies in a Spark application.
For any given application, it uses the reference executions
to identify application dependencies as a sequence of stage
groups. It also computes the times to execute a single wave
of tasks in each of the identified variable stage groups in the
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reference executions. Modeling the execution time in terms
of these parameters ensures that PERIDOT can capture the
performance behaviour of an application without the need for
exhaustive sampling of the application behavior.

Evaluations based on a diverse set of applications show
that PERIDOT can provide accurate predictions. Our selected
set of applications cover a wide range of Spark operations
and internal dependencies. PERIDOT outperforms competing
approaches. In particular, it is more effective in capturing
the execution time behaviour of applications with complex
dependencies. The results also show that PERIDOT requires
significantly lesser experimentation effort than machine learn-
ing approaches to provide accurate predictions. We also show
that PERIDOT is highly effective for right sizing a Spark ap-
plication such that the application satisfies a specified deadline
while using the least amount of resources.

Future work will focus on further enhancing PERIDOT’s
accuracy. In particular, we will focus on alternative methods
to model stages that have fixed partition size but varying
input record size and study the impact of those methods on
accuracy.

APPENDIX I. STEPS INVOLVED IN PERIDOT
The flowchart at the top of the page shows the steps involved
in the prediction process of PERIDOT. The main steps are
shown in colored boxes and the tasks involved in each step
are shown in white boxes.
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