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ABSTRACT Coalition-based unmanned aerial vehicle (UAV) swarms have been widely used in urgent
missions. To fasten the completion, mobile edge computing (MEC) has been introduced into UAV networks
where coalition leaders act as servers to help members with data computing. This paper investigates a
relative delay optimization in MEC-assisted UAV swarms. Considering that the scheduling methods have
great impact on the delay, some theoretical analyses are made and a scheduling method based on the shortest
effective job first (SEJF) is proposed. Based on the coupled relationship between scheduling and resource
allocation, the computation offloading and channel access problems are then jointly optimized. To solve
the problem in distributed UAV networks, the optimization problem is formulated as an offloading game.
It is proved that the game is an exact potential game (EPG) and it has at least one pure strategy Nash
Equilibrium (PNE). To reach the PNE, a distributed offloading algorithm based on concurrent best-better
response (CBBR) is designed. Finally, the simulations show that the performance of the proposed CBBR
algorithm is better than traditional algorithms. Compared with other scheduling methods, the proposed
scheduling method based on SEJF reduces the delay by up to 30%.

INDEX TERMS UAV swarms, mobile edge computing, delay, scheduling, potential game.

I. INTRODUCTION
With the advantages of flexibility, intelligence and diversity,
coalition-based unmanned aerial vehicle (UAV) swarms have
been widely applied in urgent missions, e.g., search and rescue
[1]–[4]. The completion time is crucial for these missions. As
a promising technique, mobile edge computing (MEC) can
effectively help UAV networks reduce the delay by offload-
ing coalition members’ computation to the leader [5]–[7]. In
MEC-assisted UAV networks, how to schedule and utilize
computing and spectrum resources directly affect the comput-
ing delay [8]–[10]. Most existing papers assumed the servers
computed data for several users simultaneously [11]–[14],

which only optimized the energy consumption or economic
revenues. Besides, a few papers aimed to improve the per-
formance of long term missions [15], [16], which could not
be well applied in emergent UAV missions. Therefore, we
jointly optimize computation offloading, channel access and
scheduling in MEC-assisted UAV networks.

Due to the large-scale network and limited resources, there
are still several challenges to solve the above optimization
problem. Firstly, the MEC in coalition scenarios is more com-
plicated than traditional networks (device-to-device networks
and cellular networks). Within a UAV coalition, the mem-
bers share the computing resource and the scheduling method
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should consider the impact of queuing on delay. Among UAV
coalitions, coalitions share the spectrum resource and the
interference should be considered [12], [17], [18]. Secondly,
the resources allocation and computation offloading are cou-
pled. On one hand, due to limitation of computing resource,
offloading by many members increase the computing delay.
On the other hand, the more data a member offloads, the
longer the transmission delay [19]–[22]. Thirdly, it’s difficult
to realize the centralized decision-making due to the large-
scale nature of UAV networks [23]–[26]. The UAV coalitions
should make their decisions in a distributed way.

To tackle with the above problems, the relative delay opti-
mization based on a game-theoretic learning approach is stud-
ied in this paper. Specially, we design a scheduling method
based on shortest effective job first (SEJF) and build the of-
floading model, where UAV members choose both offloading
strategy and transmission channels. Then, the optimization
problem is formulated as a delay minimization game which
is proved to be an exact potential game (EPG). To reach the
pure strategy Nash Equilibrium (PNE), an offloading algo-
rithm based on concurrent best-better response (CBBR) is
proposed.

The main contributions of this paper are summarized as
follows:
� To shorten the relative delay of UAV networks, the im-

pact of scheduling methods on delay is analyzed and the
scheduling method based on SEJF is proposed. Consid-
ering the limitation of computing and spectrum resource,
the joint computation offloading and channel access op-
timization is investigated.

� In order to solve the optimization problem in distributed
UAV coalitions, a game-theoretic learning method is uti-
lized. The problem is first formulated as a game model
and it is proved to be an EPG admitting at least one PNE.
The offloading algorithm based on concurrent best-better
response is designed to reach the PNE of the proposed
game.

� Simulations show that the proposed CBBR algorithm
converges fast. Besides, compared with other scheduling
methods, the proposed scheduling method shortens the
delay by up to 30%.

A preliminary version of this work was [27] and the exten-
sions of this paper are concluded as follows: 1) The heteroge-
neous data in UAV networks is considered and the optimiza-
tion objective is adjusted to relative delay. 2) The schedul-
ing method of UAV leaders is newly designed in this paper.
Compared with the first come first served (FCFS) method in
[27], the proposed scheduling method based on SEJF saves
delay. 3) Based on better response algorithm, the concurrent
best-better response algorithm is proposed and has well con-
vergence performance. 4) Some simulations are made to ver-
ify the proposed scheduling method and the proposed CBBR
algorithm.

The rest of this paper is structured as follows. Related work
is summarized in Section II. Section III builds the offloading
model and formulates the optimization problem of computing

delay in the UAV networks. Section IV formulates the opti-
mization problem as a game model, analyzes the equilibrium
and proposes a distributed offloading algorithm. Simulation
results are presented and analyzed in Section V. Section VI
summarizes the whole paper.

II. RELATED WORK
UAVs can carry out a variety of urgent and complex missions
and many papers have studied UAV’s applications [28]–[34].
Note that, in addition to performance on communications,
UAV coalitions focus on the collaboration among UAVs and
the performance of missions executions. As an effective tech-
nology to reduce the latency and energy consumption of mo-
bile devices, MEC has been studied in many papers, which
mainly optimized network delay [16], [18], [35], [36], energy
consumption [17], [37], and the weighted sum of delay and
energy consumption [20], [38], [39], [43]. Actually, UAVs’
flight energy consumption is much larger than energy of trans-
mission and computation. UAV networks carrying out urgent
missions aim to complete missions as quickly as possible.
Therefore, this paper considers the minimization of delay in
coalition-based UAV networks.

Specially, [18] focused on latency minimization under the
energy consumption and resource allocation constraints in
a MEC-enabled device-to-device network, which considered
partial offloading and interference. The author of [35] used
the idea of software defined network and investigated the
minimization of latency under the limitation of battery’s life
in ultra-dense network. To reduce the execution latency of
devices with energy harvesting technologies in a recyclable
system, [36] proposed a dynamic computing offloading ap-
proach. For UAVs scenario, [40] investigated the balance of
UAVs’ load and the minimization of task delay by UAVs’
deployments. [41] studied a two-hop UAV model where a
top UAV was considered as a MEC server, and the author
optimized the response delay of the network. However, these
papers mainly optimized the resources allocation, position of
UAVs and offloading data’s size. They didn’t consider the
impact of scheduling method of the computing resources on
the delay.

When scheduling computing resources, [11]–[14] assumed
that the servers provided computing service to several users
simultaneously. These scheduling methods optimized the en-
ergy consumption or economic revenues, which couldnt cope
with the minimization of delay. Besides, the scheduling meth-
ods in [15], [16] mainly aimed to long term tasks, of which
the statistical characteristics could be observed. For urgent
missions in UAV networks, it is hard to foresee their char-
acteristics. Therefore, existing scheduling methods can’t be
applied to the UAV networks.

Many algorithms were proposed to solve the optimization
problems in UAV-based MEC networks [8], [9], [40], [41].
They mainly used the convex optimization method, where
either the UAV gathered the entire network information and
made decision, or base stations helped to make decisions
and sent the results to the users. However, in coalition-based
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FIGURE 1. The demonstration of UAV coalitions executing missions.

UAV networks, each coalition makes decision by itself. Game-
theoretic learning approach, as a powerful tool, can model the
interactions among each member, analyze the equilibrium and
solve the optimization problems in a distributed manner [31],
[32]. In this paper, the offloading optimization is formulated
as the game model and the distributed learning algorithm is
designed.

III. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 1, multiple UAVs are divided into several
coalitions according to mission requirements. Each coalition
consists of a coalition leader and several coalition members.
Generally, coalition leaders connect with commanders and
other leaders to get the latest situation information. Besides,
each leader has a well performance on computing, which is
considered as a computing server. It is noted that each UAV
member executes different missions with different hardware
equipment. During the execution of the missions, each mem-
ber first collects mission data, then processes the data and
makes decision based on the computing result. The detailed
process is shown below:
� Data collecting: All members first collect data. Due to

the complexity of missions, UAV members have differ-
ent division of labor and collect different types of data.
For example, in a disaster relief scenario, some members
are responsible for collecting information about people’s
vital signs, some members gather image data about envi-
ronments, some members need to collect audio informa-
tion and so on.

� Offloading: After data collecting, coalition members
choose whether to offload data to the leader according
to its own data size and real-time communication sit-
uation. If the member wants to offload data, it has to
determine the transmission channels and the proportion
of offloading data in the total data. Specially, in order
to make full use of spectrum resource and reduce of-
floading delay, the members transmit data over multiple
channels.

� Data computing: Assumed that the collected data is
discontinuous, the computing is divided into local com-
puting and remote computing. The offloading data is
computed by the coalition leader, while the rest is com-
puted locally by the members. The capability of data
computing depends not only on the hardware conditions
of the UAVs, but also on the software applications sup-
ported by the UAVs. To ensure the accuracy of the re-
sults, the leader won’t start the computing until the data
has been transferred [12].

� Result transmission: After the data has been computed
by the leader, the result is transmitted from leader to
the member. Because the size of the result is much
less than the original data, the transfer time can be
negligible.

A. OFFLOADING AND LOCAL COMPUTING
There are M coalitions in the network and the set of them
is M = {1, 2, ..., M}. In coalition m, the number of UAV
members is Nm and the set of them is Nm = {1, 2, ..., Nm}.
The set of available channels is A = {1, 2, ..., A}, from which
members select several channels for data transmission. The
set of data types is X = {1, 2, ..., X } and each member only
collects one kind of data in subset X .

For the coalition m, its leader’s computing resource is fm

(cycles/s). Because computing different types of data requires
different softwares, the leaders have different computing capa-
bilities for heterogeneous data [42]. The computing efficiency
for data x is defined as ηm,x (η ∈ [0, 1]), which indicates
the efficient matching capability of leader m to data x. For
the ith member of coalition m, i.e., nm,i, the data model is
defined as

〈
Xm,i, Lm,i,Cm,i, τm,i

〉
, which is characterized by

computing demands and specific features [43]. In the model,
Xm,i is the data type, Lm,i (bits) is the size of total data, Cm,i

(cycles/bit) is the number of CPU cycles required to process
1-bit of data and reflects the computing demand, and τm,i (sec)
is the time constraint which requires the completion of data
computing.

The offloading strategy of nm,i is defined as Sm,i =
(ωm,i,Km,i ), where ωm,i ∈ � is the proportion of the offload-
ing data to the total data and Km,i is the channel selection of
nm,i. � = {ω1, ω2, ..., ω|�|} is the set of available offloading
ratio. If nm,i does not choose to offload the data, ωm,i = 0 and
Km,i = {0}, otherwise ωm,i �= 0 and Km,i ⊂ A. The member
won’t offload all the data to the leader, otherwise it will waste
the local computing resource and prolong the computing time.
Therefore, ωm,i �= 1. Considering the actual situation, the ex-
cessive number of selected channels not only has a higher re-
quirement on the hardware, but may also affect the offloading
efficiency of other users, so the maximum number of optional
channels is 2. Hence, Km,i is expressed as Km,i = {k1

m,i} or
Km,i = {k1

m,i, k2
m,i}.

Due to the energy limitation of the UAVs, the power of
the member remains constant when it transmits information.
Pm,i is denoted as the total transmission power of nm,i and
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|Km,i| is the number of its selected channels. The transmission
power over single channel is Pm,i

|Km,i| . According to [44], the

transmission data rate over the channel k j
m,i from nm,i to its

leader is

R j
m,i = B · log(1 + 1∣∣Km,i

∣∣ · Pm,id
−α
m,i

N0 + ∑
g∈Jm,i

Ig, j
), (1)

in which B is the bandwidth of one sub-channel, dm,i is the
distance between nm,i and its leader, α is the pass loth, N0 is
the background noise, Jm,i is the set of its neighbor UAVs and
Ig, j is the interference of neighbor Jm,i(g) to nm,i. In detail,

Ig, j = δ(k j
m,i ∈ Kg) · 1∣∣Kg

∣∣PgDg,Nm , (2)

where

δ(•) =
{

1, • is true
0, • is false

(3)

is indicator function, Kg is the channel selection of Jm,i(g),
Pg is the power and Dg,Nm = d−α

g,Nm
is the channel gain from

Jm,i(g) to nm,i’s leader. The total transmission rate is mathe-
matically expressed as

Rm,i =
∑

k j
m,i∈Km,i

R j
m,i. (4)

Hence, the delay of data offloading is

T of f load
m,i = ωm,iLm,i

Rm,i
. (5)

Assumed that the computing efficiency of each member for
its own data is 100%. Therefore, the local computing delay of
nm,i is

T local
m,i = (1 − ωm,i )Lm,iCm,i

fm,i
, (6)

where fm,i(cycles/s) is the computing resource of nm,i.

B. REMOTE COMPUTING
The offloading data is computed by the leader, the delay of
remote computing of nm,i is

T comp
m,i = ωm,iLm,iCm,i

ηm,i fm
, (7)

where fm is the computing resource of the leader in coalition
m and ηm,i is the computing efficiency of the leader to data of
nm,i.

In the process of remote computing, some offloading data
need to queue in the cache queue of the leader. As shown in
Fig. 2, T oc

m,i is defined as the delay from the start of offloading
to the end of remote computing. The queuing delay is affected
by the scheduling of computing resource.

The common scheduling methods include averaging re-
source, first come first served (FCFS) [45] and shortest job
first (SJF) [46]. For heterogeneous data requirements in UAV
networks, we propose a scheduling method based on shortest

FIGURE 2. The processing diagram of data computing in UAV networks.

Algorithm 1: A Scheduling Method based on Shortest
Effective Job First.

Step 1) If the computing resource is unused, the
arrived data is computed immediately; Otherwise,
execute Step 2.

Step 2) Calculate the effective job by (8) and add the
data to the cache queue.

Step 3) When the current data has been computed, it’s
the turn of the data with the least time constraint to be
computed. For the data with same time constraint, the
data with shortest effective job is computed first.

effective job first (SEJF). The detailed process is shown in
Algorithm 1. When members’ time constraints are different,
the leader prioritizes the member with low time constraints.
When members have the same time constraint, SEJF is ap-
plied in remote computing. To compare the performance of
different scheduling method, some discussions are analyzed
as follows:

Note that remote computing of one coalition is not affected
by other coalitions. In one coalition, we assumed that the com-
puting resource of leader is F and UAV member r is the rth
member to finish offloading (r = 1, 2, ..., N ), its offloading
data’s size is Lr . The effective job of member r is

Wr = LrCr

ηr
. (8)

In practice, the delay of remote computing is much longer
than the offloading transmission delay, so it’s assumed that
the members in one coalition complete offloading almost
simultaneously. According to the offloading order of UAV
members, the effective job is W1,W2, ...,WN . According to
the order of workload from small to large, the effective job
is W (1),W (2), ...,W (N ). Then, the performance of scheduling
methods is analyzed.
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FIGURE 3. Illustration of averaging computing resource.

FIGURE 4. Illustration of first come first served.

1) AVERAGING COMPUTING RESOURCE
Averaging computing resource (ACR) means that the leader
averages its computing resource to several parts depending
on the amount of members whose offloading data has not
been computed. For example, as shown in Fig. 3, when the
first member finish offloading, it takes up all the computing
resource. After the fourth member’s data has been offloaded,
each member takes up a quarter of the leader’s resource.

Hence, for the nth member to complete remote computing,
the delay from the end of offloading to the end of remote
computing is

tACR(n) =
⎧⎨
⎩

NW (1)

F , n = 1
∑n−1

r=1 W (r)+(N−1)W (n)

F , n ≥ 2
. (9)

The total delay of remote computing is

TACR(N ) = (2N − 1)W (1)

F
+

N∑
r=2

(2N − r − 1)W (r)

F
. (10)

2) FIRST COME FIRST SERVED
Fig. 4 shows the model of first come first served in [27],
where the members in a coalition are sorted according to
arrival order. Different from averaging computing resource,
UAV leaders only provide computing services for one UAV
member at a time. The lower the order of member, the earlier
its data start to be computed.

FIGURE 5. Illustration of shortest effective job first.

In the FCFS queuing model, the delay of the nth member to
complete remote computing is

tFCFS (n) = tFCFS (n − 1) + Wn

F
=

n∑
r=1

Wr

F
. (11)

The total delay of remote computing under FCFS is

TFCFS (N ) =
N∑

n=1

n∑
r=1

Wr

F
= 1

F

N∑
r=1

(N − r + 1)Wr . (12)

3) SHORTEST EFFECTIVE JOB FIRST
In the model of shortest job first, UAV leaders give prior-
ity to computing services for members with small data size.
However, due to diversity of data types, SJF can’t be applied
directly in this scenario. Considering the data size and data
type comprehensively, the SEJF scheduling mode is proposed.
The detail is shown in Fig. 5.

In SEJF queuing model, the delay of the nth member to
complete remote computing is

tSEJF (n) = tSEJF (n − 1) + W (n)

F
=

n∑
r=1

W (n)

F
. (13)

The total delay is

TSEJF (N ) =
N∑

n=1

n∑
r=1

W (r)

F
= 1

F

N∑
r=1

(N − r + 1)W (r). (14)

Theorem 1: The total delay of SEJF is no greater than that
of ACR, i.e., TSEJF ≤ TACR.

Proof: For N = 2, tACR(1) > tSEJF (1) and tACR(2) =
tSEJF (2), so TACR > TSEJF . For N > 2, tACR(n) > tSEJF (n) is
always true. Therefore, TACR > TSEJF , i.e., SEJF is better than
ACR. �

Theorem 2: The total delay under SEJF is no greater than
that of FCFS, i.e., TSEJF ≤ TFCFS .

Proof: If the sequence {W1,W2, ...,WN } is identical with
the sequence {W (1),W (2), ...,W (N )}, TFCFS = TSEJF . When
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two sequences are different, the polynomial H is defined as

H = TFCFS (N ) = 1

F
(WN + 2WN−1 + ... + NW1). (15)

For the case that WN is not equal to W (N ), Wk is found from
sequence {W1,W2, ...,WN }, which satisfies Wk = W (N ). Then,
Wk is swapped with W (N ) in polynomial H and polynomial H1

is formed:

H1 = 1

F
(Wk + 2WN−1 + ... + kWN + ... + NW1),

(16)

H − H1 = 1

F
[WN + (N + 1 − k)Wk]

− 1

F
[Wk + (N + 1 − k)WN ]

= 1

F
(WN − Wk )(−N + k) ≥ 0. (17)

For the case that WN is equal to W (N ), the element of which
value is equal to W (N−1) will be swapped. And so on, poly-
nomial H1 is adjusted to form polynomial H2. It’s easy found
that H1 is larger than H2. After a finite number of exchanges,

H ′ = 1

F
(L(N ) + 2L(N−1) + ... + NL(1)) = TSEJF (N ), (18)

it is seen that H > H ′, i.e., TFCFS (N ) > TSEJF (N ), SEJF is
better than FCFS. �

To sum up, shortest effective job first is the best way
to schedule computing resource among these three methods
when members have the same time constraint. Therefore,
UAV coalitions in proposed system model adopt the schedul-
ing method based on SEJF.

C. PROBLEM FORMULATION
Since the delay of result transmission is negligible, the total
delay for nm,i to complete the data computing is

Tm,i = max[T local
m,i , T oc

m,i]. (19)

Relative delay is defined as the quotient of the absolute delay
divided by the time constraint, which reflects the computa-
tional efficiency of the data, i.e.,

RTm,i = Tm,i

τm,i
. (20)

Because missions data among members are not relevant,
the relative delay of the network is defined as the average of
all members’ delay,

RT = 1

M

∑
m∈M

⎛
⎝ 1

Nm

∑
i∈Nm

RTm,i

⎞
⎠. (21)

For members with low time constraints, the mission should
be completed as quickly as possible. Therefore, the optimiza-
tion for relative delay is more significant than that for absolute
delay. The strategy space of all coalition members is S =
� ⊗ A′, where A′ = A ∪ {0} ∪ {k1, k2|k1 �= k2, k1 ∈ A, k2 ∈

A} is the strategy space of channel selections. The strategy
of the network is defined as S = {Sm,i|m = 1, 2, ..., M; i =
1, 2, ..., Nm}, where ∀m ∈ M,∀i ∈ Nm, Sm,i ∈ S .

Accordingly, the delay optimization problem is formulated
as

(OP) : min
S

RT, (22)

s.t.

Km,i1 ∩ Km,i2 = ∅,∀Km,i1,Km,i2 ∈ A′,

i1, i2 ∈ Nm, m ∈ M. (23)

IV. GAME ANALYSIS AND LEARNING ALGORITHM
A. GAME MODEL
The proposed optimization problem is a joint optimization
problem in decentralized scenario, in which there exists a
huge strategy space. Game theory has been widely used in
resource optimizations of distributed wireless networks due
to its low computational complexity and well effectiveness
[47]–[52]. Hence, the offloading game model is formulated
as

G = [M,N , {Um,i}m∈M,i∈Nm , {Sm,i}m∈M,i∈Nm ], (24)

in which M is the set of coalitions, N is the set of UAV
members and Um,i is the utility function of nm,i. It can be
found that when the member changes its own strategy, it has
an impact on other members in same coalition, the neighbors
and neighbors’ coalition members. Motivated by [49], the
utility function of nm,i is designed as

Um,i(Sm,i, S−m,i ) = −
⎛
⎝ ∑

n∈Nm

RTn +
∑

g∈Jm,i

∑
j∈Ng

RTg, j

⎞
⎠ ,

(25)

where Sm,i is the offloading strategy of nm,i, while S−m,i de-
notes the offloading strategies of all members in the network
except nm,i, Nm is the set of members which are in the same
coalition with nm,i, Jm,i is the set of coalitions which include
nm,i’s neighbors. Each UAV member maximizes its utility
function as follows:

max
Sm,i∈S

Um,i(Sm,i, S−m,i ),∀i ∈ Nm,∀m ∈ M. (26)

Definition 1: (Pure Nash Equilibrium (PNE) [33]): A strat-
egy profile S∗→ = (S∗

1 , S∗
2 , ..., S∗

N ) is PNE of G if and only
if no member can gain more profit by deviating its strategy.
Mathematically,

Um,i(S
∗
m,i, S∗

−m,i ) ≥ Um,i(Sm,i, S∗
−m,i ),

∀m ∈ M, i ∈ Nm, Sm,i ∈ S, Sm,i �= S∗
m,i. (27)

Definition 2: (Exact Potential Game (EPG) [34]): A game
G is an EPG if there exists a potential function, which satisfies

φ(Sm,i, S−m,i ) − φ(Sm,i, S−m,i ) = Um,i(Sm,i, S−m,i )

− Um,i(Sm,i, S−m,i ),
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∀m ∈ M, i ∈ Nm, Sm,i ∈ S, Sm,i ∈ S, Sm,i �= Sm,i.

(28)

For an EPG, it has at least one pure Nash Equilibrium and
the best PNE maximizes the potential function [49].

B. GAME EQUILIBRIUM ANALYSIS
Theorem 3: The proposed offloading game G is an EPG.

Proof: Firstly, the potential function is constructed as

φ(Sm,i, S−m,i ) = −
∑
p∈M

∑
q∈Np

RTp,q, (29)

which is the negative value of total delay of all members in
the network.

If an arbitrary member nm,i unilaterally changes its offload-
ing action from Sm,i to Sm,i, there are mainly three cases:
only changing the offloading ratio, only changing the channel
access strategy and changing both.
� The member always chooses to offload and only change

the offloading ratio. In this case, only the mission delay
of the member and members in same coalition will be
affected,

φ(Sm,i, S−m,i ) − φ(Sm,i, S−m,i )

=
∑
p∈M

∑
q∈Np

RTp,q(Sm,i, S−m,i )

−
∑
p∈M

∑
q∈Np

RTp,q(Sm,i, S−m,i )

=
∑

q∈Nm

RTm,q(Sm,i, S−m,i ) −
∑

q∈Nm

RTm,q(Sm,i, S−m,i )

= Um,i(Sm,i, S−m,i ) − Um,i(Sm,i, S−m,i ). (30)

� When only the channel access strategy is changed, or the
offloading ratio and channel strategy are both changed,
other members in same coalition, the neighbors and
neighbors’ coalition members will be influenced,

φ(Sm,i, S−m,i ) − φ(Sm,i, S−m,i )

=
∑
p∈M

∑
q∈Np

RTp,q(Sm,i, S−m,i )

−
∑
p∈M

∑
q∈Np

RTp,q(Sm,i, S−m,i )

=
∑

g∈Jm,i

∑
j∈Ng

RTg, j (Sm,i, S−m,i )

−
∑

g∈Jm,i

∑
j∈Ng

RTg, j (Sm,i, S−m,i )

+
∑

q∈Nm

RTm,q(Sm,i, S−m,i )

−
∑

q∈Nm

RTm,q(Sm,i, S−m,i )

= Um,i(Sm,i, S−m,i ) − Um,i(Sm,i, S−m,i ). (31)

To sum up, when the UAV member unilaterally changes its
offloading strategy, the change of potential function is equal
to the change of its utility function, i.e.,

φ(Sm,i, S−m,i ) − φ(Sm,i, S−m,i ) = Um,i(Sm,i, S−m,i )

− Um,i(Sm,i, S−m,i ). (32)

�
Therefore, the best PNE of the offloading game G corre-

sponds to the optimal solution of formula (22). As each mem-
ber in the network maximizes utility function respectively by
changing offloading strategies, the relative delay will reach the
minimum.

C. DISTRIBUTED LEARNING ALGORITHM
When solving the optimal strategy in distributed scenario,
the available algorithms include best response [47], better
response [50], stochastic learning automata [51] and spatial
adaptive play [34]. In best response algorithm, the best strat-
egy for a certain member is selected in each iteration, which
causes the algorithm to have high spatial complexity. While
the better response does not cost more computational memory,
it needs more iteration times to reach the convergence. Com-
promising between space complexity and time complexity,
best-better response is proposed. Motivated by [33], concur-
rent algorithms could further improve the convergence speed.
Therefore, an offloading algorithm based on concurrent best-
better response is designed. The specific process is shown as
Algorithm 2.

It is assumed that each UAV leader has two transceivers
which operate on different sub-channels. One transceiver is
used to communicate with leaders in a common control chan-
nel while the other is used for sensing and intra-coalition com-
munication. In order to select non-neighbor members, moti-
vated by [33], [49], 802.11 DCF-like contention mechanism
is applied. The detailed steps are as follows:

1) Coalition leaders generate a backoff timer according to
uniform distribution in [0, τmax] for fixed parameter τmax.

2) When the backoff timer expires, the leader observes the
common control channel and send an updating request-to-
send packet in the channel to update its member’s offloading
strategy.

3) Once hearing the updating message by others, all neigh-
bor leaders freeze their backoff timer and keep silent until the
next iteration.

The leaders execute algorithms by information interaction.
After the algorithm converges, leaders sent the optimal strate-
gies to their members. Especially, best response is applied to
select the best offloading ratio and the better response is used
to select the channels.

Theorem 4: The CBBR algorithm converges to the PNE
of offloading game model G, which is the optimal solution
locally or globally of the proposed optimization problem.
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Algorithm 2: Offloading Algorithm Based on Concurrent
Best-Better Response.
Initialize: UAV members in the network randomly select
the offloading ratio and transmission channels from the
strategy space.

Loop:
Step 1) All UAV members interact with their coalition
leaders;

Step 2) Select multiple non-neighborhood UAV
members randomly for updating strategies. For any
two selected members nm1,i1 and nm2,i2, m1 /∈ Jm2,i2

and m2 /∈ Jm1,i1. The specific process is as follows:
Step 3) For the selected members in Ns, each member
first selects the offloading ratio that maximizes its
utility function respectively,

ωm,i = arg max
ωm,i∈�

Um,i(ωm,i,Km,i, S−m,i ). (33)

Then, the members update strategies of channels. If the
new channel strategy satisfies

Um,i(ωm,i,K∗
m,i, S−m,i ) ≥ Um,i(ωm,i,Km,i, S−m,i ), (34)

K∗
m,i = Km,i, otherwise Km,i remains the same;

End Loop: Until the maximum number of iterations is
reached or the state of convergence is entered.

Proof: For best response algorithm, the members updating
the strategy in each iteration only select the strategy corre-
sponding to the value of the maximum utility function. For
better response algorithm, the member selects the strategy
which makes the utility function nondecreasing. Therefore,
in each iteration in CBBR, the utility function of the member
either increases or remains at the currently optional maximum.
This means that the potential function increases or remains
constant in each iteration. At the same time, the potential
function has its upper limit, so the proposed algorithm must
converge to one of the NE after finite iterations. This com-
pletes the proof. �

Both best response and better response, select one user
randomly for iterative updating, and the convergence state is
achieved after multiple iterations. However, if the number of
users is large, the number of iterations required for the conver-
gence will be very large, which seriously affects the efficiency
of algorithm. The proposed CBBR algorithm selects multiple
members in one iteration. These members are independent of
each other and their own decision does not affect the utility
of other members, which greatly improves the convergence
speed. Since the nature of the CBBR is still the better response
algorithm, the optimality of the algorithm solution will not be
influenced. Therefore, the proposed algorithm improves the
convergence speed while ensuring the optimal solution.

To analyze the complexity of the proposed offloading algo-
rithm based on CBBR and its feasibility, we give the compu-
tational complexity and storage size as shown in Table I [33].

TABLE I. Summation of Used Notations

TABLE II. Complexity Analysis of the Proposed CBBR Algorithm

Nit is denoted as the number of iterations for the convergence.
The detailed analysis process is shown as follows:
� Non-neighbor Members: In Step 2, non-neighbor

members are selected by the leaders and the complexity
is O(C1), where C1 is a small constant influenced by the
network scale.

� Offloading ratio: The best response algorithm is ap-
plied when members select the best offloading ratio. The
members calculate the utility function and the complex-
ity is O(C2), where C2 is a small constant decided by
equation (21). Then, the members find the best ratio by
comparisons and the complexity is O(C3), where C3 is
influenced by the number of elements in the set �.

� Access Channel: The better response algorithm is used
to select the access channel by members. The complexity
of calculation is O(C4), where C4 is a small constant.
Members compare two utility function values and the
complexity is expressed as O(C5).

Therefore, the computation complexity of the offloading
algorithm based on CBBR is

O = Nit [O(C1) + O(C2) + O(C3) + O(C4) + O(C5)]. (35)

It is noted that the complexity is mainly decided by the con-
vergence iterations Nit , which is influenced by the number of
UAVs in the network. Besides, the memory space of UAVs
is limited. In the proposed algorithm, the storage size is the
number of utilities, i.e., |�| and 2, respectively. In a word,
the proposed algorithm has low complexity, and the method
can be implemented using typical UAV networks, which is
indicated in the following simulation part.

V. SIMULATION SETUP AND EXPERIMENT RESULTS
A. SIMULATION SETUP
A 10000m × 10000m square is constructed, which consists of
16 mission regions. As shown in Fig. 6, a UAV coalition with
1 leader and 5 members, is randomly distributed in mission
regions and each region contains at most one coalition. There
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FIGURE 6. A simulation network with eight coalitions.

FIGURE 7. Comparison of execution time under different algorithms.

are 10 available channels with bandwidth B = 5MHz. The
noise power is N0 = −100dBm, the path loss factor is α = 5,
and the power of members is 0.02W. The computing resource
of leaders and members are 12GHz and 3GHz respectively.
The data size and the number of CPU cycles required to
process 1-bit of data obey the uniform distribution in [20, 100]
MB and [100,500] cycles. The time constraint is set as 4s. Any
two members from different coalitions are neighbors if their
distance is less than 3000 m. The set of available offloading
ratio is � = {0, 0.1, 0.2, ..., 0.9}. Other parameters are given
in the following specific scenarios. Note that, 500 experiments
are conducted for each scenario respectively and the value of
delay is the average result.

B. CONVERGENCE & PERFORMANCE
Fig. 7 shows convergence of different algorithms in the net-
work with 4 coalitions. After a period of execution, both
the better response (BR) and the CBBR algorithm reach the
convergence. Compared with BR algorithm, the relative delay

FIGURE 8. Comparison of the performance under worst NE, best NE and
the proposed algorithm.

of the proposed CBBR algorithm is decreased by 3%. Because
multiple members update strategies simultaneously in each
iteration, the proposed algorithm needs less execution time to
reach the convergence state. The proposed CBBR algorithm
spends 3.7sec and saves almost 40% of execution time com-
pared with BR.

The network and the space of strategies is so large that it
is hard to solve the optimal solutions by exhaustive search.
To analyze the optimality of the PNE, Fig. 8 compares the
utility performance of three approaches, i.e., worst NE, best
NE and proposed algorithm. The worst NE and best NE are
the worst solution and the best solution respectively among
500 experiments and the approach of proposed algorithm is
the average of all NEs. They are regarded as the lower bound
and the upper bound of the proposed algorithm, where the best
NE could be approximately equivalent to the optimal solution.
It is observed that the solution of proposed algorithm is very
closed to the best NE. Besides, the gap between the worst NE
and the solution of proposed algorithm is very small, which
indicates that the algorithm has a well performance.

C. SCALABILITY
To verify the scalability of the proposed algorithm, Fig. 9
shows the execution time for convergence to PNE, both for
an increase number of coalitions and an increase number of
members in each coalition [43]. From the figure, the execution
time tends to increase linearly as the number of members in
each coalition increases, which indicates that the complexity
of the algorithm is influenced by the scale of UAVs network.
It is observed that the number of coalitions has a greater effect
on execution time than the number of members.

In addition, the relationship between the relative delay and
the scale of the network is shown in Fig. 10. Different from
the execution time, the relative delay is mainly influenced by
the number of members. The specific analysis is given later.
To summarize, the proposed framework scales well as the the
network gets larger.
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FIGURE 9. The relationship between execution time and scale of network.

FIGURE 10. The relationship between relative delay and scale of network.

FIGURE 11. The relationship between relative delay and the number of
available channels.

D. INFLUENCE OF CHANNEL RESOURCE
Fig. 11 shows the relationship between channel resource and
relative delay in different scheduling modes. In the scenario,
there are 8 coalitions and each coalition has 5 members. As the
number of available channels increases, the delay decreases
gradually. Note that, when the number goes from 5 to 10,

FIGURE 12. The relationship between relative delay and the number of
coalition members.

the descend of the delay is more obvious. The reason is that
each member only uses one channel when there are 5 avail-
able channels in the network. When the number of channels
is 10, members transfer offloading data on double channels.
However, although the number of channels increases, due to
limitation of computing resource, the relative delay finally
tends to stabilize.

E. INFLUENCE OF NUMBER OF MEMBERS
Fig. 12 shows the influence of members number on relative
delay. There are 4 coalitions in the scenario. As the number
of members in a coalition increases, the relative delay also
increases. One hand, the computing delay is affected by the
number of UAV members because of the limitation of com-
puting resource. On the other hand, the increase in the number
of members results in more interference, which leads to the
increase of the transmission delay.

For different methods of scheduling, the proposed schedul-
ing method based on SEJF brings in the lowest delay and the
delay of ACR is the highest. Note that, the rate of change of
the delay is getting slower. Especially, when the number is
more than 7, the delay of ACR remains constant. The reason
is that in the case, few members would like to offload data to
the leader due to long queuing delay and limited computing
resource.

F. INFLUENCE OF DATA SIZE
Fig. 13 shows the relationship with data size and the average
delay in different scheduling methods. It is noted that the
“data size” is the mean of all members’ data size. No matter
which method is adopted, the relationship between delay and
data size is linear. This indicates that the offloading strate-
gies remain same roughly when only the data size changes.
Besides, as data size increases, the advantage of proposed
scheduling method is more and more obvious. In this scenario,
the scheduling method improves performance by 30% and
16% compared with ACR and FCFS respectively. Note that,
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FIGURE 13. The relationship between relative delay and data size.

FIGURE 14. Relative delay and offloading ratio under different computing
resource of leaders.

in a time constraint, the amount of data that UAV members
compute is limited.

G. INFLUENCE OF COMPUTING RESOURCE
As shown in the Fig. 14, the blue curve depicts the relationship
between computing resource of leaders and relative delay. The
red one shows the change of average offloading ratio. When
there are more computing resources, the delay is lower. It is
noted that the rate of descent of the delay gradually decreases.
This’s because that the influence of computing resource is
the main determinant in the earlier stage. The transmission
delay and queuing delay limit the decrease of total delay in the
later stage. The offloading ratio has an upper bound where the
member’s remote delay is approximately equal to local delay.
If the member’s offloading ratio exceeds the bound, the remote
delay increases while the local delay decreases, which makes
the delay longer. Therefore, commanders should reasonably
configure the computing resource of UAVs according to the
performance limit and economic conditions.

VI. CONCLUSION
In this paper, to minimize the total delay for heterogeneous
data in MEC-assisted UAV networks, a joint computing of-
floading and channel access optimization based on SEJF
scheduling was investigated, where UAVs adjusted the of-
floading ratio and channel access strategies comprehensively.
A scheduling method based on shortest effective job first
scheduling was designed to shorten the delay. To solve the
problem in the distributed scenario, the offloading optimiza-
tion problem was formulated as a game model, which was
proved to be an EPG admitting at least one PNE. An of-
floading algorithm based on concurrent best-better response
was adopted to reach the PNE. The simulation results strictly
verified the reliability of the model and the validity of the
proposed scheduling method. Hence, this study has a great
application prospect in the UAV network based on coalitions.
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