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ABSTRACT The use of big data has led to many technologies that were previously thought to be impossible.
We are now able to analyze the spread of a disaster automatically through the use of social networking
analysis, which is effectively served by internet or cloud services. One problem with using such algorithms
in these cases is that internet services and connections to the cloud can often be damaged. In order to combat
this issue, mobile base stations can be deployed, allowing for an emergency internet network to be used until
the landlines can be repaired. These emergency networks have limitations in speed and cost, but seem to
be the most promising technology for the future. Forwarding all of the data through the network results in
the lowest cost but yields a large amount of data overflow, forcing the system to cache data, thus increasing
the delay. Fully processing data in the edge resources results in a higher cost. A genetic algorithm was used
to find the ideal balance between processing and sending the data, which allowed for the most data to be
transmitted without causing data overflow. Results show that the proposed algorithm closely matched the
results of the genetic algorithm, while being executable with minimal clock cycles.

INDEX TERMS Cost function, data flow computing, edge computing, emergency services, mobile nodes,
networks, optimization, real-time systems.

I. INTRODUCTION
With over 3 billion smartphone users existing in the world
today, and the number is increasing rapidly. Users often up-
load posts to social media, which is used for updating other
people about their lives. This action being performed by this
many users creates an ocean of data, which can be properly
processed and filtered by an algorithm.

The data collected from mobile phones can be images,
videos, text (i.e. Twitter messages), etc. Data can be and is
used in many ways, such as estimating the demand for a
product, which is useful for estimating pricing, but it can also
be used to help people. One way to use this data is spatial big
data analytics, which is the category of big data pertaining to
locations and mapping. Many authors have proposed differ-
ent uses for spatial big data analytics [1], including: spatial

prediction for understanding the situation in the areas that
are not covered by the network; spatial outlier detection to
find abnormal situations; spatial co-location feature detection
and spatial clustering. In today’s world of common global
disasters, spatial big data analysis, which can benefit victims,
increases in need and importance. Kwan et al. [2] explored
an emergency response service that could detect obstructions
caused by a major disaster, such as hurricanes, by using Li-
DAR data.

One way that big data is commonly processed is via cloud
computing. Cloud computing was originally presented by
Rochwerger et al. [3], when they deployed private and hybrid
clouds, and created the federation of clouds. The federation
was a joint venture between NASA and IBM, which became
an on-demand processing service. For a predetermined
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amount of processing, there was a predetermined fee. This
led to the first cost-based processing model. Eventually, cloud
computing became more popular and was adopted by many
for their processing needs, but for some consumers lower
delays were required.

More recently, AI-based applications have moved process-
ing to the cloud to reduce hardware requirements [4]. By
moving the processing to the cloud, smaller low-power de-
vices are capable of features that would normally only be
afforded to more powerful computers. One feature that many
manufacturers take use in is artificial intelligence and machine
learning. Devices such as small cellular phones can offload
their AI processing to the cloud, and receive a result from
the AI algorithm. This reduces the performance requirement
of the phone, which can improve battery life, all while still
managing to perform complex AI calculations.

To improve the performance of cloud computing systems,
devices were placed closer to users, which had computational
and communication resources. These devices acted as support
for the cloud for tasks which required lower latency. The new
system, called fog computing, was introduced by Cisco [5].
One reason not everyone utilizes these resources is because
their cost can be greater than processing in the cloud.

Original models for these systems accounted for blocks of
data, because the original cost model was based on a fixed
amount of data to process, but as their popularity grew, the
resources never stopped being used, and so the model of
data through the system was more like a stream, sometimes
referred to as data flow [6]. This is because it is rare for users
to collectively tweet at one moment, and then have no users
tweet immediately after. One problem that arises with a data
flow model is that the amount of data flowing into one part
may be greater than the amount of data that can flow out from
that point. Storing this data in a cache and creating a queue
can curb the maximum flow times, and offload the overflow
to times where the flow in is lower. This data overflow has
several negative effects on the system, such as energy costs
and delay. The systems perform much better if we can avoid
overflow as much as possible.

There are many kinds of natural disasters that can affect
human lives. The two most famous ones are earthquakes and
hurricanes because of the damages they can cause to both
infrastructure and humans. Other natural disasters such as the
spread of pandemics focus mostly on the human cost, and are
optimal targets for tracking via the use of big data, but ones
that damage the infrastructure greatly mitigate the ability for
data to be collected in that area. This lack of data coverage
in the disaster area decreases the efficacy of disaster-response
big data algorithms.

In order to address this issue, a few companies have devised
methods of distributing an emergency communication net-
work (ECN). These ECNs are typically created by deploying
several Mobile Base Stations (MBSs) which can connect to
each other wirelessly, to give mobile coverage in the damaged
areas. One example of an MBS for ECNs is the Movable
and Deployable Resource Unit (MDRU) by NTT [7]. These

typically have a smaller coverage area per unit, lower trans-
mission capabilities and less performance overall, but are
readily deployable within hours, when a typical base station
can take several days to repair.

In this paper, we study cost minimization for big-data pro-
cessing in wirelessly networked disaster areas. We target a
scenario where MDRUs were deployed after a disaster to
create an emergency communication network. The MDRUs
collect data from nearby smartphones, and then transmit the
data via an MDRU chain until they reach an MDRU which
is connected with an undamaged communication line. The
data coming from the smartphones to the MDRUs as well as
the data from one MDRU to another is modeled as a data
stream. Each MBS can decide what percentage of data to
process locally. The data resulting from the processing as well
as the data from the unprocessed portion is transmitted to the
next MBS in the chain. Any data that remains unprocessed
when it reaches the MBS connected to the hardline will be
processed in the cloud. The rest of the paper is organized as
follows: Section II discusses works related to this paper; Sec-
tion III goes over the system models; Section IV details our
proposed real-time solution; section V evaluates the proposal;
Section VI wraps up the paper with some conclusions and
possible future works to extend the paper.

II. RELATED WORK
Other authors, such as the ones in [8] have proposed the use
of mobile ad-hoc networks (MANETs) in emergencies. These
do not utilize any central base station to handle the data. These
would require a complete overhaul of the network, and would
need to interface with the existing hard-wire connections for
server access. These may be suitable in the future when every
car has been manufactured with this technology, but would
not suffice if they needed to be deployed immediately for
a disaster, where a fleet of MDRUs could be deployed, and
the end users may not even notice a difference in use other
than performance. These systems lead to stochastic networks
which continuously change their connections, while MBS-
based networks generally keep their structure at least for sev-
eral minutes.

Cloudlets [9] provided a possible solution for offloading
tasks from the cloud to the devices near users by deploying
servers near the users. These behave similarly to MDRUs, but
cloudlets have stronger processing and communication capa-
bilities due to being permanent infrastructure. This means that
our work can be considered to be an extension of Cloudlet-
system optimization. Authors in [10] optimized the delay of a
cloudlet system via VM migration with Transmission Power
Control.

Task offloading and scheduling have been researched to
great extents for typical fog computing networks [11]–[13].
One problem with using these researches for Wirelessly Net-
worked Disaster-areas (WNDAs) is that a large technological
gap exists between the capabilities of typical fog systems
and ECNs which rely on the wireless antennas and mobile
computing powers of MBSs. The authors in [11] proposed a
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fog-computing-based medical system, and formalized the task
distribution and VM placement problems as mixed-integer
non-linear problems (MINLP). Once the problem was lin-
earized, it was solved in a simpler manner. The authors in [14]
worked on a task offloading algorithm for wearable devices,
mobile terminals, and a cloud center. This paper is parallels
the aforementioned one because of the inherent similarities of
mobile cloud computing, and MBS-based fog networks. Other
works attempted to solve the offloading problem using game
theory. One example of such works is [15].

The authors in [16] minimized the cost of a fog comput-
ing network. They commenced by formulating the resource
allocation and computation offloading for load reduction on
the cloud center for fog networks. This is then solved using
a deep neural network. The results were promising, but could
also lead to intense computing costs for the algorithm itself.

The authors in [17] minimized the cost of a fog system
by determining the ideal deployment. They targeted a hetero-
geneous network of both user-based networks and cloudlets.
The problem was formulated in an integer linear programming
form, and a low-complexity heuristic algorithm was applied to
find a result.

The above-referenced works primarily focus on binary de-
cisions, which result in maximum processing or minimum
processing in the fog nodes. A more realistic solution should
consider partial processing in the fog and cloud. These types
of solutions are used as comparisons in the evaluation sec-
tion. The previous works also model the data as blocks, even
though social media data is constantly flowing with new posts
every minute.

The authors of [18] presented a genetic algorithm (GA)
to minimize the delay of a Wirelessly Networked Disaster
Area, by using varying processing levels at each node. We
differentiate our work in three ways: (1) this paper’s system
model is based on streaming data; (2) this paper’s algorithm
attempts to minimize the cost of the system while preventing
overflow, which can cause large amounts of delay; and (3) this
paper’s algorithm is targeted at a real-time solution, which can
be run on MDRUs in the real-world.

In our previous work [19], we targeted a similar problem
and solved it through the use of a GA. The GA yielded very
good results, but took several minutes for a small system
with very few MDRU nodes, and multiple hours for a large
system consisting of hundreds of nodes. The data flow rate
often changes after several minutes, so even for the small
system, the GA would yield non-ideal results due to the delay
from calculating. This work expands on our previous work by
creating an algorithm that can run in real-time, which allows
for it to be implemented in the real world.

III. SYSTEM MODEL AND PROBLEM DEFINITION
A. SYSTEM MODEL
Fig. 1 represents a system model for an Wirelessly Networked
Disaster Area(WNDA). After a disaster, movable base stations
(MBSs) can be deployed to the disaster-stricken areas, to

FIGURE 1. System Model. k is the current node, with child nodes in i, and
the final destination node j that has a hard wire connection to the cloud.

reconstruct a communication network. Users can upload data
through the MBSs.

We used k to denote an MBS, which integrates both wire-
less communication and computation functions. First, smart-
phone users connect with k and upload data with spatial in-
formation, where the data stream is represented as Sk . Then
we assumed a part of the Real-time Continuous Data Cost-
minimization Algorithm has been deployed in the MBS be-
forehand, and that the data size compression ratio after pro-
cessing in node k is β, where 0 < β ≤ 1. The processing rate
in each MBS k is represented as μk .

We also assume that the MBSs are connected via a wireless
medium, and that the communication rate is represented by R.
We assume all MBSs send data into a special node j, which is
located at the edge of the disaster area and can transmit data
to the cloud quickly with a wired connection. To simplify the
discussions, we consider a single j node case, but a multiple
j node case can be modeled and solved similarly. Generally
speaking, data analysis in cloud centers will not start until all
the data is collected from the whole area. To enable quick
decision-making in the disaster scenario, in this paper, we
investigate the minimal overall delay between mobile phones
and the node j. Meanwhile, we suppose that for each end node
i, there is a designated path from i to j, denoted as Pi. We also
group all child nodes of k in the set Ck , and all nodes in the
set N.

B. PROBLEM FORMULATION
Based on the system model in Fig. 1, we studied the minimal
cost from each end node to j for transmission to the cloud
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center. We adjust the data processing ratios, denoted as Xk ,
in each MBS k to find the system cost and overflow. X is the
set that consists of the processing ratios for all nodes. The two
nodes shown int he dotted box represent the child nodes of
node k.

The cost of each node, �k , can be calculated based on the
amount of data that it transmits, and the amount of data that it
processes.

1) COST OF PROCESSING DATA IN NODE k
In order to model the cost (�) of the data in each node, we
first have to know how much data is being transmitted and
how much is being processed.

The amount of the data flowing out of the node after pro-
cessing is denoted as �k for node k, and can be represented by
two parts. One is the size of processed data and the other part
is the size of the unprocessed data. They are different since
the data size will be compressed by β after data processing in
the MBSs.

�k = �
p
k +�u

k (1)

where �
p
k represents the processed data stream and �u

k repre-
sents the unprocessed data stream of node k. The combined
data stream cannot exceed the capabilities of the wireless
antenna, which is to say that:

�k ≤ Rik (2)

In situations where �k > Rik , the excess data must be
buffered in the node. We refer to this buffered data as the data
overflow (OF).

Accounting for the size of the data stream collected at node
k (�k) and the amount of unprocessed data streamed from k’s
child nodes Ck , then �u

k can be formalized as follows:

�u
k =

⎛
⎝�k +

∑
i∈Ck

�u
i

⎞
⎠ ∗ (1−Xk ) (3)

But, we have to limit the amount of data that can be processed
based on the hardware available, which is to say:

⎛
⎝�k +

∑
i∈Ck

�u
i

⎞
⎠ ∗Xk ≤ μk (4)

Then, �
p
k is calculated as follows:

�
p
k =

⎛
⎝�k +

∑
i∈Ck

�u
i

⎞
⎠ ∗ β ∗Xk +

∑
i∈Ck

�
p
i (5)

where already considers the data streams from k’s child nodes
Ck .

In general, the data processing usually starts collecting data
from all data resources, so the processing cost in node k is
calculated as follows:

�
p
k =

⎛
⎝∑

i∈Ck

�u
i +�k

⎞
⎠ ∗Xk ∗CP (6)

Where CP is the cost of processing one bit of data. One
beneficial aspect of this model is that cost can represent many
different things: energy, time, etc. All that needs to be changed
is the CP and CR values. In this paper, we mainly consider
energy costs, but the normalized results will be similar so long
as the ratio of CP

CR is the same, which is why we focus on the
normalized results.

2) COST FOR RECEIVING DATA IN NODE k
The second source of cost in node k comes from receiving
data from k’s child nodes, Ck . This cost is commonly referred
to transmission cost, but because what is transmitted must
also be received, we have grouped the costs together, and
calculated it on the receiving end. Here we assumed the data
collection and transmission in the network are well scheduled,
so that the data reception cost in node k can be represented as:

�t
k = CR ∗

∑
i∈Ck

�i (7)

Where CR is the cost for receiving a single bit of data.

3) OVERALL COST AND PROBLEM FORMULATION
Then the overall cost in node k can be calculated as:

�k = �
p
k +�t

k (8)

Then overall cost of the system can be formalized as:

�o =
∑
k∈N

�k (9)

Then, the cost minimization problem (CMP) for big-data
processing in wirelessly networked disaster areas can be for-
malized as follows.

CMP-WNDA Problem: In wirelessly connected disaster
areas, the goal is to minimize the cost and have zero data over-
flow while sending all data outside under the system model in
section III-A, by adjusting the processing ratio of each MBS.

The mathematic representation is:
Find the set X to min(�o) ∧ OF = 0

IV. PROPOSED SOLUTION (REAL-TIME ALGORITHM)
The goal of our system is to realize the ideal set X for yielding
the minimal overall system cost while also causing no data
to overflow at any node. In order to solve this in real-time,
we start by trying to estimate the overflow and the cost that
each node can put on the system. In order to estimate the
overflow (OF) of the network, we use the equation below.

Ek
OF = (NT )Hk ∗�k − Rik (10)

Where Hk is the number of remaining hops in the path for the
data in node k to reach the cloud, and NT is the average num-
ber of child nodes for the nodes in this topology. This equation
yields negative numbers, but actual overflow can not be less
than 0. This is irrelevant as the next step is to check where
the estimated overflow (Ek

OF ) is greater than 0. If the Ek
OF is

in fact greater than 0, then the algorithm allocates that node
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Algorithm 1: Real-time Continuous Data Cost-
Minimization Algorithm (RTCMA).

Require: Ek
OF : objective function 1; �C′k : objective

function 2;
Ensure: xk , the processing ratio for the current node
1: Calculate Ek

OF using equation (10)
2: if Ek

OF > 0 then
3: xk ← 1;
4: else Calculate �C′k using equation (13)
5: if �C′k > 0 then
6: xk ← 0;
7: elsexk ← 1;
8: end if
9: end if

10: return Xk for the current node

to do the maximum possible processing by setting the xk to 1.
If Ek

OF is less than or equal to 0, then the algorithm proceeds
with calculating the solution which will yield the least cost to
the system, which starts with estimating the change in cost of
the network based on the processing in node k (�Ck).

�Ck = �t
k+1 ∗ Hk +�

p
k (11)

= Hk ∗
⎛
⎝CR ∗

∑
i∈Ck

�k

⎞
⎠+

⎛
⎝

⎛
⎝∑

i∈Ck

�u
i +�k

⎞
⎠ ∗ xk ∗CP

⎞
⎠

(12)

We then take the derivative with respect to xk and get �C′k .

�C′k =
(
CP +CR ∗ ρ ∗ Hk − Hk ∗CR) ∗

⎛
⎝∑

i∈Ck

�u
i +�k

⎞
⎠

(13)

This is useful for letting us know if the cost of the system will
increase or decrease as we increase xk . The entire algorithm
can be seen in Algorithm 1.

Solving two simple mathematical models should take less
than a handful of ALU cycles. Therefore, this algorithm can
be applied to a system that is changing in real-time, for exam-
ple if the transmission is being blocked by a tree branch that
is moving in the wind, and the transmission rate is varying.
Or if the cost of processing or cost of transmitting changes
throughout the day. Additionally, this algorithm will be more
suitable for systems where base stations are currently moving,
because even assuming highway speeds, which is not a use
case for MDRUs [7], a base station is not likely to move a
significant distance in a few milliseconds.

V. EVALUATION
A. EVALUATION METHODOLOGY
The modeling and calculations are all coded in MATLAB. We
first determine the capabilities of each algorithm across dif-
ferent network sizes. We do this by first generating 3 random

TABLE 1. Parameter Definitions

TABLE 2. System Configuration

networks with 3 random sizes. The small network is an 11
node system. The medium-sized system has 35 nodes. The
large system has 154 nodes. The large system is approxi-
mately equivalent to the island of Okinawa, which according
to the 2016 report by the Japanese Ministry of Internal Af-
fairs and Communications has stated to have 105 LTE base
stations [20]. In order to let the evaluation match with real
cases, we surveyed some realistic values for R, μk , and β.
Most 5 G antennas currently in development suggest that the
wireless speeds will reach 20Gbps [21]. Hinitt et al. [22]
estimated that a GPU-based processor for wireless networks is
capable of processing speeds of at least 4 Gbps. The amount of
processing that a standard computer can handle is still scaling
very rapidly, so we expected this number to increase rapidly as
well. Guo et al. [23] suggest that LTE compression is capable
of a one-third ratio, so we adopted this value for evaluation.
In order to simulate a city-setting, the �k values for nodes
near the geographic center have and increased probability of
a higher value to simulate the city-centre. Furthermore, for a
variety of applications, β can be significantly different, from
a very small value (e.g. feature extraction from data) to a
bigger value (e.g. data compression). We considered the above
issue and have performed evaluation accordingly to different
β in Fig. 8. A summary of symbol definitions can be seen in
Table 1.

All of these values, and other ones used for testing the
scalability of the algorithms can be seen in Table 2.

B. EVALUATION ACROSS VARIOUS PERFORMANCE
PARAMETERS
Figs. 2 and 3 show how the different algorithms react
to changes in the processing rates of the fog nodes. The
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FIGURE 2. Cost values of a 154 node network with varying μk values. This
shows the RTCMA is approximately 2% worse than the GA for systems with
a large processing rate, but 3% better than the system that processes all
data.

FIGURE 3. Overflow values of a 154 node network with varying μk values.
The system which processed all data at the cloud failed to prevent
overflow.

Cloud-based solution shows that it has a lower cost, but suffers
from data overflow. This data overflow requires buffering and
significantly increases the latency of the system. The Genetic
algorithm is the best performing algorithm with minimal cost
and overflow, but the GA can not be implemented in real-
time. The fog-based solution has additional cost compared to
the Real-time Continuous Data Cost-minimization Algorithm
(RTCMA). These results are promising because they show
that the RTCMA is the real-time algorithm which is most-
resilient to changes in the processing speed.

In Figs. 4 and 5 we can see the results of varying the com-
munication rate, given in Gbps. In this test, we can decipher
that none of the algorithms can handle the tested load until
80 Gbps is achieved. As shown in Fig. 5, the only algorithm
that takes more time is the cloud solution, which has no
overflow after 100 Gbps. In terms of the cost, the cloud, GA,
and RTCMA all have similar values, while the fog-based and
50% solutions both have an increase of about 6% and 15%,
respectively.

FIGURE 4. Cost values of a 154 node network with varying R values.For
most of the communication rates, the RTCMA has a less than 1% increase
in cost compared to the GA.

FIGURE 5. Overflow values of a 154 node network with varying R values.
Again, the cloud-based solution fails to prevent overflow.

FIGURE 6. Cost values of a 154 node network with varying CP

CR values. The
RTCMA is the best solution other than the GA, and has a worst case
increase of 11% compared to the GA, where the other conventional
algorithms peaked over 45%.
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FIGURE 7. Overflow values of a 154 node network with varying CP

CR values.
All systems prevent overflow except for the cloud-based solution.

FIGURE 8. Normalized Cost values of a 154 node network with varying β

values. The RTCMA matches the GA very well.

C. EVALUATION ACROSS VARIOUS COST RATIOS
In order to perform this test, we set the CR to a realistic but
fixed value. We then set the CP equal to the ratio times the CR

value.
Because the cost does not affect the amount of data that

overflows, we can see that in Fig. 7, that none of the values
change, and that the cloud-based solution is the only algorithm
to fail across all data points. Figure 6 shows us how each of the
algorithms behaves to the changes in the cost ratio. The cost
of the cloud-based solution is an extremely steep curve, which
is very high for low values of the ratio, and is very low for the
high values of the ratio. This is because if processing costs
significantly more than transmission, then the cloud-based so-
lution which only utilizes communication infrastructure will
thrive. The fog-based solution starts with low costs in the areas
where processing costs less than transmission, and eventually
reaches a critical point where it slopes upward, and then it
hits another critical point and plateaus. We see a similar shape

FIGURE 9. Overflow values of a 154 node network with varying β

values.The RTCMA matches the GA in overflow as well.

when looking at the RTCMA, but the plateau is significantly
lower. Where the fog-based solution plateaus at 145%, the
RTCMA plateaus at 112%. There is one difference at around
a communication rate of 2 Gbps, which is when the algorithm
is getting falsely triggered to do some processing, even when
its not the ideal case, but the cost remains below 110%. The
50% solution has the drawbacks of the cost of the cloud-based
solution at the small cost ratios, and the fog-based solution at
the large cost ratios. This is why the 50% solution exhibits a
V-shaped curve in this test.

D. EVALUATION ACROSS WITH VARIED ALGORITHM
CAPABILITIES
We want to ensure that the optimization algorithm can be
applied to a wide variety of processing algorithms. Extremely
efficient data processing algorithms can have a β value of
0.01 or less, and algorithms that increase the data size after
processing have a β value greater than one. Therefore we
simulated values from 0.001 to 2. From Fig. 9 We can see
that the cloud solution is unaffected by the β value. When the
performance is normalized to the GA, as in Fig. 8, we can see
the RTCMA performs very similarly to the GA. This gives us
confidence that the real-time algorithm is resilient to changes
in the big data algorithm that it is optimizing the network for.
Most of the algorithms have a significant dip when β is equal
to 0.8. This is due to the fact that the GA is starting to be
forced into a setting that processes significantly less data. With
less choice, it starts to lose its benefit over the conventional
systems.

E. ERROR EVALUATION
Figure 10 shows the average percent error across the different
network sizes, while Fig. 11 shows the corresponding amount
of data points that have overflow. The algorithm that is most
sensitive to changes in the network size was the 50% solu-
tion which was not pictured so that other algorithms could
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FIGURE 10. Percent error of the different algorithms across different
network sizes (lower is better). The RTCMA peaks at around 1% error for
cost.

FIGURE 11. Number of data points that had data Overflow (lower is
better). The RTCMA matches the GA for overflow.

be seen properly. The next most sensitive was the fog-based
solution which was very inaccurate for small networks, which
is unfortunate because most of the currently implemented fog
networks are similar to this size. The cloud-based solution and
the RTCMA are not as sensitive to changes in the network
size, but each gets a little less accurate as the size grows. At the
largest network size that was tested, both of these algorithms
still had less error than the fog-based solution. In terms of
overflow points, the cloud performed well on the small sys-
tem, but it could not handle the medium or large systems at
all. The fog-based solution and RTCMA had the same amount
of overflow data points as the genetic algorithm, which we as-
sume finds the ideal case, so for those few network parameters
on the largest network, there is no viable solution that avoids
overflow.

F. TIMING EVALUATION
One major claim from this paper is that the RTCMA is that it is
real-time. In order to test this claim, we time how long it takes

FIGURE 12. Timing values of the algorithm with different sized networks
(lower is better). The RTCMA can be run in a few milliseconds, while the
GA takes hours.

our simulator to run each of these algorithms. With specialized
hardware that has the calculations done in circuitry instead of
by an general purpose processor, the RTCMA can run even
faster, but we wanted to see if it was fast enough of a regular
CPU.

In Fig. 12, we can see that the GA takes a gross amount
of time, and that that time only grows as the network gets
larger. In the worst case, it breaks 25000 seconds, or approx-
imately 7 hours, which is hardly real-time, and could not be
implemented on any system that needs to adapt in real-time.
The 3 fixed-rate algorithms take approximately half a mil-
lisecond, just to allocate the 0 value, but in reality can not
adapt, and would simply be a latency when starting up the
system. The final algorithm, RTCMA, runs all three network
sizes at around 1.5 ms. This is not on specialized hardware but
inside the simulation. A general purpose calculator would be
faster in performing the calculation, and a field programmable
gate array (FPGA) or application specific integrated circuit
designed (ASIC) for the RTCMA algorithm could perform in
one clock cycle, on the microsecond scale. But even in the
worst-case scenario (inside a simulator), the algorithm can be
considered to be real-time.

VI. CONCLUSION AND FUTURE WORK
This paper presents a set of equations and an algorithm to
minimize the cost of running a big-data algorithm in a fog-
computing wirelessly networked disaster area. We use previ-
ously proposed cost models and a simulator, and compare our
proposed RTCMA algorithm with a genetic algorithm, and
some other conventional methods.

The tests show that the RTCMA was the only viable real-
time solution which could adapt properly to changes in net-
work parameters. This means that running it in real-time at
each node would allow the system to adapt to changes in the
network structure or disconnections in real-time. The RTCMA
successfully avoids any network overflow, and has minimal
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cost increases compared to the GA, which had an approximate
10000x increase in calculation time.

In the future, we plan to implement the algorithm in an
FPGA to improve the speed, and hopefully integrate it with
MDRU technology. This will let us test the capabilities of the
algorithm on a small scale, but bring it out of simulation. If
the FPGA is successful, we would like to design and ASIC
for fabrication, which is cheaper and smaller than an FPGA
for each MDRU.
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