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ABSTRACT The developments of communication technologies, Internet of Things (IoT), and Artificial
Intelligence (AI) have significantly accelerated the advancement of Intelligent Transportation Systems (ITS)
and Autonomous Driving (AD) in recent years. The exchange of sensed information by widely deployed
radars, cameras, and other sensors on vehicles and roadside infrastructure can improve the traffic awareness
of drivers and pedestrians. However, wireless data transmission in vehicular networks is challenged by highly
dynamic path loss due to utilized frequency bands, weather conditions, traffic overheads, and geographical
conditions. In this paper, we propose an Integrated Sensing and Communication System (ISAC) based path
loss prediction approach to improve the knowledge of wireless data transmissions in vehicular networks,
which utilizes multi-modal data collected by millimeter-wave (mmWave) radars, laser radars, and cameras to
forecast the end-to-end path loss distribution. By leveraging a generative adversarial network for parameter
initialization coupled with fine-tuning through supervised learning, the model’s accuracy can be significantly
improved. To increase the model’s scalability, the effects of weather conditions, geographical conditions,
traffic overheads, and frequency bands are all analyzed. According to the simulation results, our model
achieves excellent accuracy with Mean Squared Error (MSE) of the predicted path loss distribution below
3e3 across five different scenarios.

INDEX TERMS Artificial general intelligence (AGI), autonomous driving (AD), integrated sensing and
communications (ISAC), vehicle-to-everything (V2X).

4 (Fellow, IEEE)

I. INTRODUCTION

Autonomous driving (AD) has been recognized as an impor-
tant paradigm in the 5G and 6G era [1]. To promote this
technology, various kinds of sensors have been deployed in the
current intelligent vehicles, including laser radars, millimeter-
wave (mmWave) radars, cameras, and position estimators.
Vehicle-to-Everything (V2X) communication enables the traf-
fic information exchange among the vehicles and road-
side units (RSUs), promoting AD to Vehicle-Infrastructure
Cooperated Autonomous Driving (VICAD), which further

enhances road safety, alleviates traffic congestion, and im-
proves user convenience [2], [3], [4]. On the other hand,
the technology of VICAD has proposed extremely critical
requirements for the Quality of Service (QoS) for V2X com-
munications, such as ultra-low latency, large bandwidth, and
low packet drop rate [5]. To meet these requirements, 5G New
Radio has been considered for V2X communications [6] in
the 5G era, while the much higher frequency band including
Terahertz (THz) is also a potential choice in the future 6G
era.

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
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FIGURE 1. Factors considered for path loss prediction in the V2X scenario.

On the one hand, the application of new frequency bands
can improve the V2X communication quality [7]. On the other
hand, the transmission of high-frequency-band signals is chal-
lenged by the severe path loss due to the reduced penetration
capability, increased propagation attenuation, and ubiquitous
blockage in the modern city [8], [9]. Even though the effects
of path loss can be alleviated by adjusting the transmission
power, bandwidth, and many other configurations [10], [11],
the key issue is to construct a precise and efficient path loss
prediction model due to the stringent QoS requirements of
V2X communications. Existing path loss prediction methods
can be classified into two categories: deterministic models
and statistical models [11], [12]. However, the accuracy of de-
terministic models depends on the comprehensive knowledge
of the environmental factors, while statistical models require
manual intervention to learn the relevant parameters, which
limits the scalability and generality for the various V2X com-
munication scenarios.

To address the above issues, combining the technologies
of Integrated Sensing and Communications (ISAC) and Ar-
tificial Intelligence (AI) can be a promising and competitive
solution. As an important 6G paradigm, ISAC achieves a
dual functionality of intelligent environmental perception and
information transmission by seamlessly integrating sensing
devices and communication systems [13]. With the wide de-
ployment of various sensors in future vehicles and roadside
infrastructure, it is necessary and meaningful to explore the
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application of the perceptual data provided by ISAC to guide
V2X communications. In V2V networks, the rich sensory data
comprehensively reflect the channel propagation characteris-
tics of the communication system [14] as shown in Fig. 1,
making the integration of ISAC with V2V both necessary and
organic. To address the multi-modal data provided by different
kinds of sensors as shown in Fig. 1 is beyond traditional
mathematical modeling methods, while the advantages of Al
in analyzing high-dimensional data and establishing relation-
ships among various parameters [15], [16] have been widely
illustrated in recent years. Moreover, with the advent of large
language models led by ChatGPT, the pre-training plus fine-
tuning technique is gradually emerging as the mainstream for
achieving Artificial General Intelligence (AGI) [17], [18], of
which the commendable generalization and scalability have
been demonstrated by extensive research [19], [20], [21].

In this manuscript, we focus on path loss prediction in
future vehicular networks and propose an intelligent approach
based on ISAC and AGI techniques. Specifically, the target
is to analyze the probability distribution of path loss between
any two nodes in the V2X scenarios considering the weather
conditions and frequency bands. We utilize the multi-modal
data acquired through different kinds of sensors and adopt
deep neural networks to extract the inherent features which
can be further integrated to guide the path loss prediction
model by employing our designed feature fusion multi-
head attention architecture. To increase the generality and
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scalability of the path loss prediction model, we initiate the
parameters through a generative adversarial approach, fol-
lowed by fine-tuning the model through supervised learning.
Therefore, the contributions can be summarized as below:
® We leverage the ISAC technique and adopt the multi-
modal sensory data to predict the probability distribu-
tions of path loss between two communication nodes in
future V2X communication scenarios.
® The deep learning technique is utilized to extract and
integrate the inherent features in the multi-modal data
to accurately predict the path loss distribution.
® Considering the diversity in V2X communication sce-
narios, the AGI technique is considered to improve the
generality and scalability of the proposed path loss pre-
diction model.

Il. RELATED WORK
In this section, we introduce the related work on conventional
path loss prediction methods and Al-based prediction models.

A. CONVENTIONAL PATH LOSS PREDICTION

Conventional methods for predicting path loss can be cate-
gorized into two groups: deterministic models and statistical
models. Deterministic models typically make accurate predic-
tions using formulas and highly precise environmental terrain
information, while statistical models typically originate from
extensive real-world measurements and derive empirical for-
mulas according to the collected practical data.

Refs. [22], [23] both stand as representatives of determin-
istic models. The former straightforwardly makes corrections
on the free-space loss for the earth propagation environment,
while the latter proposes a propagation model suitable for
suburban areas by employing a flexible path loss exponent
model with ¢ = 4 and considering factors including antenna
height and potential penetration loss. Ref. [24] studies the
60 GHz transmission path loss for inter-vehicle communica-
tion through predictive formulas and conducts the tests under
both Line of Sight (LoS) LoS and Non LoS (NLoS) conditions
with smooth asphalt surfaces and LoS scenarios serving as
benchmarks. The study successfully formulates a prediction
model for moving vehicles.

Statistical models usually employ linear logarithmic dis-
tance path loss and shadowing models based on the mea-
surements and statistical characteristics. The statistical model
proposed by [25] is derived from experimental data measure-
ments in a typical suburban environment, establishing a path
loss model for communications from cellular base stations to
drones. Additionally, [26] presents an empirical propagation
model for outdoor environments, which is also derived from
statistical measurement data.

The essence of traditional path loss prediction methods
lies in the manual extraction of feature information. The
characteristics of these models depend on the comprehen-
sive consideration of all related factors and highly accurate
measurements. However, due to the complex transmission
characteristics of high-frequency band signals as well as the
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infinite number of different communication scenarios, it is
impossible to rely on manual measurement and analysis to get
the path loss with traditional prediction methods [27].

B. AI-BASED METHOD FOR PREDICTING PATH LOSS

To address the above limitations of traditional path loss pre-
diction models, Al-based approaches have been proposed by
researchers to study the complex relationship among multiple
factors with machine learning.

Ref. [15] initially clusters the path loss data into different
categories according to their distribution and establishes re-
gression models for each category. However, this approach is
confined to predefined scenes and cannot be applied in new
scenarios. Since it is difficult to manually identify the critical
factors of path loss, [28] explores a non-parametric learning
approach and applies random forests with the practical dataset
of fleet vehicle communication. Experimental results demon-
strate that this method outperforms parameterized logarithmic
distance path loss models. Authors of [2] employ environ-
mental perception as input data to generate corresponding
path loss. However, the manually specified input data may
lack generality which can lead to overlooked factors and
potential prediction inefficiencies. A similar concern has al-
ready been validated in research on Large Language Models
(LLMs) [17], [18].

Ref. [29] introduces a path loss modeling method termed
Enhanced Local Area Multi-Scanning Strategy (E-LAMS)
which utilizes the Convolutional Neural Networks (CNNs) to
extract the path loss-related features from environment im-
ages between Transmitter (Tx) and Receiver (Rx) provided by
Google Street View. Similarly, [6] utilizes a three-dimensional
(3D) CNN and introduces the 3D-LAMS algorithm which
samples 3D spatial information from the Digital Elevation
Model (DEM) to create a simplified 3D image of building
shapes as input of the 3D CNN. Both studies attempt to predict
path loss using general data such as images and Light Detec-
tion And Ranging (LiDAR) as input. However, the scalability
of these methods is limited while the node mobility in V2X
scenarios is neglected.

Ill. METHODOLOGY

In this article, we consider the vehicle-equipped sensors and
communication conditions as shown in Fig. 1. We consider
both the roadside infrastructure and vehicles. Each node in
the considered network is equipped with RGB image sensors,
depth image sensors, and LiDAR sensors. The communication
between any two points can be categorized into LoS and NLoS
links. It is commonly known that LoS links typically exhibit
lower propagation loss and higher signal quality, while NLoS
links tend to have relatively poorer signal quality. Moreover,
five scenes with different combinations of weather, utilized
frequency bands, and traffic load are considered and denoted
as (sunny, mmWave, moderate), (sunny, mmWave, high),
(rainy, mmWave, moderate), (snowy, mmWave, moderate),
and (sunny, Sub — 6, moderate).
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Roadside equipment X
BS1 143.775835 253.279537 5.000000
BS2 . 196.578962 270.846861 5.000000
BS3 169.680793 231.147452 ‘ 5.000000
BS4 | 198.708655 231.264362 5.000000
BS5 | 166.652456 298.832963 ‘ 5.000000
BS6 197.494930 200.807723 5.000000
BS7 [ 168.744859 180.552460 ‘ 5.000000
BS8 | 168.229762 263.423654 5.000000
BS9 ‘ 249.430645 245.660057 \ 5.000000
BS10 [ 196.502470 301.953621 5.000000
BS11 219.056784 253.337080 ‘ 5.000000

FIGURE 2. The considered scenarios.

TABLE 1. Considered Infrastructure and Vehicles

Scene I Scene 2 Scene 3 Scene 4  Scene 5
RSF8 RSF8 RSF7 RSF7 RSF8
RSF5 RSF5 RSF6 RSF3 RSF5
Car9 Car9 Car8 Car9 Car9
Car7 Car7 Car7 Car8 Car7
Car5 Car5 Car6 Car7 Car5
Carl0 Carl0 Car5 Car5 Carl0
Bus3 Bus3 Carl0 Bus3 Bus3

A. DATASET ANALYSIS

The utilized mixed multi-modal dataset originates from two
projects [30], [31], which leverages the Wireless InSite
simulation software to collect wireless communication chan-
nel data. The communication frequency bands include the
mmWave spectrum (28 GHz) and sub-6 GHz band (5.9 GHz).
The simulation and data acquisition are conducted using the
3D game engine Unreal Engine and the AirSim simulation
software. The dataset scene diagram and the associated infras-
tructure are shown in Fig. 2.

Since there are infinite point pairs in Fig. 2, it is reasonable
to only analyze the path loss between parts of the infrastruc-
ture in five different scenarios. Fig. 2 and Table 1 show the
vehicular network scenario including roadside infrastructure
and vehicles. And Table 1 lists the considered roadside infras-
tructure and vehicles in five scenes which will be analyzed in
the following sections.

In the dataset, both roadside and vehicular units are
equipped with multi-modal perception devices, including
RGB cameras, depth cameras, and LiDAR sensors. The wire-
less communication channel data and multi-modal perception
data in the dataset are collected by multiple vehicles and
roadside units. The dataset covers three weather conditions,
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FIGURE 3. Multi-modal sensor data visualization.

namely, clear, rainy, and snowy weather, and spans different
traffic densities. As depicted in Fig. 3, the four rows of images
from top to bottom sequentially display different types of data:
RGB images, depth images, radar point clouds (processed
into a top-down view), and path loss distribution (subjected
to statistical processing). The raw LiDAR data consists of a
collection of 3D point coordinates, with a set size of around
92,000. The original path loss data comprises a set of path loss
values with a quantity of around 3,200.

To realize end-to-end feature extraction from multi-modal
data, state-of-the-art Al models require substantial compu-
tational resources [32]. However, for specific downstream
application domains, it is often possible to leverage certain
general pre-trained models and perform fine-tuning for the
specific domain [20]. This approach has been obviously val-
idated in recent years in the fields of computer vision and
natural language processing [19], [21]. Hence, to apply pre-
training techniques to path loss prediction, we flatten the
LiDAR data into a two-dimensional representation to obtain
its top-down view. In order to explore the model’s handling ca-
pability of general image data, different from works [6], [29],
we do not apply any additional processing to the transformed
LiDAR data image. For the path loss data in the dataset, we
transform the path loss information into a probability distri-
bution, which involves predicting the distribution of path loss
values ranging from 0dB to 250 dB with 2.5 dB intervals for
specific scene conditions, moments, and devices.

B. ARCHITECTURE

The task involves predicting the corresponding path loss dis-
tribution according to the input multi-modal data information
at the current moment, which is fundamentally a generative
task. The comprehensive architectural diagram of the model
is shown in Fig. 4.

We employ Generative Adversarial Networks (GAN) [33],
which will be discussed in the next section. This section
primarily introduces two crucial components of GAN: the
discriminator and the generator.
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FIGURE 4. Generative adversarial architecture.

The fundamental concept of the generator network architec-
ture involves three computer vision networks, namely Vision
Transformer (ViT) [34], FasterNet-T2, and FasterNet-T1 [35],
to capture information from RGB images, depth images,
and LiDAR images, respectively. Subsequently, the acquired
information undergoes multi-head self-attention feature ex-
traction for intricate feature amalgamation, culminating in the
prediction of the path loss distribution through a final layer
of Fully Connected (FC) output. In particular, the parameter
counts for the three image feature extraction networks are ViT
(86.9 million), FasterNet-T2 (14.36 million), and FasterNet-
T1 (6.97 million). The selection of the appropriate visual
network is primarily guided by a comprehensive consideration
of the inherent features of the corresponding dataset and the
intrinsic characteristics of the networks themselves.

Upon analyzing the dataset, we can find that RGB image
data contains the most information since each image includes
information from three distinct channels. LiDAR data in-
creases situational awareness around nodes, capturing terrain
and surroundings within a defined range through waveform
acquisition, thereby possessing crucial informational signifi-
cance. On the other hand, depth images primarily comprise
distance information, constituting the minimum volume of
information.

We denote the image features extracted by ViT, FasterNet-
T2, and FasterNet-T1 as V, Q, and K, respectively. We have
designed a multi-head self-attention feature extraction method
to seamlessly fuse the features of the three networks [36].
Specifically, by transforming the information extracted by
the three networks into three feature matrices, Q, K, and V,
attention feature values are calculated according to specified
formulas. These values guide scaled dot-product attention
computations primarily over the main features extracted from
RGB images by ViT. The scaled dot-product attention calcu-
lation formula is as indicated in (1).

Attention(Q, K, V) = soft (Q ~ KTV) (1)
ention(Q, K, V) = softmax | =———V ).
Jdim

This architectural framework consolidates characteristics

from different extractors, executes multi-head high-
dimensional mappings, harmonizes features utilizing assigned
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FIGURE 6. Discriminator architecture.

attention weights, and generates the output of the feature
stream. After acquiring pertinent information, the data shall
undergo a two-tier Multi-Layer Perception (MLP) for final
predictions. The schematic representation of the generator is
provided in Fig. 5.

The discriminator network and the generator network share
an identical network architecture, but they do not share param-
eter weights. The generator structure in the discriminator is
formed by removing the Generator Header from the generator
network shown in Fig. 5. The point of divergence lies in the
fact that the discriminator also requires path loss data as input.
Its objective is to assess the reliability of the provided path loss
data based on the given information (RGB, Depth, LiDAR). If
the data are reliable, the output result should fall between 0.5
and 1, if not, between 0 and 0.5.

Built upon this conceptual framework, we multiply the
output of the feature extraction and fusion part of the discrim-
inator with the path loss data transformed through a two-layer
MLP. Subsequently, a discernment is made through an FC
layer. The implication is to assess, based on features extracted
from the left side, whether the path loss aligns with certain ex-
tracted features. If yes, the result should tend towards infinity
after multiplication, otherwise, the output after multiplication
tends toward zero. This design aims to effectively evaluate the
feature information extracted by the discriminator, enabling it
to distinguish the reliability of the input path loss data. The
schematic diagram of the discriminator is depicted as shown
in Fig. 6.
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As we can observe from Figs. 5 and 6, both networks
require the extraction of relevant feature information from the
data. This deviates from traditional GANs, as our generator
needs to synthesize corresponding data based on specific en-
vironmental information rather than rely on a random vector
input. Consequently, we design the input vectors for both
networks to be the same three multi-modal data sources
comprising RGB images, LiDAR data, and depth maps.
Furthermore, since the discriminator needs to assess the re-
liability of path loss data, it requires the input of path loss
information as a basis for the discriminator.

C. ALGORITHM

Based on the aforementioned two networks, we construct a
GAN for data generation. The fundamental principle is to train
the generator and discriminator networks through an adver-
sarial process for data generation. The goal of the generator
network is to generate data as real as possible, while the dis-
criminator network’s task is to distinguish between generated
and real data [37], [38]. Simplified steps are as follows:

1) Generator generates targetsqr. based on the input data
(without gradient information).

1) Discriminator takes target;rqin and data as input
and expects an output of all ones vector (where 1
signifies real).

ii) Discriminator takes targetsq. and data as input
and expects an output of all zeros vector (where 0
signifies fake).

2) Discriminator backpropagates and updates gradients.

3) Generator generates targetyqi. based on the input data
(with gradient information).

4) Discriminator assesses whether this information is real,
computes the loss against an all-ones vector, and pro-
vides feedback to the generator.

5) Generator backpropagates and updates gradients.

The comprehensive pseudocode for the algorithm is delin-
eated in Algorithm 1. Lines 1-7 denote the data processing
segment, wherein the LiDAR point data are initially trans-
formed into a 2D top-down view, and the sampled data of
path loss are converted into a probability distribution density.
Lines 8-28 elaborate on our training function. data; i, and
targetyqin represent the training data and label values, respec-
tively. real;,s; denotes the loss incurred by the discriminator
in discerning real data, while fake;,ss signifies the loss in dis-
cerning fake data generated by the generator. g, represents
the loss incurred in the data generation of the generator.

To enhance the convergence control of the GAN, we define
D_LOSS_LIMIT during the training process as the threshold
at which the discriminator’s loss is optimized. Simultane-
ously, the parameter G_MORE_EPOCH limits the number
of additional training iterations for the generator in each train-
ing round. Additionally, throughout the training process, we
employ several tricks to accelerate the convergence, such as
cosine annealing learning rate warm restarts, early stopping,
and L2 norm regularization.
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Algorithm 1: Generative Adversarial Algorithm.

1: Data preparing:

2: Transform LiDAR point cloud into a 2D overhead
view.

3: Compute the probability distribution of path loss for
each frame.

4: Divide the dataset into training, validation, and test
sets.

S: datasrqin, targetsrqin: (img, depth, lidar) and path loss.

6: datase, target;os: (img, depth, lidar) and path loss.

7: Dataset normalization.

8: procedure TRAINING(data;yqin, target;rqin)

9 Generator takes dat a; qi, and generates

targetyage.
10: Discriminator assesses dat a;rqin and target; qin .-
11: realj,gs =
12: n% > llog D(datasain, target;yqin)]-
13: Discriminator assesses datdy qin and target fape.
14: . fakel()ss =
15: — > _llog D(data;yain, target faxe)].
16: if real;,ss + fakejoss > D_LOSS_LIMIT then
17: Update the Discriminator’s gradients.
18: Vo, (realjoss + fakepss).
19: end if

20: while count < G_MORE_EPOCH do
21: count+ =1

22: Generator assesses datdsrqin.

23: 8loss =

24: L3 log(1 — D(datayrain, G(datayrain)))
25: Update the Generator’s gradients.

26: VOd (gloss)-

27: end while
28: end procedure
29: output: Generator and Discriminator.

IV. SIMULATIONS AND RESULTS

In this section, we evaluate the performance of our proposed
model through various simulations. We utilize the dataset
provided by [30] and [31], which includes one thousand five
hundred frames of RGB images, depth images, LiDAR data,
and path loss data acquired by ISAC sensors. A prelimi-
nary analysis of the dataset has already been conducted in
Section III-A. We separate the data into an 80% training set
and a 20% testing set.

As the original resolution of both RGB and depth images
stands at 1920 x 1440 and the prevailing image resolution in
computer vision is typically 224 x 224, without sacrificing
generality, we employ techniques such as random cropping
and horizontal flipping to resize an image to dimensions of
224 x 224 [39]. Furthermore, we conduct normalization on
the image data with mean and standard deviation values of
(0.485, 0.456, 0.406) and (0.229, 0.224, 0.225) in three chan-
nels (red, green, blue). The selection of these specific mean
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TABLE 2. The Considered Five Scenes

Scene ID  Weather  Frequency Band  Traffic Volume

Scene 1 Sunny mmWave Medium
Scene 2 Sunny mmWave High

Scene 3 Rainy mmWave Medium
Scene 4 Snowy mmWave Medium
Scene 5 Sunny Sub-6 Medium

and standard deviation values is derived from an analysis of
the ImageNet image dataset [40].

Our simulation assesses the performance of our proposed
model from four perspectives. The utilized data are clustered
into five groups according to the scenes shown in Table 2.
Initially, utilizing all the data from all five scenes, we train
a unified model and measure its performance. Subsequently,
we independently train a model for each scene and evaluate
its generalization capability when applied in other scenes.
Thirdly, we compare the performance of our model training
algorithm employing supervised learning and GAN + super-
vised learning. Finally, an analysis is conducted through a
comparative simulation designed for our adopted pre-trained
fine-tuning and multi-head self-attention feature extraction
method.

A. DIVERGENT ENVIRONMENTS

For the training of the entire dataset, we employ GAN ad-
versarial learning features, complemented by the refinement
technique of supervised learning. Specifically, we initiate the
process by loading pre-trained features from computer vision,
followed by the freezing of the preceding feature extraction
layers. Subsequently, we exclusively train the final multi-
head attention feature fusion and MLP generation network.
Consequently, the numbers of the discriminator and genera-
tor network parameters required to be trained decrease from
113.45 M and 110.88 M to 9.28 M and 6.70 M, respectively.

Due to the highly unstable nature of GAN training caused
by the adversarial optimization objectives of the generator and
discriminator, potential issues such as pattern collapse and
oscillation during the training process may happen. Conse-
quently, to mitigate problems such as model overfitting and
loss oscillation, we adopt a series of techniques including
cosine annealing for learning rate decay, learning rate warm
restarts, early stopping, weight initialization, L1/L2 regular-
ization, and image scaling with random cropping [41], [42],
[43]. The parameters for the generative adversarial training
are shown in Table 3.

The discriminator threshold defines the fixed upper bound
of the discriminator’s loss for the backpropagation process,
otherwise, gradients are reset to zero. We utilize AdamW and
Mean Squared Error (MSE) as the optimizer and loss function,
respectively. Once stability is achieved in a certain iteration of
GAN training, the generator is isolated and fine-tuned using
supervised learning. The key parameter values of the fine-
tuning process are shown in Table 4. The batch size and total
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TABLE 3. Stimulation Parameters for GAN

Parameter Value
Batch Size 32
Load N Batch 24
Total Epoch 100
Generator Learning Rate 5e4
Discriminator Learning Rate 3e—4
Discriminator Loss Threshold 0.3
Number of Iterations for Generator Training 3
Cosine Annealing Learning Rate Decay Period 10
Minimum Learning Rate during Cosine Annealing — 5e~7
TABLE 4. Stimulation Parameters for Supervisor
Parameter Value
Total Epoch 100
Generator Learning Rate le %
Cosine Annealing Learning Rate Decay Period 10
Minimum Learning Rate during Cosine Annealing — 4e~7

Generator

1.0 === Discriminator
—-= Global
0.8
\
v,
2 0.6 ‘A LS
E 7 NAp A VAT AT TN AN
- Isa 1="~ P48 i
04 /N Peg \"\,\»/ \\/\p\/, b P ==
/ NS -
~_//
0.2
0.0
0 10 20 30 40 50 60 70 80 90 100
Epoch

FIGURE 7. The convergence process of generative adversarial learning
loss.

epochs for all subsequent simulations remain unchanged due
to the possibility of convergence as early as the 50/ epoch
which is attributed to the adoption of the early stopping trick
in deep learning.

Fig. 7 shows our GAN training process. It can be found
that the training of our model approaches the converging
state around the 5 epoch. Subsequently, the model’s loss
undergoes minor fluctuations which can be ascribed to the
previously mentioned cosine annealing learning rate decay
trick and warm restart trick. The former trick utilizes a higher
learning rate in the beginning to explore the solution space
and gradually reduces the learning rate to refine the solution
space, while the latter periodically oscillates the learning rate,
both of which enable the model to reach its optimal solution.

Fig. 8 provides the loss of the generator, which is initialized
with GAN parameters and further refined using supervised
learning. Similar to Fig. 7, the fluctuations of the loss are due
to the adopted cosine annealing and warm restart tricks during
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training. After the 50/ epoch, the changes in loss become in-
significant, meaning that the model has entered the fine-tuning
phase. At the 80" epoch, the model’s loss curve approaches
an optimal value, indicating that the model parameters have
been adjusted to the optimal state.

Fig. 9 illustrates the simulation results. It is evident that the
MSE values for all five scenarios are below 3¢, It is obvi-
ous that the prediction accuracy is highest for the mmWave
channels on rainy days with moderate traffic. Conversely,
the maximum prediction error occurs on clear days, Sub-6,
with moderate traffic, reaching 2.93¢73. The substantial MSE
values on snowy days may be attributed to the formed large
solid snow blockages and leading to imprecise predictions.
The highest MSE values of Sub-6 could be attributed to its
broader coverage, which requires more information to train
the model.

B. MODEL GENERALIZATION

To further investigate the effects of different scenes on training
performance, we cluster the data according to the five sce-
narios and train the model separately. Then, we assess the
models” MSE in the scenarios which are shown in Fig. 10.
The vertical axis of the matrix denotes the dataset used for
model training, while the horizontal axis represents that used
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FIGURE 10. Generalization performance of the model across different
scenarios.

for model predictions. The values in the matrix denote the
corresponding MSE performance. It is evident that the MSE
values along the diagonal of the matrix are minimal for the
reason that the training dataset and prediction dataset are from
the same scenes.

Furthermore, we can find that models trained on the
datasets of Scene 1 (Sunny, mmWave, Medium) and Scene 2
(Sunny,mmWave, High) have relatively stable performance in
both scenarios, which could be attributed to the similarity be-
tween the two scenarios except for traffic volume. The shared
features extracted by the model contribute to its robust gen-
eralization across these two scenarios. Subsequently, models
trained with the datasets Scene 3 (Rainy, mmWave, Medium)
and Scene 4 (Snowy, mmWave, Medium) also show com-
mendable generalization across each other. Despite the dif-
ferent weather conditions, both scenes involve similar ob-
structions in the line of sight, which increases the model’s
robust generalization. Furthermore, Scene 5 (Sunny, Sub — 6,
Medium) has severe effects on the accuracy rate of the models
due to the utilized Sub-6 frequency bands.

C. ALGORITHMIC ANALYSIS

Our model construction involves two steps. The first step
employs a GAN for adversarial training on the dataset.
This process ensures a continual adversarial balance between
the generator and discriminator, ultimately yielding a well-
balanced generator with initialized weights. The second step is
to fine-tune the generator trained by GAN through supervised
learning. The path loss from the dataset serves as labels, and
the model is fine-tuned with input data. Simulation 3 com-
pares the performance of our proposed models using only
supervised learning and using the combination of GAN and
supervised learning. For fairness, the training parameters for
the third simulation remain consistent with those of the first
simulation, as provided in Tables 3 and 4. The supervised
learning process iterates using the generator as the model. The
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FIGURE 11. Comparison of model performance with different training
algorithms.

dataset includes all data from the five scenarios, with 80% for
training and 20% for testing.

Fig. 11 shows the results of Simulation 3, where both MSE
and MAE metrics are evaluated. It is evident that the GAN
+ supervised learning approach marginally improves perfor-
mance compared to using only supervised learning. The MSE
and MAE values of the model trained with GAN + super-
vised learning reach 1.69¢~3 and 0.24, respectively, while
those with only supervised learning are 1.89¢~3 and 0.26,
respectively, which demonstrates the significant effects of the
GAN initialization on model performance. In the deep learn-
ing field, many approaches in meta-learning focus on finding
the optimal initialization parameters for models [44]. The role
of GAN here is to utilize adversarial learning to realize the
appropriate parameter initialization for the model.

D. PERFORMANCE ANALYSIS OF MODEL STRUCTURE

In addition to the aforementioned simulations exploring the
performance of our model and algorithm on the dataset, Sim-
ulation 4 primarily involves comparing the performance of
our proposed model architecture with other commonly used
models. Specifically, our model heavily employs pre-training,
fine-tuning techniques, multi-head self-attention mechanisms,
and GAN + Supervised learning for model parameter initial-
ization and training. In contrast, we consider two alternative
structures for comparison: a combination of CNN + MLP
(Structure 1) and a pre-trained, fine-tuned visual network +
MLP (Structure 2). The combination of CNN + MLP in-
volves a simple CNN visual network paired with a three-layer
MLP serving as the feature blending decision layer for output
results. This model does not utilize pre-training techniques,
indicating that it undergoes training from scratch on the
dataset. On the other hand, the combination of a pre-trained,
fine-tuned visual network + MLP uses the same image feature
extractors as in our model (ViT, FasterNetT1, and Faster-
NetT2). The parameters of these extractors are frozen, and
the feature blending decision layer employs only a three-layer
MLP, omitting the multi-head self-attention structure present
in our model.
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The results of Simulation 4 are shown in Fig. 12. Our model
surpasses the conventional combination of CNN + MLP in
terms of MSE and MAE values. Specifically, the two metrics
of our model are 1.69¢73 and 0.24, respectively, while those
of the latter are 3.85¢3 and 0.40, respectively, which can
be ascribed to the robust feature extraction capabilities inher-
ent in pre-trained models. By immobilizing the parameters
of the feature extraction layer and exclusively training the
final decision layer based on the specific downstream applica-
tion, remarkable performance can be achieved. Moreover, The
model solely utilizing MLP yields MSE and MAE values of
1.95¢73 and 0.28, which is worse than our approach, mean-
ing that the proposed multi-head self-attention structure can
improve the accuracy rate. Specifically, the multi-head self-
attention structure is effective in amalgamating and assigning
attention weights to data with disparate features, ultimately
extracting the most pertinent dimensions of the data and opti-
mizing the utilization of its features.

V. CONCLUSION

In this paper, we introduce a path loss prediction model based
on ISAC and Al techniques for V2X communications. This
framework predicts the probability distribution of path loss
with the multi-modal data (RGB images, depth images, Li-
DAR data). We evaluate our proposed algorithm using the
dataset provided by [30], [31] work and compare it with two
other path loss prediction algorithms. The results indicate that
the model significantly improves the accuracy of path loss pre-
diction. In the future, our objective is to enhance the model’s
processing of LiDAR data and contemplate its expansion into
a 3D framework.
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