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ABSTRACT With the development of the blockchain technology, a decentralized and de-trusted network
paradigm has been constructed, enabling multiple digital assets like NFT, to be permanently recorded and
authenticated by blockchain. Also, the uniqueness and verifiability of these assets allows them to flow and
generate value between any network entities. With the emergence of AI Generative Content (AIGC), the
ownership of models and generative contents, which are also digital assets, has not been well protected. Both
because the black-box nature of neural networks makes it difficult to mark models’ ownership and because
the lack of a reliable third-party verification platform. Meanwhile, the existing model-attack threat and raising
ethical problems driven the research on model watermark embedding for traceability and verification, and
thus the reliable basic algorithm and the verification platform are needed. In this survey, while emphasizing
the importance and reason of the ownership protection in AIGC and summarizing the recent research
using model watermarking, we will also introduce the achievements of blockchain in copyright in order
to summarize the research history and point out future direction of model copyright validation from both the
underlying technology and the supporting platform.

INDEX TERMS Blockchain, copyright, federated learning, ownership, AIGC.

I. INTRODUCTION
With the rapid development of AIGC, the issue of legal
use and copyright protection of the model began to en-
ter people’s realization. Researchers begin to study how
to design a reliable copyright verification mechanism for
the deep learning model and how to provide a infrastruc-
ture for verification. In this section, we will introduce the
background of the emergence of the AIGC system and the
threat it will face during the training and utilization pro-
cess, which makes the ownership verification mechanism
necessary to provide a secure environment. Then, the ap-
plication of blockchain will be introduced to search the
possibility of the combination with the model copyright
protection.

A. MACHINE LEARNING SYSTEM AND ISSUE
Nowadays, data flourishes in both amount and source. The
Internet, for example, contains vast valuable information that
can be used to analyze the behavior of a specific user by
training deep learning models. The rapid growth of the com-
putational capacity and data storage ability make it more
convenient to build large models. In order to provide better
service while fully utilize the data produced by human ac-
tivity, researchers begin to build kinds of machine learning
system to build artificial intelligence to augment working effi-
cient or for the purpose of studying. For instance, we can use
an open-source project named YOLO [70] to train our own
image segmentation model conveniently. Recent compelling
generative models like GPT-4 [64] and stable-diffusion [72]
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also provide us with a more convenient AI tools to pro-
duce contents. Due to the huge requirement of training data,
the integrate process of AIGC from training, deployment to
online-service requires the support of a series of machine
learning systems, which is also full of challenges to be faced
and precautions to be taken in the face of malicious attackers.

From the training process of a deep learning model, various
attacks have threatened the safety and privacy of the model
and training data. Take the cooperative training paradigm
federated learning as an example. During the training, mali-
cious participants threat the global model and entire machine
learning system by attack method to disrupt or to leak the
global model to infringe the interests of other normal par-
ticipants. In the FL system, the global model is trained by
unreliable devices with their private data, which means the
system can be damaged by many kinds of failure including
the non-malicious failure like the central server breakdown
or noisy training dataset, and the adversarial failure like the
byzantine attack. These failures could severely sabotage the
training process and reduce the model performance if we
ignore them. We may implement the trace for those byzantine
or malicious node with the help of ownership verification and
trace the leaker with the specific fingerprint planted in the
model [77].

Another risk of the AIGC system is data leakage. Nowa-
days, with the model reuse attack, the attacker can just simply
copy the others’ model and get some profit from the training
process or distribution process of the model or generative
contents. Meanwhile, training data is another precious re-
source. The large generative model needs lots of training
data to achieve good performance. When it comes to fed-
erated learning system, the training data leakage problem
is actually generating differential privacy (DP) among the
framework [22]. By using DP strategy, one can disturb their
upload models to prevent other achieving the original model
parameters. However, as we keep encrypting the local model
and data, it becomes harder to get a well-performed model.
Another way to protect private training data in defense of the
data abuse, we can plant a specific fingerprint into our own
data to mark models which is trained based on these data.
Under these circumstances, the malicious model and unautho-
rized use will be recorded and detected once they participate
in the training process.

B. BLOCKCHAIN AND PROBLEMS
While the model ownership verification mechanism is re-
quired to solve many challenges during the production of
AIGC, the blockchain system was designed to permanently
keep the transaction information and thus grow many owner-
ship and copyright application on it.

Blockchain originates from online transactions. It was first
proposed by in 2008 for processing transactional information
of Bitcoin [62] in P2P networks. With the progress of the era,
blockchain has attracted broad attentions. Previous studies
have argued that blockchain should not be limited to being
synonymous with Bitcoin or cryptocurrency, but rather be

explored and applied in various domains to leverage the ad-
vantages of blockchain technology. Recent empirical evidence
has alighted with these assertions.

Copyright protection is recognized as a significant applica-
tion of blockchain technology. The distinct consensus mech-
anism employed by blockchain guarantees consistency in
decentralized systems, thereby presenting promising prospect,
even in the absence of a central authority. Savelyev [75] raised
several key issues in copyright protection, such as copyright
transparency, control over digital copies, license issuance,
and argued that blockchain technology can effectively address
them. At the application level, researchers have proposed
corresponding blockchain-based solutions for various issues,
such as code copyright protection [39], integrated circuit IP
core protection [53], and numerous others. With the itera-
tive advancement of blockchain technology, the emergence of
non-fungible token (NFT) signifies a new era for copyright
protection. Wang et al. [87] have provided a comprehensive
discourse on the principles and prospects of NFT. Lever-
aging smart contracts based on blockchains, NFT enables
efficient and convenient proof of ownership for virtual assets
or intellectual property rights. Guadamuz [33] combines the
technological perspective with the legal perspective to discuss
the relationship between NFT and copyright protection. With
these applications on copyright recording and verification, we
decide to explore the possibility of combining the blockchain
with the model ownership verification.

In summary, the contributions of this article are listed as
follows:
� This article summarizes basic technologies of the model

ownership verification.
� This article summarizes the challenges and the solution

of the AIGC system and specifically presents the owner-
ship verification method.

� This article points out a possible route for constructing
a reliable model verification mechanism towards a more
proper utilization of AIGC.

The article will be organized as follows: the second chapter
will introduce some basic technology for the whole procedure
of building a AIGC system with ownership verification. Some
key technology like federated learning, blockchain and model
watermark technology will be introduced. Chapter 3 will list
the risk faced by the existing AIGC system and some related
works resolving these problems. The next chapter explore the
potential of the blockchain to provide a reliable ownership
verification platform to give a more reliable platform for fixing
the facing risk introduced in chapter 3. And the last chapter
will give the summary of the article and describe the future
work to provide a more robust and reliable AIGC system built
on ownership verification platform.

II. PRELIMINARY
A. FEDERATED LEARNING
Federated learning (FL) [60] is a typical cooperative machine
learning paradigm. The FL appears under the consequence
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FIGURE 1. Federated Learning Flow Chart: The data derived from the real
world (red block) is preprocessed and becomes dataset and used by the
machine learning system.

which the traditional method training way may encounter ob-
stacles in gathering information and protecting data privacy
and the single trainer may also face the problem of lack-
ing the dataset. FL enables multiple clients to train a global
model without leaking their private training data. Due to the
great amount of training dataset used in generative models
and other artificial intelligence system, the existing federated
learning framework such as FedML [36] provides individuals
and smaller companies with a chance to build their own large
model [92], [88]. To put FL into actual practice and to have de-
cent performance, there still needs some further investigation
to solve these problems and get improvement. The workflow
of the federated learning is illustrated in Fig. 1.

The major benefit of FL is that framework can deploy all
the clients’ data without actually acquiring them, which can
save the communication cost and protect privacy. Below we
will provide some introduction on some fundamental and im-
portant algorithms and concepts in FL.
� FedAvg: This is the most fundamental algorithm in

FL [60]. The framework is simple (distribute, train lo-
cally and aggregate globally by averaging the parameters
of the uploaded models). When there’s no threats or
special occasion in reality situation, FedAvg is powerful.
Yet, the reality is not perfect, therefore we need to make
some improvement.

� FedProx: A novel modification on FedAvg. A brief intro-
duction of FedProx is that during the client local training,
the cost function has an additional penalty regularization
term to punish those models which deviate too much
from the initial global model [50]. This method is to
make some restrictions on the statistic heterogeneity of
clients.

� Federated Dropout: This is applicable in federated train-
ing a massive neural network. For some limited-resource
clients which doesn’t process strong calculation and
communication capabilities, it’s wise to train a model
that is only a fraction of the global (such as a smaller
hidden layer) to reduce the burden and boost the effi-
ciency [11]. There are also similar methods like Het-
eroFL and FedRolex.

� FedBN: One major kind of clients’ statistic heterogeneity
is feature shift, which means different client’s dataset
has different distribution of feature. Simply using Fe-
dAvg framework will cause poor performance of the
final global model. FedBN could be a solution to this.
The main content of FedBN is leaving the Batch Nor-
malization layer trained in the local clients and don’t
participate in global aggregation [51].

� FedAsync: The major characteristic of FedAsync is
asynchronous, meaning that the global update is not syn-
chronous, the update can take place whenever there’s
a new local model sent from the client and we don’t
have to wait for those slow-functioning clients [91]. This
has much speed advantage compared to FedAvg, but its
drawback is that it might ignore the contribution of small
clients.

B. BLOCKCHAIN
Blockchain is basically a kind of linked list, where the
transaction information is stored in sequential blocks. The
functionality of blockchain is based on its rich technology
stack.

1) HASHING DIGITAL SIGNATURES
Since blockchains, especially public chains, are deployed on
the Internet, participants are assumed to be mutually distrust-
ing by default. This requires the use of cryptographic methods
to achieve proof of trustworthiness between users. Hashing
and digital signatures can achieve this. A hash function is
a one-way function that maps input information of arbitrary
length to output information of fixed length. One-way means
that it is difficult for anyone to infer the input value from
the output value, and thus hashing is generally used to verify
the integrity of information [17]. The timestamp server in the
Bitcoin protocol uses hashing to verify whether a block is
truly the child block of the block which it claims to be the
parent block. Digital signature technology is based on hashing
and public key cryptography [18]. In addition to hashing, it
can also verify whether the source of a message is consistent
with expectations. In blockchain protocols, digital signatures
are generally used to verify transaction information.

2) CONSENSUS MECHANISM
Blockchain is a distributed system, so it requires a consensus
mechanism to coordinate each participant in the system and
ensure their data consistency. It also has a certain degree of
fault tolerance to address potential Byzantine general prob-
lems [46]. The common consensus mechanisms in blockchain
are as follows. Proof-of-Work (PoW) is used in Bitcoin [62].
Each node in the network calculates the hash value of the
block header, and the values calculated by each node are
usually different. Only nodes whose calculated values are less
than or equal to a given value have the right to append their
blocks to the chain. Nodes participating in the calculation are
called miners, and the calculation process is called mining.
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Most of the computing power in PoW is wasted, resulting in
a huge waste of energy. Proof-of-Stake (PoS) improves this
deficiency [45]. It refers to the cryptocurrency pledged by
nodes as stake and uses it as a condition for obtaining the right
to verify new blocks on the chain. Partial Byzantine Fault
Tolerant (PFBT) can maintain system consensus when less
than 1/3 of the nodes are Byzantine [13]. With additional fea-
tures such as hashing [6], it can also serve as an efficient and
environment-friendly blockchain consensus mechanism. The
consensus mechanism can also be modified according to the
specific purpose of the blockchain, such as proof-of-learning
mentioned earlier in the article.

3) DISTRIBUTED LEDGER
Distributed ledger is the fundamental technology for cryp-
tocurrencies. The working principle of a distributed ledger can
be described as follows: Within the system, there are multiple
ledgers. Whenever a record in one ledger undergoes a change,
this action follows a set of rules to propagate to all other
ledgers [69]. In other words, a distributed ledger ensures the
consistency of records. Therefore, this technology requires
the implementation of a consensus mechanism. One major
challenge of distributed ledgers is network attacks, particu-
larly during the data synchronization process. In practice, the
hash technology used in blockchain can help mitigate such
attacks [23]. This technology is applicable to decentralized
transactions, avoiding system crashes caused by the failure of
central nodes in centralized storage. It also greatly reduces
the cost of trust. Therefore, distributed ledger serves as a key
application of blockchain technology.

4) SMART CONTRACT
In essence, a smart contract is code stored on a blockchain that
is triggered and executed under specific conditions. Simulta-
neously, the intermediate variables and outcomes generated
by the code are also stored on the blockchain. Smart contracts
were initially proposed by Nick Szabo in 1997 [82], but at that
time there was no corresponding technology available to real-
ize this concept. It was not until Ethereum implemented smart
contracts as its core functionality [10] that smart contracts
began to be applied in practical scenarios. By utilizing smart
contracts, blockchain technology can be extended to various
aspects such as peer-to-peer (P2P) transactions, the Internet
of Things (IoT), data provenance and the sharing economy,
significantly broadening its application scope [101].

The secure and decentralized bottom stack gives the
blockchain the ability to combine with the machine learning
system to provide a secure environment. Shafay et al. [76]
reviews applications of blockchains for machine learning,
including healthcare [5], which demonstrate blockchain tech-
nology’s complementary role in privacy protection for AI.
Shayan et al. [79] proposed a large-scale multi-party machine
learning scheme which exhibits the capability to maintain
model performance even in the presence of 30% adversarial

participants. Furthermore, blockchain technology can also in-
centivize users to contribute their computing power to partici-
pate in deep learning model training through cryptocurrency-
based rewards, thereby effectively utilizing redundant com-
putational resources. Currently, there exist federated learning
protocols that utilize the Shapley Value (SV) [78] as a metric
for measuring the contribution level of users during training.
Blockchain entities release the computation of SV as a puz-
zle and provide rewards to users participating in the training
process through the blockchain [55].

C. MODEL WATERMARK TECHNOLOGY
As a valuable information resource on the Internet, multi-
media resources are the main carriers of information in the
web 2.0 era [14]. Due to the arbitrary copying nature of
the Internet, it is difficult to identify the real owners and
copyright holders of these resources, which leads to many
attackers to gain benefits from malicious and unauthorized
copying of these resources. Some may even launch cyber
attack through changing a reliable resource. Digital water-
marking technology has long been used to verify the copyright
and the integrity of multimedia resources [67]. With the com-
ing of deep learning and the era of big models, deep learning
models are also served as a network resource with intellectual
property rights. Digital watermarking techniques have also
inspired researchers to use watermarking techniques to pre-
vent serial attacks, illegal use, and other problems towards the
models. By introducing traditional watermarking techniques
and then turn to the model watermarking techniques applied
to deep learning models, we give a development route on the
protection of the digital assets.

Traditional resources such as images, multimedia audio and
video face the threat of illegal use, content tampering and
other attacks, causing both security and economic threats to
both parties distributing and using the resources [84].

Different with the multimedia resources, it is hard to predict
the changing of performance of the deep learning models
by applying the traditional watermark embedding methods to
change the parameters directly. To face the above challenge,
most of the current watermark embedding methods use op-
timization or deep learning strategy to make the watermark
participate in the model training process. These methods aim
to inject watermark which can be identified by some designed
mechanism to the model without changing the original func-
tion of the model. The common models can be divided into
discriminative and generative models, and for these two differ-
ent models, several different watermark embedding methods
are introduced below.
� Fingerprint-based methods [77], [48], [25]: This ap-

proach is inspired by traditional watermark embedding
methods, where the layer parameters of a neural network
are treated as traditional data and embedded directly
into the watermark. As mentioned earlier, since it is
not clear how changing model-specific parameters will
affect the neural network, some optimization or deep
learning methods are still needed to assist the embedding
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FIGURE 2. Model watermarking technology.

TABLE 1. Challenging Problems in AIGC Systems

process to ensure that the functionality of the model is
not affected by the watermark embedding. The advan-
tage of this approach is that the detection and robustness
of the watermark are more stable.

� Backdoor-based methods [3], [57], [66]: Backdoor
attacks were originally studied as a model attack
method [35], where the attacker inserts a specially
designed trigger into the training set data and iden-
tifies the samples containing the specific trigger as
a specific label during the model training process.
in the model watermarking method, this trigger can
then be used as a non-visible watermark of the model
by observing In the model watermarking approach,
this trigger can be used as a non-visible watermark
for the model, and by observing the model’s out-
put for the samples containing the trigger, we can
know whether the model contains a watermark or
not.

� Watermark insertion into generators [26]: This is a
watermark embedding method designed for genera-
tive models, and the generative modules (VAE, GAN)
of generative models can be designed so that the
generators contain special watermarks that can be

detected by decoders. At a time when AIGC has made
significant progress, attention is being paid to design-
ing watermark embedding methods applicable to AIGC
models.

In summary, the model watermarking technology use a
specific binary data series and some designed method to
insert directly or indirectly into the parameters which can
be detected in the model or the output of the model. In
Fig. 2, we summarize the main technology for model water-
marking with 1) embeds the watermark into the parameter
into the parameters, 2) use backdoor sample and 3) embeds
the watermark into the generative contents for generative
models.

III. ADVANCED RESEARCH AND CHALLENGES IN AIGC
SYSTEM
In this section, we will introduce the risk and challenge faced
by the machine learning system (Table I) and introduce the
role in which the ownership verification mechanism can play
to help solve these problems.
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A. MODEL ATTACK
During the training process of an AIGC models, especially
the federated training process, the mission is completed by
massive number of individuals. Under this circumstance, there
may involve some participants who has the evil goal to attack
the FL process diminish the benefit of FL group or to leak the
training process to gain some profit. The malicious participant
may execute kinds of attack to disrupt the system. Judging by
the attacking behavior and the target, We categorize the attack
method as follows: poison attack, leakage attack, free-riding
attack and inference attack.

1) POISON ATTACK
Poison attack means a byzantine client will use poisoned data
or model to sabotage the training process. Depending on the
attack goal, there are two kinds of poison attack [40].
� Untargeted: The malicious client is training model with

random data or just sending random model to the server,
therefore its goal is just to create chaos and worsen the
model performance.

� Targeted: The malicious client is trying to change some
small function in the model like misclassifying some
labels while behaving well in other aspects.

When a Byzantine Client is acting poison attack, the model
(or gradient) it sends is different from the other honest models,
which is a breakthrough of defending methods, finding the dif-
ference among the models can help detect the poison model.
Many novel and powerful defending mechanisms has been put
forward under this point, such as Krum [8], Bulyan [34] and
FLTrust [12].

2) LEAKAGE ATTACK
In some cases, the malicious clients don’t have a specific goal
to sabotage the FL training process, nor do they want to reduce
the model performance. Instead, they want to improve it to the
best level, in this occasion they want to steal the model to the
external parties for some benefit, that is also a kind of attack.
Although it doesn’t damage the model property, it does harm
the intellectual property of other FL group members.

An effective way to prevent leakage attack is planting a
backdoor watermark in the model [77] or planting the fin-
gerprint into the parameters of the model, training the global
model with some specific trigger set, making it be able to react
to these set with a specific action. When there’s a suspicious
model on the outside, in this way we can recognize our model
by the watermarks.

3) FREE-RIDING ATTACK
Some participants may want to join in the federated learning
system and benefit from the incentive mechanism without
paying cost to train, and thus they just download the global
model and fine-tune the parameters. We call this type of attack
the free-riding attack [27], [54]. This attack doesn’t have an
obvious damage on training side but is unfair to other par-
ticipants who have paid lot of calculation power on training

process. It is difficult to distinguish the attacker and the model
owner since the free-rider model is similar to the original
model [68].

4) INFERENCE ATTACK
Another kind of attack which doesn’t harm the global model
named inference attack. In the inference attack, attackers infer
the information of other clients and the privacy of the latter is
leaked, this could be a severe problem since the initial pur-
pose of FL is to protect the privacy. There are some methods
of inference attack, like collecting the snapshots of training
global model [61] or constructing some generative network
like GAN to infer information about the data distribution
of other clients. There are also some countermeasure to de-
fend [40]. First one is Differential Privacy, which, in simple
word, is adding some random noise in the local model before
sending to the server, keeping the adversary to deduct the real
local model of other clients. Another one is Homomorphic
Encryption, where the data is firstly encrypted and then en-
counter calculation of global model, then decrypted in local
client, protecting the privacy to leak from the server.

For general model training, we analyze various model at-
tack methods during the training period. While for AIGC in
particular, the model will be published on the internet for the
commercial or academic propose. Thus, the attacker beyond
the training process will also threaten the utilization of the
AIGC. Here the tampering of ownership and the plagiarizing
of AIGC will be simply described: The middle man attack
which third-party malicious client will just simply pretend to
be an AIGC website providing the service, but in fact they
only forward the user’s requests to the real platform providing
the service and return the results they return to the user. The
third-party malicious client will simply pretend to be an AIGC
website providing a service. However in the reality, they just
forward the user’s request to the real platform providing the
service and return the results they return to the user. On the
one hand, users may not get the best quality AIGC resources,
and on the other hand, the interests of the original AIGC
providers will be threatened by these intermediaries.

The uselessness of these attacks during the training pe-
riod or during the use of the model makes the use of AIGC
threatened, and the better methods proposed by the academic
community for these attacks will also be described in detail
later.

B. INCENTIVE MECHANISM
Apart from preventing the malicious node from destroying the
normal function of the whole system. The incentive mecha-
nism is also a crucial key to the better utilization of the AIGC
system. The incentive mechanism in federated learning means
to give the participant a reasonable profit according to their
contribution to the whole systems. For AIGC, in addition to
the incentives of each participant under the federated learning
paradigm need to be allocated, the allocation of incentives

VOLUME 4, 2023 331



CHEN ET AL.: TOWARDS RELIABLE UTILIZATION OF AIGC: BLOCKCHAIN-EMPOWERED OWNERSHIP VERIFICATION MECHANISM

for subsequent generator content [20] is also an issue worth
considering.

The survey [96] gives us an overview of the incentive
mechanism of the federated learning to better allocate the
resource in the entire training system. Some of classic and
widely-used incentive algorithms will be described below.
During the training process, the contribution of each client
will be quantified as a number by some specific algorithm.
Shapley Value is a classic value designed to calculate the
contribution to a system [81]. Because its nature, the combina-
tion with the federated learning is widely researched to better
predicted a value according to the accuracy of the model and
to other strategies [85]. Also, for the high calculation power
needed by Shapley Value in FL, many approximation algo-
rithm are also proposed to accelerate the incentive evaluation
progress [38], [95]. Other methods using the Game theory
like Stackelberg Game [74], [43] problems or using reinforce-
ment learning [86], [98] to automatically decided which client
deserves better profit also have a good performance on this
problem. Many incentive mechanisms in federated learning is
proposed, and what we will discuss in the next section is to
provide the incentive mechanism a good platform to execute
and the ownership verification mechanism to mark the unique
contributors.

In summary, incentive mechanisms play an important role
in federated learning. It can stimulate cooperation among
participants, protect data privacy, and ensure the fairness
and credibility of federated learning. Through reward mech-
anisms, consensus algorithms, smart contracts, and penalty
mechanisms, blockchain provides a secure, transparent, and
trustworthy environment for federated learning, promoting its
application and development in various field.

C. DATA PRIVACY
1) DIFFERENTIAL PRIVACY
Differential privacy is a method in database security that de-
fends against differential attacks. Its objective is to protect
individual data from being disclosed or inferred without al-
tering the overall statistical properties of the database [21].

It is demonstrated that incorporating specific Gaussian
noise into a deterministic function can satisfy differential
privacy [22], which forms the foundation for the application
of differential privacy in machine learning, and even deep
learning. In deep learning, it is sufficient to impose a threshold
constraint on the gradients of the objective function during
each iteration of the SGD algorithm and incorporate Gaussian
noise related to the threshold, to ensure that the model satisfies
differential privacy [1].

Due to the frequent utilization of the SGD optimization
algorithm in federated learning, several differential privacy
federated learning frameworks have been proposed at present.
Kim et al. conducted a comprehensive theoretical analysis
of local differential privacy in federated learning and pro-
posed metrics for balancing privacy and efficiency [44]. Wei
et al. [89], on the other hand, introduced and analyzed a

global differential privacy algorithm for model aggregation,
demonstrating its efficiency and convergence properties.

Federated learning empowered by differential privacy
presents numerous opportunities for further research and
expansion. Triastcyn and Faltings [83] applied the relaxed
version of differential privacy, namely Bayesian differential
privacy, to federated learning in order to enhance its per-
formance. Hu et al. [37] introduced differential privacy into
personalized federated learning, allowing models to be per-
sonalized based on user preferences while preserving the
privacy of individual data. Additionally, Meta AI has released
an open-source differential privacy library [94] to facilitate
the convenient integration of differential privacy mechanisms
into a wider range of machine learning or federated learning
projects. Differential privacy, which effectively balances ef-
ficiency and privacy, has emerged as the mainstream privacy
protection mechanism in federated learning.

2) HOMOMORPHIC ENCRYPTION
Homomorphic encryption (HE) is an effective method for
protecting federated learning models. The ciphertext after HE
can obtain the ciphertext corresponding to the addition or
multiplication result between the plaintexts through specific
operations [2]. That is to say, the aggregation server of feder-
ated learning can complete the aggregation process by only
knowing the ciphertext and avoid the risk of data leakage
accompanied by directly reading gradient information.

PHE schemes appeared earlier. The famous public key
encryption schemes RSA [71] and Elgamal [24] both have
multiplicative homomorphism, but this property is not useful
for federated learning. However, Paillier cryptosystem [65]
is in line with federated learning with its additive homomor-
phism, since only the average of the local gradients needs to
be calculated in the aggregation stage then only addition is
needed. Given that the gradient data is represented by floating-
point numbers, a scheme is needed to convert floating-point
numbers into integers to meet the input requirements of Pail-
lier encryption. Zhang et al. [97] used this idea to propose
a scheme for batch encoding gradients for encryption and
designed a cross-silo federated learning framework with PHE
based on this. PHE has an acceptable computational overhead,
and its applications have reached a mature stage.

The concept of FHE was proposed early on, but the first
practical implementation was introduced by Gentry [29] in
2009. Current FHE schemes typically share common char-
acteristics: performing addition or multiplication operations
on ciphertext introduces noise into the resulting output, and
excessive noise can render the ciphertext infeasible to de-
crypt. To address this limitation, bootstrapping is commonly
employed in the schemes to reduce the noise and obtain
“fresh” ciphertexts [30]. Cryptographers have proposed nu-
merous FHE algorithms based on Gentry’s research, among
which BGV [9] scheme and GSW [31] scheme, both de-
signed for encrypting integers, have landmark significance.
However, since gradient information is typically represented
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FIG. 3. Application of the model ownership verification.

using floating-point numbers, it is more suitable to introduce
the CKKS scheme [16], designed specifically for encrypting
real numbers, into federated learning. Certainly, these en-
cryption schemes need to be modified to accommodate the
characteristics of federated learning when applied in practice.
For instance, in the xMK-CKKS federated learning frame-
work [58], each local model has its own key. All the local
keys are combined to form a global key for model aggregation.
This approach ensures the protection of both user informa-
tion and local model information. While possesses excellent
properties, computational requirements of FHE are still too
demanding given the current level of computing power, es-
pecially in the context of bootstrapping. Hence, reducing the
complexity of FHE algorithms is a crucial challenge.

IV. BLOCKCHAIN-EMPOWERED RELIABLE AIGC
TRAINING SYSTEM
Blockchain, as a distributed database, has long been the ba-
sis of research in building a secure and reliable machine
learning system. For the problem of single point of server
failure in federation learning, blockchain introduces decen-
tralized training architecture to make federation learning free
from this problem and so on. This section will discuss about
how blockchain provides a secure and reliable platform for
AIGC in the following three aspects. As we summarized in
Fig. 3, with the embedding of the watermark, many applica-
tions based on this mechanism can be created such as 1) the
track of the malicious client or model and 2) as the record for
conducting incentive mechanism and for the model copyright
protection with the embedded model.

A. SECURE AND PRIVACY MACHINE LEARNING SYSTEM
For a secure machine learning system, the primary goal is to
prevent potential malicious client attacks. A secure machine
learning system provides with the participant an environment
to make sure they will train a clean model without any latent
backdoor and make sure the profit of all participant get well
protected. As mentioned in the previous section, such poten-
tially malicious nodes may compromise the whole system
by lurking in the system and by some covert means. Shuo

Shao et al. [77] designed the FedTracker model by adding a
watermark to the federated learning model through a backdoor
watermarking method to record the ownership information of
the federated learning parties for the copyright by returning
to each model by inserting a detectable watermark into each
returned model to find out the malicious client who leaks the
privacy model. And WAFFLE [7] watermark model is the
first federated leaning watermark mechanism for the server
to prevent the free-rider attacks. Blockchain has already been
used in preventing the attack in the federated learning. The
Muhammad Shayan et al. presented Biscotti [79] to prevent
the poison attack and other node failure problem which could
influence the final performance of the system. Biscotti is the
first system to provide the privacy-preserving by designing a
secure distributed blockchain ledger.

Flock [19] propose to use smart contract technology to
achieve a secure and reliable decentralized FL system which
guarantee model quality by designing a novel P2P review and
reward mechanism to detect and deter malicious clients. Y
Li et al. [52] designs an committee mechanism to elect some
good-behavior node as the supervisor of the whole system to
detect the malicious models in the federated learning system.
And Truc Nguyen et al. [63] design an mechanism by de-
signing a secure client selection to prevent the possible attack
lies in the client. While BlockDFL [99] designs a integrate
system through a voting mechanism to defend poisoning at-
tacks while achieving efficiency and scalability. Many of these
mechanism needs the cooperation among many clients which
are of the equals levels. And the traditional centralized mecha-
nism FL system cannot satisfy these form of cooperation. And
HBFL [73], Block Hunter [93] and secure aggregation [41]
aim to do some invasion detection on the blockchain which
deploys on the IoT.

B. INCENTIVE MECHANISM FOR PARTICIPANTS
Another important function of AIGC system is a reasonable
incentive mechanism. The incentive mechanism contains not
only the training process but also the AIGC trading process.
During the generative content providing process, some at-
tackers will apply middle man attack by simply copying the
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generative content of other generative models and provide
them to the user for profit. The malicious trading behavior
should be recognized and apply punishment mechanism for
the malicious clients. These malicious nodes need mecha-
nisms to punish them while also making it more reasonable
for nodes which are training normally to gain the profit they
deserved. We call this kind of algorithm that rewards good
nodes and punishes malicious nodes the incentive mechanism.
Since the general incentive mechanism is first done on cen-
tralized nodes, this centralized paradigm makes it difficult to
accept the incentive algorithm even for good design by the
training parties involved in the learning. Therefore, designing
an automatically executed decentralized incentive algorithm
on the blockchain becomes particularly important in a practi-
cal system.

As with early blockchain design concepts, the incentive dis-
tribution mechanism has long been built into the blockchain’s
entire algorithm. Miner rewards refer to the PoW consensus
mechanism where miners receive a certain amount of digital
currency as compensation after completing the excavation of
a block [32]. This reward mechanism can motivate miners to
participate in mining competitions and improve the overall
system security. And to the PoS [45] consensus mechanism
where nodes holding a certain amount of digital currency
receive interest income. This reward mechanism can make
the consensus process more decentralized, further improving
the security and stability of the entire system. For the other
application, a proper incentive mechanism is also a crucial key
to a more active system.

To federated learning, Kang Jiawen et al. [42] propose a
reputation based worker selection scheme to achieve reliable
federated learning by using a multi weighted subjective logic
model. Also, an effective incentive mechanism combines rep-
utation with contract theory to encourage high reputation
mobile devices with high-quality data to participate. Martinez
Ismael et al. [59] propose to record the contributions to make
an accurate payment of high-quality data contributions.

Article [15] reviewed the research on the combination of
blockchain and machine learning technologies and demon-
strated that they can collaborate efficiently. And for the
ownership verification, the blockchain has adopted the con-
cept of tokens to mark the ownership of a digital assets. The
application of token has risen the emergence of NFT and other
ownership. What we want to point out is that like all the digital
assets, the blockchain can also tokenize the model ownership
information for a better execution of the incentive mechanism,
while using smart contract to better supervised for the benign
distribution of a incentive mechanism. In the article [100], the
author collected and processed the latest Ethereum data on
the chain and named the dataset XBlock ETH, which mainly
includes blockchain transactions, smart contracts and virtual
currencies, and also provides basic statistical use of these
datasets.

The proper model ownership verification mechanism is
also also a key part of the profit distribution. Blockchain
technology can provide the following functions in model

authentication: The decentralized and tamper resistant na-
ture of blockchain enables the ownership records of the
model to be reliably preserved on the blockchain. This means
that the owner of the model can confirm ownership on the
blockchain and prove their ownership of the model. Paper [90]
employ the payment channel techniques to design and im-
plement EdgeToll, a blockchain-based toll collection system
for heterogeneous public edge sharing. Test-bed has been de-
veloped to validate the proposal and preliminary experiments
have been conducted to demonstrate the time and cost effi-
ciency of the system. Other field has already combined the
blockchain with the ownership to achieve a more accurate
result [80], [49].

Model ownership refers to the process of assigning intel-
lectual property and ownership to machine learning models.
In traditional machine learning environments, ownership of
the model usually belongs to the data owner or model devel-
oper. However, in distributed learning environments such as
Federated learning, the training of models involves multiple
participants, so the determination of model weights becomes
more complex. The blockchain still need a more robust tech-
nology to record the ownership information.

C. COPYRIGHT AND OWNERSHIP
With the emergence of the large generative model and its
application, the copyright issue of the model comes into
view, while for the application on this issues, blockchain
has been in place for many years [39]. Since the creation of
blockchain, copyright recording for digital assets has been one
of its most important applications. Recording the ownership
of the cryptocurrency is the basic function of blockchain. The
advanced application such as NFT [28], which records and
determines the attribution of digital art collections through
meta-information, also aims to record the information of
copyrights and ownership permanently on the chain. With the
increasing research of the applications of blockchain, more
and more digital assets have been designed to be managed
with the help of blockchain platform. Through the immutable
nature of blockchain, it can implement the authentication of
the owner of these resources to protect the rights and interests
of the owner, and make the circulation of these digital assets
faster and more convenient. Many studies are already focus
on blockchain networks designed for many different forms
of digital assets to manage these resources. The article [56]
designs a blockchain-based management platform for multi-
media resources. Since it is difficult for a centralized platform
to ensure the integrity of data and the fulfillment of listed
obligations, the article designs a multi-level access control
mechanism. Again, the attribution of visitors and media re-
sources is verified and different access levels are assigned. The
article [4] provides an Internet database platform for music
creation through a blockchain platform, using the decentral-
ized and tamper-proof features of the Ethereum blockchain
to store music works and protect the copyright information
of music albums. The design and implementation of the sys-
tem model and data storage are proposed, and the process of
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storing data through Ethernet smart contracts is flowed out in
detail.

For deep learning models which are also one kind of digital
assets producing contents and profits for the internet, it is
difficult to use a centralized strategy for copyright recording
and verification of models, especially in scenarios that are
sensitive to single point failure and untrust central nodes.
The blockchain has a long history of research for copyright
verification of various digital assets, and thus we can study
how to establish a suitable mechanism to achieve copyright
verification for deep learning models by combining exist-
ing algorithms. This can be considered as a direction which
can be applied for model copyright verification at present.
The paper [47] accomplishes the authentication and transac-
tion of both sides of AIGC generators transaction through
blockchain. By recording the information of the generative
model provider on the blockchain to realize the authentication
and confirmation of the model.

V. CONCLUSION
This survey explores the existing problem in the AIGC ma-
chine learning system and the necessity of introducing the
ownership verification to give these problem a new mecha-
nism to be solved. Also, we summarize the success achieved
by the blockchain in the copyright domain and analyze the
potential of blockchain playing a key role in managing the
ownership verification and provide AIGC and other model a
reliable environment to be trained, deployed and traded with-
out illegal use or other copyright problems. All these aims to
provide the AIGC a safe and fair environment to be trained,
distributed and exploited and make the formalization of the
market of the AIGC a possible future. Still the research on the
watermark technology is under developing to provide a more
robust and accurate algorithm for us to record the true owner
of a specific model and give a new way to solve the improper
behavior laying under the whole system of AIGC.
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