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ABSTRACT The use of multiple-input multiple-output (MIMO) non-orthogonal multiple access (NOMA)
based communication protocols is proposed and investigated for the uplink of wireless networks with
buffered data-sources, which is the basis of the introduced medium access control (MAC)-layer protocol.
To this end, the long-term average throughput is maximized by optimizing the set of users that transmit
information at each time slot and their transmit power, the number of packets that are admitted in each
user’s queue, and the transmission rates, assuming that the instantaneous channel state information is not
available at the transmitters. Also, considering a receiver with multiple antennas, two detection techniques
are used to mitigate the interference when two users are chosen to simultaneously transmit information in
the same resource block, namely successive interference cancellation (SIC) and joint decoding (JD). More
specifically, the outage probability for both considered techniques is derived in closed-from, which is a
prerequisite for the derivation and the optimization of the throughput. The formulated multi-dimensional
long-term stochastic optimization problem is solved by using the Lyapunov framework. Finally, simulation
results verify the gains by using MIMO-NOMA as the basis of the next generation multiple access and
illustrate the superiority of JD compared to SIC with respect to the number of the receiver’s antennas.

INDEX TERMS Next generation multiple access, NOMA, MIMO, outage probability, average throughput,
Lyapunov optimization.

I. INTRODUCTION

MOST predictions continue to see exponential mobile
data growth into the future. These forecasts are

leading to large demands for new wireless methods and
techniques. Thus, the main objective for both industry
and academia regarding wireless networks beyond the fifth
generation (B5G) is to increase the networks’ capabilities
to serve a massive amount of diversified mobile appli-
cations within the Internet-of-Things (IoT) era, including
smart grids, intelligent industry, self-driving vehicles, envi-
ronmental monitoring, intelligent shipping, etc [1]. To meet

the stringent requirements of B5G wireless networks, the
redesign of radio access networks is needed, exploiting
advanced architectures and signal processing techniques
together with sophisticated resource allocation frameworks,
in order to jointly coordinate all available types of resources,
including time, frequency, antennas, power, and memory of
communication devices.

A. STATE OF THE ART & MOTIVATION
A promising technique that has the potential to improve con-
nectivity and spectral efficiency is non-orthogonal multiple

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

2298 VOLUME 3, 2022

HTTPS://ORCID.ORG/0000-0001-7795-8311
HTTPS://ORCID.ORG/0000-0001-6763-7629
HTTPS://ORCID.ORG/0000-0002-9718-7726
HTTPS://ORCID.ORG/0000-0001-8810-0345


access (NOMA), according to which, as opposed to orthog-
onal multiple access (OMA), multiple users are served in
each orthogonal resource block, e.g., a time slot, a frequency
channel, a spreading code, or an orthogonal spatial degree
of freedom [2], [3], [4]. NOMA is based on well-established
information-theoretic techniques, such as superposition cod-
ing, successive interference cancellation (SIC), and the
message passing algorithm [5], [6]. Interestingly, several
NOMA-based techniques have been proposed, including
power-domain NOMA (PD-NOMA), multicarrier NOMA,
sparse code multiple access, pattern division multiple access,
low density spreading, lattice partition multiple access, and
interleave division multiple access [2], [3], [4], [7]. Among
them, PD-NOMA has received considerable attention due to
its potential to achieve the capacity of the broadcast and
multiple access channel. In PD-NOMA, multiuser detection
techniques, such as SIC, are used for mitigating the impact
of interference at the decoding of the received messages [8].
More specifically, SIC can mitigate interference, by sub-
tracting the signals that have already been decoded from the
received superposed signal. For single-antenna systems, some
indicative works that investigate the advantages of PD-NOMA
compared to orthogonal multiple access are [9], [10], [11],
[12]. Considering the increasing decoding complexity of PD-
NOMA with the number of multiplexed messages, a practical
form of PD-NOMA is with hybrid user-pairing, according to
which solely up to two users can use the same resource block,
while different pairs of users are multiplexed by using orthog-
onal resources [13]. This form of NOMA is also aligned with
its implementation in the 3rd Generation Partnership Project
(3GPP) specifications [14]. Moreover, it has been shown that
NOMA can be used together with multiple-input multiple-
output (MIMO) techniques to further increase the spectral
efficiency and connectivity, exploiting the characteristics and
advantages of both technologies [15]. For example, in [16],
the signal alignment concept has been used to develop a
novel MIMO-NOMA framework, the performance of which
has been evaluated assuming randomly deployed users and
interferers. Also, in [17] a novel minorization-maximization
method has been introduced for optimizing the sum rate
in NOMA downlink. In [11], the use of quasi-degradation
concept for downlink NOMA has been investigated and a low-
complexity sequential user pairing algorithm was introduced
to improve the system performance in terms of total trans-
mission power of the base station (BS). Also, in [18] and [19]
it was illustrated that downlink MIMO-NOMA outperforms
MIMO-OMA in terms of both sum-rate and ergodic sum-
rate. Also, in [20], the trade-off between energy efficiency
and spectral efficiency has been explored, considering the use
of downlink in a multi-input single-output (MISO) system
and perfect channel state information at the BS. However, it
deserves to be mentioned that most of the aforementioned
works solely focus on downlink NOMA and cannot be directly
extended to the case of uplink NOMA.
Although downlink NOMA has been well-investigated in

existing literature, uplink NOMA -and especially uplink

MIMO-NOMA- has not been sufficiently investigated,
despite its high practical value for a vast number of wireless
applications, such as IoT and teleconference. It is highlighted
that the concept of uplink NOMA presents important differ-
ences compared to downlink NOMA, which is due to the fact
that in the uplink the interfering messages are received from
different sources, i.e., via different links. Also, the implemen-
tation of NOMA in the uplink does not increase complexity
at the mobile users’ side, since joint processing is only
applied at the BS. Indicatively, the ergodic sum-rate gain of
NOMA over OMA has recently been investigated in the pio-
neering work [21], providing useful insights for the scaling of
the gain as the number of antennas increases. Interestingly, in
uplink PD-NOMA, SIC can still be effectively applied [22],
[23], which also is the basis for Vertical-Bell Laboratories
Layered Space-Time (VBLAST) [24]. However, when joint-
decoding (JD) is used instead, the received signals of all
active sources are jointly decoded and the capacity region
of both Gaussian and fading multiple access channel can be
achieved [25], [26]. This characteristic has been exploited
by [27] in order to design a novel scheme that improves
the performance of wireless powered networks in terms
of throughput and fairness among users. More specifically,
in [27] the sum and the minimum achievable among users
has been optimized for both the cases of SIC and JD, assum-
ing perfect channel state estimation and that all nodes are
equipped with a single antenna, while the performance gain
compared to OMA has also been illustrated. The sum-rate
maximization has also been investigated for the case of dis-
tributed uplink NOMA in [28], where the use of multiple
remote radio heads has been assumed. Although the outage
probability of JD was investigated long before the concept
of NOMA became popular [26], the outage probability for
uplink MIMO-NOMA is particularly challenging and has
not been investigated before in the existing literature either
for the case of SIC or JD, since the recent work [21] has
only focused on the expression of ergodic sum-rate for the
case of SIC. However, deriving the expression of the out-
age probability for such systems has high practical value,
since it constitutes the basis to design and optimize practical
medium access control (MAC) schemes, where the instan-
taneous channel state information (CSI) is not available at
the transmitters.
Moreover, a different approach to further improve the

efficiency of wireless networks is to focus on increasing
the long-term quality of experience of all users, instead of
focusing on maximizing a common instantaneous data rate
among them. This is facilitated by incorporating the delay
constraints of data-driven applications jointly with conven-
tional communication resource-constraints, i.e., power, time,
frequency, and antennas to further boost performance. To
this direction, data-buffer-aided communications can be used,
such as in [29], [30], in which the knowledge of buffer-states
is employed to prioritize users with long queues. Thus, users
avoid to transmit information when their average channel
conditions are weak and the queue length is relatively low.
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In general, buffers can be used either at the sources or at the
relays at cooperative communication networks. In [31], both
a single link and a multihop sensor network has been con-
sidered, in which the transmitting nodes are equipped with
a data and an energy buffer, focusing on the maximization
of the long-term average sensing rate. In [32], the outage
probability of buffer-aided relaying system with downlink
NOMA has been derived. Moreover, in [33], the long-term
average network utility has been optimized, by also assum-
ing a cooperative downlink NOMA system, where a source
serves multiple users through a buffer-aided relay. Also,
in [34], [35], [36], [37], relay and mode selection schemes
for buffer-aided cooperative communication systems have
been proposed, focusing on downlink NOMA and the use
of buffers at the relays. However, the use of buffered-sources
in uplink NOMA systems has not been sufficiently inves-
tigated by existing literature. More specifically, it has been
solely considered by [38], [39], within the context of wireless
networks with energy harvesting, based on the assumption
that instantaneous channel state information is perfectly and
globally known, for which outage never occurs. It also
deserves to be mentioned that resource allocation is particu-
larly challenging and conventional methods cannot be used to
optimize the long-term performance when buffers are used,
due to the stochastic and combinatorial nature of the corre-
sponding problems. In addition, in order to optimize uplink
NOMA for the case of a general multi-antenna receiver, the
derivation of the outage probability is needed.

B. CONTRIBUTION
The main objective of this work is to answer the following
question: Is NOMA useful in the uplink of realistic com-
munication systems with buffered sources when a general
multi-antenna receiver is used? It is noted that this is a very
critical question, since, as it has been widely accepted, the
adoption of NOMA in beyond 5G systems, as the basis of
next generation multiple access, depends on the provision of
non-incremental gains, especially in systems with multiple
antennas at the base station (BS) [40], [41]. To reply to this
question, the outage probability of uplink MIMO-NOMA
for both considered decoding techniques, i.e., JD and SIC,
is derived, under the practical assumption that instantaneous
CSI is not available at the transmitters. Also, a practical
medium access control (MAC)-layer protocol is designed
which is necessary in order to quantify the performance
gain. More specifically, the contribution of this paper is
summarized as follows:

• A practical MAC-layer protocol is proposed that is
based on NOMA with hybrid user-pairing, taking into
account the packet arrival and departure processes, as
well as the coordination requirements. It is noted that
both pure NOMA with user-paring and OMA can be
considered as special cases of the proposed protocol,
since in the latter the users can choose if they prefer
to transmit information simultaneously or in different
time slots.

• To enable the derivation of the long-term average
transmission throughput in closed-form, the outage
probability, for joint transmission of N transmit anten-
nas to two non-collocated receive antennas, is derived
for both considered detection techniques, i.e., JD
and SIC. As an application of this calculation, we obtain
the diversity-multiplexing tradeoff exponents for both
schemes.

• The long-term average of the weighted sum of users’
throughput is maximized for both SIC and JD, by opti-
mizing the set of users that transmits information at
each time slot and their transmit power, the number
of packets that are admitted in each user’s queue, and
the transmission rate. To this end, the formulated multi-
dimensional long-term stochastic optimization problem
is solved by using the Lyapunov framework. The
proposed solution is appropriate for the practical case,
since for its implementation solely the buffer states and
the statistical CSI are needed, both of which vary in a
comparatively slow rate, reducing the complexity and
the required overhead.

• Simulation results are presented to evaluate the
performance of the proposed framework and validate the
analytical results. To this end, the proposed framework
is compared to the special case of OMA, according to
which solely a single user can be scheduled to transmit
information in each time slot, as well as to the optimal
scheduling scheme assuming that the scheduler is not
aware of the queue sizes. Specifically, it is shown that
the proposed schemes -and especially the one that is
based on JD- significantly outperform the considered
benchmarks in terms of long-term average throughput
and blocking probability.

C. STRUCTURE
The rest of the paper is organized as follows: Section II
describes the system model and the proposed communication
protocol. In Section III, the outage probability for both SIC
and JD is derived, considering the general case of a multi-
antenna receiver. In Section IV, the proposed scheduling and
resource allocation framework is developed. In Section V,
simulation results are provided to corroborate the derived
analytic results and to illustrate the performance of the
proposed transmission algorithm. Finally, closing remarks
and discussions are provided in Section VI.

II. SYSTEM MODEL
We consider the multiple access uplink system model
depicted in Fig. 1. In particular, an M-user network is con-
sidered where each user is equipped with a data buffer and an
admission control mechanism that determines if a packet will
be transmitted or discarded, a queue that stores the packets
to be transmitted and a transmission subsystem that transmits
the available data according to scheduling, transmission rate
selection and resource allocation decisions. Also, the BS is
assumed to be equipped with N antennas.
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FIGURE 1. Architecture of the considered buffer-aided uplink communication
system.

The considered system model is of high practical value
in any uplink communication scenario, in which single
antenna users transmit information to a multi-antenna BS.
This is because, in practice, all communication nodes con-
tain a buffer, although this issue in often overlooked in the
existing literature. Of course, different applications require
different buffer sizes and delay requirements, which are
both taken into account in this work. Among others, the
proper use of buffers is critical in IoT applications, includ-
ing data collection in smart grids, manufacturing, smart
cities and communities, smart food and farming, and health-
care applications [42]. Also, the considered system model
could correspond to a scenario in which multiple aerial (e.g.,
unmanned aerial vehicles) or marine nodes communication
with a terrestrial BS. The aforementioned scenarios are of
paramount importance in beyond 5G networks, which is
envisioned to be the communication platform of the Next
generation IoT [43], as well as to achieve the convergence
of terrestrial, aerial, and marine communications [44].
We further assume that the system operates over a slot-

based structure. In more detail, the timeline is divided into
successive non-overlapping time slots, denoted by t, with
t = 0, 1, 2, . . . corresponding to the time interval [t, t + 1).
Moreover, t and t + 1 are defined as the “beginning” and
the “end” of the time slot, respectively, while Sd is the time
slot duration. It is assumed that the number of packets that
arrives to queue of user i in a specific timeslot depends
on the specific application. Let A(t) = (A1(t), . . . ,AM(t))
denote the process of random packet arrivals, where Ai(t) is
the number of packets that arrive to user i during slot t. It is
further assumed that only part of the aforementioned packets
are admitted in the queue of user i, with the corresponding
number being equal to Ri.

We assume that PD-NOMA with hybrid user-paring is
used, i.e., at most two users are allowed to transmit

concurrently in one time slot, while either JD or SIC is
applied at the receiver. Hereinafter, zi(t) ∈ {0, 1} denotes
whether the i-th user is scheduled to transmit information
with transmission rate ρi(t), while Pi(t) represents the power
allocated to the i-th user at the t-th time slot. Moreover, with-
out loss of generality, the use of a single frequency channel
is assumed. Furthermore, the vectors ρ = {ρ1(t), . . . , ρM(t)},
P(t) = {P1(t), . . . ,PM(t)} and z(t) = {z1(t), . . . , zM(t)} con-
tain all the selected transmission rate, power allocation and
scheduling decisions, respectively, for the M users at t-th
time slot.
The channel gain between the i-th user and the n-th receive

antenna is given by

h̃i,n(t) = √
ωi(t)hi,n(t) (1)

where ωi(t) is the channel state that models large scale phe-
nomena, such as atmospheric processes or shadow-fading,
and varies stochastically according to the Markov chain
defined by (2). Furthermore, hi,n(t) is the small scale fading
component of the channel that is Rayleigh distributed with
E[|hi,n|2(t)] = 1 where E[ · ] denotes expectation. The chan-
nel states ωi(t),∀i compose the channel state vector ω(t).
It is further assumed that the channel state process ω(t)
remains constant within a time slot, and evolves according
to a general irreducible discrete time Markov chain with a
finite state space �. Hence, the stationary distribution of
ω(t) is given by

Pr(ω(t) = j) = πj, (2)

where πj represents the steady state probability distribution
of the Markov chain over states j ∈ �. This channel model
has been adopted because it is quite generic and can capture,
in an abstract way, all channel effects that affect the propa-
gation of signals in a wireless channel, such as large scale
fading phenomena, mobility conditions or weather effects,
by just modifying the underlying transition probabilities of
the Markov chain. In the literature, there exist several works
that adopt the same approach in different propagation sce-
narios (see for example [45], [46], [47]). It should be noted
that the presented transmission protocol does not require the
knowledge of the underlying transition probabilities of the
channel state Markov chain, which may be hard to obtain;
only the current channel state knowledge is required, which
in practice is slowly varying.
Next, more details, about the arrival processes, the

departure process, and the queuing dynamics are provided.

A. ARRIVAL PROCESS
As it has already been mentioned, at the end of each time
slot, user i has to take an admission control decision on the
number of the packets to be admitted in its queue, Ri(t),
where

0 ≤ Ri(t) ≤ Ai(t). (3)

For simplicity, it is assumed that all packets have fixed size,
denoted by Sp. Also, Ai(t) cannot exceed a maximum value
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defined by the application, i.e., Ai(t) ≤ Amax for all users
i and slots t. Moreover, let λ = E[A(t)] = {λ1, . . . , λM}
include the rate of the packet arrival process for all M users.
The arrival vector A(t) is assumed to be independent and
identically distributed (i.i.d.) over slots. Further, the arrival
processes Ai(t) for different users in each slot are assumed
to be independent.

B. DEPARTURE PROCESS
At the beginning of time slot t, the scheduling scheme
defines which users are allowed to transmit according to the
vector z(t). According to the main principle NOMA with
hybrid user-pairing, it is assumed that at most two users are
allowed to transmit simultaneously in each time slot, hence,
it holds that

M∑

i=1

zi(t) = 2. (4)

The selection of zi is followed by transmission rate selec-
tion and a power allocation control decisions, which are
received according to the vectors ρ(t) and P(t), respectively.
Considering a peak power constraint for each user, it must
hold that

Pi ∈ P, (5)

with i = 1, . . .M and Pi(t) being selected from a set P,
the maximum value of which is Pmax. Furthermore, it is
assumed that the transmission rates are selected from the
set �, depending by the coding schemes available at the
users’ transmitters, with the corresponding maximum value
being equal to ρmax.
It is noted that the resource allocation is performed based

on the channel states that correspond to large-scale phenom-
ena, while the instantaneous CSI is not available at the users,
thus, outage may occur. According to this, the departure
processes from each user’s queue can be modeled as ran-
dom processes that depend on the transmission rate selection
ρ(t), the resource allocation P(t) and scheduling decisions
z(t) as well as the channel state ω(t), and are expressed as

μi(t) = WSdρi(t)

Sp
1i(P(t), z(t),ω(t), ρ(t)), (6)

where W is the available bandwidth and
1i(P(t), z(t),ω(t), ρ(t)) are random indicator functions
that represent the random success transmission outcomes
of user i. Thus, μi(t) represents the number of the stored
packets that depart from the queue and is not necessarily
integer, due to the coding rate that is subject to optimization.
Moreover, it holds that

�i(P(t), z(t),ω(t), ρ(t)) = E
[
1i(P(t), z(t),ω(t), ρ(t))

]

= zi(t) ×
⎛

⎝1 −
∑

j�=i
zj(t)Pout,i

(
Pi(t),Pj(t), ρi(t), ρj(t),ω(t)

)
⎞

⎠,

(7)

where Pout,i(Pi(t),Pj(t), ρi(t), ρj(t),ω(t)) denotes the outage
probability when the i-th and j-th users are scheduled to
transmit, which depends from the power allocated to these
users and the selected transmission rates, i.e., Pi(t), Pj(t),
ρi(t) and ρj(t) respectively, and the channel state ω(t), while
E[ · ] denotes expectation. More details regarding the outage
probability are given in the next section.

C. QUEUING DYNAMICS
Let Q(t) = (Q1(t), . . . ,QN(t)) denote the number of packets
currently stored in each of the N queues. In view of the
above, each queue evolves as

Qi(t + 1) = [Qi(t) − μi(t)]
+ + Ri(t), (8)

where [x]+ = max(x, 0). It is noted that although the number
of packets that is admitted in the queue is integer, Qi(t) is
not necessarily integer, since the coding rate is also subject
to optimization. This is because the number of packets that
are admitted in the queue is measured assuming that all
admitted packets have fixed size (Sp) and each packet only
contains information bits. However, as it has already been
mentioned, the packets that depart from the queue do not
necessarily contain the same number of information bits,
i.e., their equivalent size is not necessarily equal to Sp. Thus,
although the number of packets that depart from the queue
is also an integer in practice, μi is not an integer, since it
corresponds to the equivalent number of packets with size
equal to Sp.

III. OUTAGE PROBABILITY
To make further analytical progress, we need to determine
the statistics of the channel and specifically the outage prob-
ability appearing in (7). In this section, we provide details
on the outage probability of each user for a given state ω(t),
assuming, without the loss of generality, that users 1 and 2
are scheduled to transmit with transmission rates ρ1(t) and
ρ2(t) and allocated power P1(t) and P2(t), respectively. As
it has already been mentioned, the received signals can be
decoded either successively, as in SIC, or simultaneously, as
in JD. The challenge in the calculation, as we shall see, lies
in the fact that the channel matrix has size N × 2, for N
antennas at the receiver, a case for which very few results
currently exist.
In more detail, the optimal outage probability is achieved

when joint decoding between the two users is possible. When
JD is adopted, the receiver simultaneously decodes all mes-
sages by using the random coding technique [48]. In the case
of JD, all rate pairs that belong in the capacity region of
the multiple access channel are achievable. In more detail,
assuming that the BS’s antennas are uncorrelated, perfect
CSI is available at the BS, and following [49], the outage
probability for the case of JD for user 1 can be defined as

PJD
out,1 = Pr(ρ1 > c1 ∪ {(ρ1 + ρ2 > c12) ∩ (ρ1 > c̄1) ∩ (ρ2 > c̄2)}).

(9)
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FIGURE 2. Capacity region: The area εABc1ρ1 corresponds to a JD outage event,
while the area εACBc1ρ1 corresponds to a SIC outage event.

The physical interpretation of (9) can be realized by con-
sidering the capacity region of the multiple access channel
(MAC), which is illustrated in Fig. 2. More specifically, user
1 is in outage when the pair of the target rates (ρ1, ρ2)

belongs either in the area εABε′ or ε′Bc1ρ1. This is because
every pair of target rates inside the region c1BAc2 is achiev-
able, while if ρ1 < c̄1, the user of message 1 can be decoded
by handling the message of user 2 a interference. The key
difference compared to the usual capacity region analysis
is that in Fig. 2 the quantities c1, c̄1, c2, c̄2 are random and
we evaluate the probability their values to be within a given
range.
In (9), c1, c2, and c12 are given by

c1 = log2

(
1 + s1h

†
1h1

)
,

c2 = log2

(
1 + s2h

†
2h2

)
,

c12 = log2 det
(
IN + s1h1h

†
1 + s2h2h

†
2

)
, (10)

where si is the transmit signal-to-noise ratio (SNR) defined as

si = Piωi
N0

, (11)

with N0 being the noise power, and hi is the N-dimensional
channel vectors of users i ∈ {1, 2}. The first two expressions
correspond to the capacities of users 1 and 2, respec-
tively, in the absence of each other, while c12 is the sum
capacity for both users. In addition, c̄1 and c̄2 can be
expressed as

c̄1 = log2

(
1 + s1h

†
1

[
IN + s2h2h

†
2

]−1
h1

)
= c12 − c2,

c̄2 = log2

(
1 + s2h

†
2

[
IN + s1h1h

†
1

]−1
h2

)
= c12 − c1,

(12)

corresponding to the maximum rates of users 1 and 2, when
treating each other as interference. Since user 1 will be in
outage when either he cannot decode his message even in

the absence of user 2, i.e., if ρ1 > c1, or when neither of
the two users can decode their respective messages jointly or
separately, i.e., in the parameter region where the inequalities
(ρ1 +ρ2 > c12, ρ1 > c̄1 and ρ2 > c̄2) hold. Also, the outage
probability of user 2, i.e., PJD

out,2 is defined by exchanging
indices 1, 2.

On the other hand, a simpler but quite effective decoding
methodology is VBLAST, first suggested in [24]. Although,
strictly speaking VBLAST is a demodulating algorithm, it
can be seen as the generalization of SIC for multiple receive
antennas. In SIC, a user’s signal is decoded first by treating
the other signal’s as noise. If the corresponding rate that can
be achieved for this user belongs in the capacity region, his
message can be successfully decoded and subtracted from
the observation when decoding subsequent messages. In gen-
eral, SIC cannot achieve any point of the capacity region of
the multiple access channel, but it can achieve all corner
points and sets of rates that are dominated by the corner
points. It is noted that different corner points correspond
to different decoding orders. Since the receiver (the BS)
has perfect CSI, an optimal decoding order can be chosen.
Thus, the outage probability for the case of SIC can be
defined as

PSIC
out,1 = Pr(ρ1 > c̄1) ∩ (ρ2 > c̄2)) + Pr((ρ1 > c̄1) ∩ (ρ2 < c̄2)).

(13)

According to (13), user 1 is in outage either when ρ1 > c̄1
and ρ2 > c̄2 hold, in which case neither user can decode
their message alone, or when ρ2 < c̄2 and ρ1 > c1 hold, in
which case again user 2 can decode its message separately,
but user 1 cannot. It is worth noting that the difference
with the JD is that the VBLAST (SIC) system is in outage
when ρ1 > c̄1, ρ2 > c̄2, but at the same time when ρ1 +
ρ2 < c12. Also, PSIC

out,2 is defined by (13) by exchanging
indices 1, 2.

Similarly to the above discussion for JD, here the physical
interpretation of (13) can be obtained from Fig. 2. More
specifically, user 1 is in outage when the pair of the target
rates (ρ1, ρ2) belongs either in the area εACBε′ or ε′Bc1ρ1.
This is because if ρ1 < c̄1, the user of message 1 can be
decoded no matter what user 2 does, while in the region
c̄1CBc1 user 2 can be decoded first and hence also user 1.
Thus in the complement of these regions user 1 cannot be
decoded using SIC.
For notational convenience, we also define the constants

y10, y20, y30 through the following equations:

ρ1 = log2(1 + y10),

ρ2 = log2(1 + y20),

ρ1 + ρ2 = log2(1 + y30). (14)

According to (14), y10, y20, y30 are the values of SNR that
correspond to the target rates, since ρ1, ρ2, ρ1 +ρ2, with ρ1
and ρ2 being the target rate (or equivalently the transmis-
sion rate) of user 1 and 2, respectively. We also define the
functions
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φN(x) = xNe−x

�(N)

gN(x) =

⎧
⎪⎨

⎪⎩

�(N)ex

xN
γ (x,N), x < 0,

�(N)ex

xN
(γ (x,N) − 1), x ≥ 0,

(15)

where �(N) is the Gamma function and γ (x,N) is the cor-
responding normalized incomplete Gamma function defined
through

γ (x,N) = 1

�(N)

∫ x

0
dt tN−1e−t. (16)

Based on the above, we may now express the outage
probability for each user for the two considered decoding
schemes, namely JD and SIC.
Theorem 1 (JD Outage): For s1 �= s2, the outage

probability for user 1 when user 2 is present can be
expressed as

PJD
out,1 = γ

(
y10

s1
,N

)
+

φN

(
y10
s1

)
γ
(
y20
s2

,N
)

y10
s1

+ 1
s2

− φN

(
y10

s1

)
φN

(
y20

s2

)gN
(
− y10y20

s1

)

y10
s1

+ 1
s2

− φN

(
y10

s1

)
φN

(
y20

s2

)gN
(
− y10y20

s2

)
− gN

(
− y10y20

s1

)

1
s2

− 1
s1

.

(17)

When s1 = s2 the outage probability can be evaluated from
above by taking the limit s1 → s2 ≡ s, resulting to

PJD
out,1 = γ

( y10

s
,N
)

+ s
φN
( y10
s

)
γ
( y20
s ,N

)

y10 + 1

− sφN
( y10

s

)
φN

( y20

s

)gN
(− y10y20

s

)

y10 + 1

− φN

( y10

s

)
φN

( y20

s

)[
s− gN

(
− y10y20

s

)
(y10y20 + Ns)

]
.

(18)

Similar expressions for PJD
out,2 is obtained by exchanging

indices 1, 2.
Proof: The proof is provided in Appendix A.
Theorem 2 (SIC Outage): The outage probability for user

1 when user 2 is present can be expressed as

PSIC
out,1 = γ

(
y10

s1
,N

)
+

φN

(
y10
s1

)
γ
(
y20
s2

,N
)

y10
s2

+ 1
s2

+ φN

(
y10

s1

)
φN

(
y20

s2

)gN
(
− y10y20

s2

)

1
s1

+ y20
s2

− φN

(
y10

s1

)
φN

(
y20

s2

)
gN

(
−y10y∗2

s1
− y20y∗1

s2

)

·
(

1
1
s1

+ y20
s2

+ 1
1
s2

+ y10
s1

)

, (19)

where

y∗1 = y10(1 + y20)

1 − y10y20
, (20)

while y∗2 is obtained by exchanging the indices 1, 2 in the
expression for y∗1. In the limit that y10y20 = 1, the last term
vanishes since gN(x) → 0, when x → ±∞.
A similar expression for PSIC

out,2 is obtained by exchanging
indices 1, 2.
Proof: The proof is provided in Appendix B.
The above exact expressions for the outage probabilities

will allow us to facilitate the transmission algorithm, which
is the focus of this paper. However, they are interesting on
their own right. For example, we may re-obtain the diversity-
multiplexing tradeoff exponents for the optimal JD as well as
the suboptimal VBLAST demodulating algorithms, including
their coefficients analytically. To do so, we take the large
SNR limit, setting for convenience s1 = s2 = s and y10 =
y20 = sr, so that, to leading order the rates ρ1 = ρ2 =
r log s, with r ≤ 1. Then, starting with the case for SIC and
asymptotically expanding each term, we see that the leading
term in (19) is always the last, so that we have

PSIC
out,1 ≈ s−(N−1)(1−r)

�(N)2N−1
, (21)

confirming that the diversity exponent of SIC is dSIC =
(N − 1)(1 − r) [50].

The optimal JD case is more interesting. For N ≥ 2, the
leading term in the outage is always the first in (18), thus
getting

PJD
out,1 ≈ s−N(1−r)

�(N + 1)
, (22)

thus having diversity exponent dJD,N≥2 = N(1−r). However,
for N = 1, due to fact that the argument of the function
gN(·) is s2r−1, which can be large or small depending on
whether r < 1/2, the term proportional to gN(·) may be
O(1) if r > 1/2, and hence with finite outage probability,
or proportional to s2(2r−1) otherwise. Comparing this term
with the first, we finally get for N = 1

PJD
out,1 ≈

⎧
⎪⎨

⎪⎩

2s−(1−r), r < 1
3 ,

s−2(1−2r)

2 , 1
3 < r < 1

2 ,

O(1), r > 1
2 .

(23)

IV. PROBLEM FORMULATION AND TRANSMISSION
ALGORITHM
After obtaining closed-form expressions for the outage prob-
abilities, this section aims at designing a MAC-layer protocol
that maximizes the users’ throughput by taking the appropri-
ate control decisions in each time slot, while also considering
different priorities among users, as well as ensuring that
the scheduling and power constraints are satisfied. As it has
already been mentioned, the optimal control decision in each
time slot needs to be taken based on the information about
the queue sizes and the channel states that correspond to large
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scale phenomena. To this end, the corresponding stochastic
optimization problem is formulated and solved by using the
well-established Lyapunov optimization framework [51].
In addition to its practical value the development of such a

MAC-layer protocol is necessary to evaluate the potential of
NOMA in practical buffer-aided uplink systems. Specifically,
the communication, simultaneously to two users, creates the
risk of excessive interference due to the non-orthogonality
of the channel. Hence, a robust MAC-layer protocol, which
evaluates both the channel diversity of the multiple users,
as well as the buffer-state information, can help alleviate
such adverse conditions. While the increase of the number
of receive antennas is expected to gradually diminish the
non-orthogonal character of the system, it is important to
quantify this potential improvement.

A. PROBLEM FORMULATION
Consider any policy that makes admission control R(t) =
{R1(t), . . . ,RM(t)}, scheduling z(t), transmission rate selec-
tion ρ(t), and power allocation P(t) decisions. A policy is
called admissible if the user queues are mean-rate stable, i.e.,
the output and input average rates of each queue are equal.
Under an admissible policy, each user obtains a long-term
average transmission throughput

R̄i = lim inf
t→∞

1

t

t−1∑

τ=0

E[Ri(τ )]. (24)

The goal of the proposed optimization framework is the
selection of a feasible admissible policy that maximizes the
weighted sum of average users’ throughput, i.e.,

∑M
i=1 θiR̄i,

where {θi}Mi=1 are positive coefficients provided by the upper
layers that facilitate the assignment of different priorities to
different users and provides certain notions of fairness. Thus,
the corresponding optimization problem can be formulated as

max
P(t),z(t),ρ(t),R(t),∀t

M∑

i=1

θiR̄i

s.t. C1 : R̄i ≤ μ̄i, i ∈ {1, . . . ,M},
C2 : 0 ≤ Ri(t) ≤ Ai(t), ∀t, i ∈ {1, . . . ,M},
C3 : Pi ∈ P, ∀t, i ∈ {1, . . . ,M},
C4 : ρi ∈ �, ∀t, i ∈ {1, . . . ,M},

C5 :
M∑

i=1

zi(t) ≤ 2, ∀t,

C6 : zi(t) ∈ {0, 1}, ∀t, i ∈ {1, . . . ,M}, (25)
where

μ̄i = lim sup
t→∞

1

t

t∑

i=1

E[μi(t)]. (26)

It deserves to be noted that since the formulated
optimization problem in (25) is based on the values of the
large scale fading coefficients, which are not frequency-
selective, the analysis can easily be extended to the case

of multiple frequency channels. This is because the channel
state that corresponds to user i has the same value for all
different frequency channels. Consequently, the problem of
throughput maximization multiple frequency channels can
be decomposed to the throughput maximization problem at
each frequency channel, which corresponds to (25).
Taking into account well-known results on stochastic

network optimization [51], [52], [53], an optimal control
policy for the above optimization problem can be obtained
by solely considering the class of stationary, randomized
policies which take control actions based on a stationary
probability distribution over the control action set, ignoring
past history [53]. In more detail, given that set of admis-
sible policies is non-empty, it is proved that there exists a
stationary, randomized policy, which takes control decisions
in each time slot purely as a randomized function of the
rate of the arrival process and channel state, maximizing the
objective function of (25), while satisfying the constraints
C1 − C6.

In the considered setup though, there are multiple chan-
nel states, while the aforementioned approach to solve the
optimization problem requires complete knowledge of the
channel state statistics which may be difficult or impossi-
ble to be obtained. In order to avoid such a requirement,
the Lyapunov optimization framework will be used to
solve (25) [51], which is based only on the queue sizes
and the observations of the channel state in each time
slot. Moreover, the Lyapunov optimization framework offers
a mechanism to regulate the trade-off between increasing
throughput and reducing delay.

B. MINIMIZING THE “DRIFT PLUS PENALTY”
According to the Lyapunov optimization framework, a “Drift
Plus Penalty” expression is derived that is minimized for
every time slot [51], [52], [53]. Let Q(t) represent the system
queue backlog at time slot t and L(Q(t)) denote the quadratic
Lyapunov function that is defined as

L(Q(t)) = 1

2

M∑

i=1

Q2
i (t). (27)

Moreover, let the state ω0 ∈ � be defined as the renewal
state of �. Therefore, the sequence {Tr}∞r=0, which represents
the recurrences times to state ω0, is i.i.d., while E{Tr} and
E{T2

r } are finite constants given by [54]

E[Tr] = E[T] = 1

πω0

, ∀r (28)

and

E

[
T2
r

]
= E

[
T2
]
, ∀r, (29)

respectively, with T being a random variable that follows
the stationary distribution of Tr.
Let tr denote the time of the r-th revisitation to a spe-

cific state of the Markov chain, i.e., tr = ∑r−1
j=0 Tj. Next,

the variable-slot Lyapunov drift is defined as the expected
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change in the Lyapunov function from renewal time tr to
renewal time tr+1 conditioned on Q(tr), i.e.,

�(Q(tr)) = E
[
L(Q(tr+1)) − L(Q(tr))|Q(tr)

]
. (30)

According to the T-slot Drift lemma presented
in [51, pp. 73] and using (8), the variable-slot Lyapunov
drift can be upper bounded as

�(Q(tr)) ≤ BE
[
T2
r |Q(tr)

]

+
N∑

i=1

Qi(t)E[Ri(τ ) − μi(τ )|Q(tr) ], (31)

where B is a finite constant that satisfies for all t

B ≥ 1

2

M∑

i=1

E

[
R2
i (t) + μ2

i (t)|Q(tr)
]
. (32)

Considering (3), as well as the inequalities Ri(t) ≤ Amax and
μi(t) ≤ ρi,max, it follows that the above equation can be
satisfied by choosing

B = M

2

(

A2
max + W2S2

d

S2
p

ρ2
max

)

. (33)

By adding the penalty term −VE[
∑tr+Tr−1

τ=tr∑M
i=1 θiRi(τ )|Q(tr)] to both sides of (31), where V is

a utility-delay trade-off parameter, and after some basic
algebraic manipulations, the “Drift Plus Penalty” is derived
as

�(Q(tr)) − VE

[
M∑

i=1

tr+Tr−1∑

τ=tr
θiRi(τ )|Q(tr)

]

≤ B−
M∑

i=1

Qi(t)E[μi(τ )|Q(t) ]

+
M∑

i=1

(Qi(t) − Vθi)E

[
tr+Tr−1∑

τ=tr
Ri(τ )|Q(t)

]

. (34)

According to the Markov modulated processes theorem
presented in [51, pp. 77], the right-term of Eq. (34) can be
minimized by observing Q(t) and ω(t) in every time slot
and opportunistically minimizing the expectations. This is
achieved by the Multiple User Access (MUA) algorithm,
described in the next subsection.

C. MULTIPLE USER ACCESS ALGORITHM
Taking into account that Lyapunov function of the queues’
backlog defined by (27) is a measure of the queue congestion
in the system, by bounding and minimizing the bound of
the difference between the average values of this function in
two renewal time instances, conditioned on the current queue
backlog, i.e., the drift defined by (30), the system queues
become mean rate stable. This means that the constraints
of the optimization problem are satisfied, while the queues
backlog is bounded and does not grow on infinity. This leads

to the development of the algorithm that is proposed in the
continue of this subsection.
Considering the current values of Q(t) and ω(t), in each

time slot t, the proposed MUA algorithm returns the optimal
admission control, scheduling, and resource allocation deci-
sions, based on which the queues of all users are updated.
In what follows, the main blocks of the MUA algorithm are
discussed in detail.
1) Admission control: The number of admitted packets is

selected according to

Ri(t) =
{
Ai(t), if Qi(t) ≤ θiV,

0, else.
(35)

With this equation the queue data size is restricted to Amax+
θiV .
2) Scheduling and resource allocation: The scheduling,

the transmission rate and power allocation controls, i.e.,
z(t), ρ(t) P(t), are selected by the solution of the following
optimization problem:

max
P(t),z(t),ρ(t)

M∑

i=1

Qi(t)ρi(t)�i(p(t), z(t),ω(t), ρ(t))

s.t. C3 : Pi ∈ P, ∀t, i ∈ {1, . . . ,M},
C4 : ρi ∈ �, ∀t, i ∈ {1, . . . ,M},

C5 :
M∑

i=1

zi(t) ≤ 2 ∀t,

C6 : zi(t) ∈ {0, 1}, ∀t, i ∈ {1, . . . ,M}. (36)

The optimization problem in (36) is a deterministic combina-
torial one and can be optimally solved by searching (e.g., via
brute-force) over a finite search space. It can be solved by any
node that is aware of the queue sizes and the channel states
statistics, i.e., Q and ω, which are acquired by dedicated feed-
back links and pilot symbols, respectively. For the sake of
simplicity of implementation, it is assumed that this problem
is solved in a centralized fashion, since it is easier for the BS
to acquire this information. Thus, after solving the problem,
the BS reports the optimal values to the users. Another alter-
native though is all users to be aware of the channel state
statistics and the queue sizes by receiving feedback (either
by the BS or directly by the users) and solve the same
optimization locally. However, it deserves to be noted that
the use of centralized scheme in which the BS is responsible
for the network’s coordination are more suitable for practi-
cal implementation, compared to distributed iterative ones,
in which increased overhead and synchronization are major
challenges.
Also, despite the fact that (36) is solved based on exhaus-

tive search, it can be solved with polynomial complexity,
due to the fact that user pairing is used for practical rea-
sons. To be more precise, user pairing retains the decoding
complexity and the resource allocation complexity accept-
able. Also, the structure of (36) allows its parallel processing
for each pair of users, with the number of different pairs in
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the extreme case being equal to M(M−1)
2 . However, in prac-

tice the number of users pairs that need to be considered is
lower, since the selection of users that simultaneously have
better channel conditions and more packets stored in their
queues dominate other solutions. For each pair of users, for
the case SIC the complexity depends on the size considered
power and transmission rate levels, i.e., the cardinality of P
and �. On the other hand, for the case of JD, the complex-
ity solely depends on the size of �, since JD can achieve
any point of the capacity region and the latter is maximized
when users transmit information with the maximum power,
i.e., Pmax. In any case, the number of considered power and
transmission rates levels can be retained sufficiently low to
guarantee that the required computational time is accept-
able. Furthermore, since in (36) the large scale fading is
considered instead of the small-scale one, the optimal solu-
tion varies more slowly. This means that the problem needs
to be solved less frequently and with less stringent time
constraints.
3) Queue Update: After completing the selection of the

appropriate controls, the queues are updated according to (8).
For the analytical evaluation of the performance of the

proposed MUA algorithm, useful bounds are provided in
the following theorem, which also provide insights for the
trade-off between the average throughput and delay.
Theorem 3: Let’s assume that the MUA algorithm is imple-

mented over all time slots t, with a control parameter V > 0
and initial queue conditions Qi(0) = 0, for all users i. The
queue backlog is upper bounded by a constant Qmax, which
can be expressed as

Qi(t) ≤ Qmax = Amax + Vθi,∀t, i, (37)

where i ∈ N. Furthermore, the long-term time average
throughput utility achieved by the MUA algorithm is within
O( 1

V ) of the optimal value, i.e.,

M∑

i=1

θiR̄i ≥ υ∗ − BE
[
T2
]

VE[T]
, (38)

where υ∗ denotes the optimal value of the objective in the
optimization problem in (25).
Proof: The proof is based on the approach that has been

introduced in [51]. Specifically, for (37), let’s assume Qi(t) ≤
Qmax at the slot t. It will be shown that the same holds at
the frame t + 1. If Qi(t) ≤ Qmax − Amax, from (8) we have
Qi(t + 1) ≤ Qmax, since Ri(t) ≤ Ai(t) ≤ Amax. On the other
hand, if Qi(t) > Qmax − Amax = V , the admission control
part of the MUA algorithm sets Ri(t) = 0, which results
to Qi(t + 1) ≤ Qi(t) ≤ Qmax. Moreover, the second part of
Theorem 3 can be directly derived by using the results of
the theorem presented in [51, Sec. 5.6].
According to Theorem 3, the long-term time-average

throughput can be pushed to within O( 1
V ) of the optimal

value at the expense of the worst case queue backlog. Taking
into account the Little’s Theorem, this leads to an O( 1

V ,V)

utility-delay tradeoff.

FIGURE 3. The Markov chain of each user’s large scale fading ωi .

V. SIMULATION RESULTS
In this section we present simulation results, which illustrate
the performance of the presented algorithm. For deriving
the results, a scenario of three users with one antenna each
is considered, i.e., M = 3. The channels of each user to
the receiver antennas are assumed to fade as discussed in
Section III. In addition, to model shadow fading, it is
assumed that the channel state process for each user evolves
independently according to a general irreducible discrete
time Markov chain with two states, as depicted in Fig. 2.
More specifically, if the channel of the i-th user is in the
1-st state it holds that Pmaxωi

N0
= 0 dB, while in the 2-nd state

it holds that Pmaxωi
N0

= 10 dB. Also, two power levels have
been considered for the users, i.e., P = {0,Pmax}. Thus, the
received SNR si can receive the following values:

si =
⎧
⎨

⎩

0, for Pi = 0,

1, for Pi = Pmax and ωi ∈ {state 1},
10, for Pi = Pmax and ωi ∈ {state 2}.

(39)

In addition, the available transmission rates selected by
the users are given by the vector ρ = { 1

4 , 1
2 , 1, 2}. Finally,

without loss of generality, the packet size, the slot duration,
and the available bandwidth are assumed to be equal to
Sp = 50Kbit, Sd = 1 sec, and W = 50 KHz, respectively,
while the users input process is assumed to be Bernoulli
with rate given by the vector λ = {λ, λ

2 , λ
3 }.

Fig. 4 investigates the performance of the proposed trans-
mission algorithm in terms of sum throughput for a specified
value of the maximum queue length, i.e., the V parameter
(V = 100), when various values of N are assumed and both
JD and SIC are employed. Also, for the sake of comparison,
the performance that is achieved by OMA is also illustrated,
according to which all control actions are also optimized,
with the constraint though that solely a single user trans-
mits information in each time slot. In more detail, OMA
has been evaluated by considering (36) and by replacing
C5 with

∑M
i=1 zi(t) ≤ 1, according to which at most one

user can be scheduled for each time slot. Thus, as it has
already been mentioned, OMA can be seen as a special case
of the proposed NOMA-based framework that enables the
information transmission by at most two users in the same
time slot. When observing the figure, it becomes evident
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FIGURE 4. Sum throughput versus input rate, when JD and SIC is considered and
for various N for V = 100.

that the sum throughput increases linearly with respect to
the total input rate, until a maximum value is reached. After
a specific value of the input rate, although the users queues
sizes start to grow, due to the admission control mechanism,
the queues sizes are upper-bounded according to the bound
of (37). Thus it becomes evident that the constraint C1 of the
optimization problem in (25) is satisfied. Furthermore, the
comparison between the considered decoding schemes shows
that JD achieves higher sum throughput than SIC. However,
the superiority of JD over SIC decreases as the number of
the receive antennas N increases. In particular, an approx-
imate maximum difference of 10 Kbps between these two
decoding schemes is observed when N = 1, which decreases
to 1 Kbps when N = 4. This observation can be explained
by the fact that multiple antennas make the received signal
vectors more orthogonal, and hence allow the receiver to
better demodulate and decode the transmitted signals, even
with an inferior decoding algorithm, such as SIC-VBLAST.
Moreover, although it was expected that NOMA outperforms
OMA, an importance performance gain is revealed, espe-
cially when JD is used, showing that the use of NOMA in
buffer-aided systems is particularly promising, even for a
small number of antennas at the receiver, e.g., N = 1.

Figs. 5 and 6 illustrate the performance of the proposed
MUA algorithm when JD is employed, for various values
of V parameters. In particular, Fig. 5 depicts the blocking
probability, Pbl defined as the ratio of the difference between
the total input rate and the sum throughput to the total input
rate, i.e.,

Pbl =
∑M

i=1 λi −∑M
i=1 R̄i∑M

i=1 λi
, (40)

while Fig. 6 depicts the average total queue size. When
comparing the blocking probability of the proposed MUA
algorithm for various values of V , it is observed that the
range of total input rate for which the blocking probability is

FIGURE 5. Blocking probability of MUA algorithm when JD is employed, N = 2 and
for various values of V parameter.

FIGURE 6. Average total queue size of MUA algorithm when JD is employed, N = 2
and for various values of V parameter.

approximately equal to zero is increased as the values of the
parameter V increases. This was expected since, according
to (38), the sum throughput achieved by the MUA algorithm
increases as V increases, pushing it within O( 1

V ) to that of
the optimal stationary policy. On the other hand, the increase
of V leads to an increase of the average total queue back-
log, inducing higher packet transmission delays according
to the Little’s theorem and hence verifying the utility-delay
trade-off.
Furthermore, Fig. 7 compares the performance of the

MUA algorithm with a suboptimal transmission algorithm
that does not have exact knowledge of the queue size.
Specifically, the considered suboptimal transmission scheme
takes resource, scheduling and code selection decisions based
on (36), by replacing Qi(t) = 1,∀i. Thus, the optimization
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FIGURE 7. Comparison of MUA algorithm to optimal resource allocation without
queue knowledge for V = 5.

problem that needs to be solved by the suboptimal transmis-
sion scheme remains the same as the original problem of the
MUA algorithm, with the only difference of the objective
function; it is equal with

∑M
i=1 ρi(t)�i(p(t), z(t),ω(t), ρ(t)).

Moreover, it should be noted that the implementation of the
suboptimal transmission algorithm still requires the central
node to be aware of the states ωi and the optimal solu-
tion to be announced to the users. It can be easily observed
by the figure that MUA transmission algorithm has always
higher performance than the suboptimal scheme; however,
this comes at the expense of increased feedback, since the
scheduler needs to be informed about the queue status of all
users in every time slot. Nevertheless, since this information
does not change rapidly in a dramatic way, it can be pre-
sumably given at a slower rate. Furthermore, at high values
of total input rate, the performance of the MUA and sub-
optimal schemes become identical. This was expected since
at these values of total input rates, users become infinitely
backlogged, and users queue sizes do not affect the decision
rule of (36). Interestingly, when increasing antenna num-
bers at the receiver, the relative gain at a fixed blocking
probability is higher, indicating an additional advantage for
multiple receiver antennas. Hence, the suboptimal transmis-
sion scheme can be considered as a reliable less complex
alternative when users are infinitely backlogged.
Finally, in Fig. 8, we present the behavior of the outage

probability as a function of the transmission rate of one user
at a given transmission rate of the other user. The SNR of
both users is set to 20dB. We see that for N = 1, the joint
decoding scheme performs far better than the VBLAST-SIC
scheme. This improved relative performance continues in
the case of multiple receive antennas (depicted N = 2), but
since both outage probabilities become much smaller, the
actual effect observed, e.g., in Fig. 4 becomes smaller. The
superiority of joint decoding scheme compared to VBLAST-
SIC is due to the fact the latter does not achieve any point

FIGURE 8. Outage Probability of users 1 and 2 versus the rate of user 1, for fixed
user 2 rate R2 = 2bps/Hz. For both N = 1, 2 the outage performance of JD is always
much better than that of SIC, except for very large rates. However, for N = 2, due to
higher orthogonality among channels, SIC is sufficiently efficient in separating the
two users and hence when R1 increases the outage of user 2 does not increase as
fast as in the case of N = 1.

of the capacity region presented in Fig. 2. Also, since the
considered channels are symmetrical (i.e., the SNR is equal
for both users), the two users have the same outage prob-
ability when their transmission rates are equal, i.e., when
R = 2 bps/Hz. Moreover, it deserves to be noted that the
improvement offered by joint decoding in terms of outage
probability is capitalized by the proposed scheme in terms
of throughput, as it has been shown in Fig. 4.

VI. CONCLUSION
In this paper, the synergy of uplink NOMA, buffered-sources
and multiple antennas at the receiver has been investigated
and optimized, under realistic assumptions about the chan-
nel state model and the corresponding available information
at the central controller. More specifically, based on the
Lyapunov framework, a novel practical MAC-layer protocol
has been developed, according to which the central controller
only needs to know the slowly-changing statistical channel
information and the queue states. To this end, two differ-
ent detection techniques were taken into account, namely
SIC and JD, while the corresponding expressions for the
outage probability have been derived in closed form. In
turn, these expressions were used to maximize the weighted
sum of the users’ long-term average throughput, by opti-
mizing the set of users that transmit information at each
time slot and their transmit power, the number of packets
that are admitted in each user’s queue, and the transmis-
sion rates. Moreover, the simulation results have shown that
as the average queue size increases, the average throughput
also increases, which leads to the reduction of the block-
ing probability. Furthermore, the use of JD offers important
improvement of performance compared to SIC, especially
for a small number of antennas at the receiver. In addi-
tion, it is shown that the proposed schemes significantly
outperform OMA, revealing the potential of using NOMA
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in practical buffer-aided communication systems. Finally, it
deserves to be noted that since the optimization has been
performed based on the values of the large scale fading
coefficients, which are not frequency-selective, extending
the analysis to the case of multiple frequency channels
is straightforward. This is because the channel state that
corresponds to a specific user has the same value for all
different frequency channels. Consequently, the problem of
throughput maximization multiple frequency channels can
be decomposed to the throughput maximization problem at
each frequency channel, which corresponds to the problem
that has been solved in this work.

APPENDIX A
PROOF OF THEOREM 1
To prove the theorem we assume that h1 and h2 are
independent and identically distributed complex Gaussian
N-dimensional channel vectors with zero-mean and unit-
variance. In this case the random variables yi = sih

†
i hi for

i = 1, 2 are gamma-distributed with diversity exponent N−1,
i.e., the probability density function (PDF) of yi is

pi(yi) = yN−1
i e−yi/si

sNi �(N)
(41)

In addition, the cosine-squared of the inner product

q =
∣∣∣h†

1h2

∣∣∣
2

h†
1h1h

†
2h2

(42)

is β-distributed, i.e., its PDF is given by

f (q) = (N − 1)(1 − q)N−2. (43)

To prove the above result, we note that q is the modulus-
squared of an element of a Haar-distributed N-dimensional
unitary vector. In passing we also remark that the form of
f (q) indicates that as N becomes larger, the vectors h1 and
h2 become increasingly orthogonal to each other.
We now move to the actual proof of the outage expression

of Theorem 1. It is more convenient to breakup the two cases
of (9), i.e., ρ1 > c1 and ρ1+ρ2 > c12∩ρ1 > c̄1∩ρ2 > c̄2, into
the region ρ1 > c1 and the region where ρ1 + ρ2 > c12 and
c̄1 < ρ1 < c1 hold. Then, by letting Pr(·) denote probability,
Pr(ρ1 > c1) simply be expressed as

Pr(ρ1 > c1) = Pr(y1 < y10)

=
∫ y10

0
p1(y1)dy1 = γ

(
y10

s1
,N

)
. (44)

To find Pr(c̄1 < ρ1 < c1 ∩ c12 < ρ1 + ρ2) we see that the
constraints in the parenthesis are equivalent to

y1 > y10,

1 − q <
y10(1 + y2) − y1

y1y2
≡ σ1(y1, y2),

1 − q <
y30 − y2 − y1

y1y2
≡ σ2(y1, y2), (45)

where the last two equations define the quantities σ1 and σ2.
Note that due to the first constraint y1 > y10, we have
σ1(y1, y2) < 1. As a result, the integration over q splits into
two regions, depending on the values of y1 and y2. In the
first σ2(y1, y2) > σ1(y1, y2) > 0, which corresponds to the
region y2 < y20 and y10 < y1 < y10(1 + y2). In this region
the integral over f (q) becomes

∫ 1

1−σ1(y1,y2)

f (q)dq = σ1(y1, y2)
N−1. (46)

In the second region, we have σ1(y1, y2) > σ2(y1, y2) > 0,
which is valid when y20 < y2 < y20(1+y10) and y10 < y1 <

y30 − y2. In this case the q-integral becomes
∫ 1−σ2(y1,y2)

1
f (q)dq = σ2(y1, y2)

N−1. (47)

As a result, the probability Pr(c̄1 < ρ1 < c1 ∩c12 < ρ1 +ρ2)

can be expressed as

Pr(c̄1 < ρ1 < c1 ∩ c12 < ρ1 + ρ2)

=
∫ y20

0
p2(y2)dy2

∫ y10(1+y2)

y10

p1(y1)dy1 σ1(y1, y2)
N−1

+
∫ y20(1+y10)

y20

p2(y2)dy2

∫ y30−y2

y10

p1(y1)dy1 σ2(y1, y2)
N−1.

(48)

To integrate the above expressions we note first that the
denominator in the σ1 and σ2 expressions exactly cancels
the powers of y1 and y2 in p1(y1) and p2(y2), respectively.
Then we proceed to integrate the outer y1 integrals by parts,
producing after some manipulations the final result (17) in
Theorem 1.
Concluding, it is important to point out how the existence

of multiple antennas at the receiver for N > 1 affects the
above results. Indeed, since σ1, σ2 < 1 the scaling factors
in (48) σN−1

1 and σN−1
2 are responsible for reducing the

outage probability, and in fact in an increasing manner as N
becomes large.

APPENDIX B
PROOF OF THEOREM 2
In this section we will provide details on the proof of
Theorem 2. As in the previous section and considering (13),
it is convenient to analyze the outage region split into the
region where ρ1 > c1 and the region where the inequalities
c̄1 < ρ1 < c1 c̄2 < ρ2 hold. As before, the probability for
the case ρ1 > c1 is

Pr(ρ1 > c1) = γ

(
y10

s1
,N

)
. (49)

To evaluate Pr(c̄1 < ρ1 < c1 ∩ c̄2 < ρ2), we see that the
constraints are equivalent to

y1 > y10,

1 − q < σ1(y1, y2),

1 − q <
y20(1 + y1) − y2

y1y2
≡ σ3(y1, y2). (50)
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Note that, as before, due to the first constraint y1 > y10
we have σ1(y1, y2) < 1. As a result, the integration over
q splits into two regions, depending on the relative values
of σ1 and σ3. When 0 < σ1 < σ3, the integral over f (q)
becomes

∫ 1

1−σ1(y1,y2)

f (q)dq = σ1(y1, y2)
N−1. (51)

This corresponds to the intersection of the half-planes y10 <

y1, y1 < y10(1 + y2) and y2 < (y20 − y10 + y1(1 + y20))/

(1 + y10). When y10y20 < 1 the above equations create a
triangular region between the points (y10, 0), (y10, y20) and
(y∗1, y∗2), where

y∗1 = y10(1 + y20)

1 − y10y20
,

y∗2 = y20(1 + y10)

1 − y10y20
. (52)

In contrast, when y10y20 > 1 the intersection extends to
infinity. As a result the contribution to the outage from this
region can be expressed as

∫ m

y10

p1(y1)dy1

∫ y20−y10+y1(1+y20)
1+y10

y1−y10
y10

p2(y2)dy2 σ1(y1, y2)
N−1,

(53)

where m = y∗1 when y10y20 < 1 and m = ∞ otherwise.
In the second region we have 0 < σ3(y1, y2) < σ1(y1, y2),

in which the q-integral is equal to
∫ 1

1−σ3(y1,y2)

f (q)dq = σ3(y1, y2)
N−1. (54)

This region is the intersection of the half-planes y10 < y1,
y2 < y20(1 + y1) and y2 > (y20 − y10 + y1(1 + y20))/(1 +
y10). As above, when y10y20 < 1 the above equations
create a triangular region between the points (y10, y20),
(y10, y20(1 + y10)) and (y∗1, y∗2), with last point moving to
infinity when y10y20 > 1. In this case, the contribution to the
outage is
∫ m

y10

p1(y1)dy1

∫ y20(1+y1)

y20−y10+y1(1+y20)
1+y10

p2(y2)dy2 σ3(y1, y2)
N−1.

(55)

Both (53) and (55) can be evaluated as discussed in the
previous section by first canceling the denominators in
σ1(y1, y2), σ3(y1, y2) with the corresponding ones in p1(y1),
p2(y2) and then integrating the outer integrals by parts.
Adding the corresponding results to (49) we obtain the final
result in (19) in Theorem 2.
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