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ABSTRACT This work proposes novel synchronous, asynchronous, and session-based designs for
energy-efficient massive multiple-input multiple-output networks to support federated learning (FL). The
synchronous design relies on strict synchronization among users when executing each FL. communication
round, while the asynchronous design allows more flexibility for users to save energy by using lower
computing frequencies. The session-based design splits the downlink and uplink phases in each FL com-
munication round into separate sessions. In this design, we assign users such that one of the participating
users in each session finishes its transmission and does not join the next session. As such, more power
and degrees of freedom will be allocated to unfinished users, resulting in higher rates, lower transmis-
sion times, and hence, higher energy efficiency. In all three designs, we use zero-forcing processing for
both uplink and downlink, and develop algorithms that optimize user assignment, time allocation, power,
and computing frequencies to minimize the energy consumption at the base station and users, while
guaranteeing a predefined maximum execution time of each FL. communication round.

INDEX TERMS Asynchronous transmission, energy efficiency, federated learning, massive MIMO,
session-based transmission, synchronous transmission, resource allocation.

VER the past few decades, communication systems
with the Internet and mobile telephony brought much
convenience to human life [1], [2], [3]. Recently, the rapid
development of artificial intelligence has contributed to the
modernization of our world with a wide range of applica-
tions such as smart cities and autonomous cars [4], [5], [6].

However, current communication systems are also facing
big challenges. Specifically, since users (UEs) need to send
their data over a shared medium, their data privacy can be
compromised, as already happened [7]. At the same time,
mobile data traffic is anticipated to increase dramatically
during 2020-26, at up to 32% per year [8]. This in turn
has led to concerns about energy consumption and carbon
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emissions, where communication systems are projected to
contribute significantly [9]. On the other hand, according to
the report [10], the information and communication technol-
ogy sector was estimated to account for a portion of 1.4%
of global carbon emissions in 2015. More importantly, this
portion is likely to grow in the future when the number of
Internet-of-Things devices grows exponentially. Therefore, it
is critical for future communication systems not only to be
integrated with machine learning applications, but also to
preserve privacy and be energy-efficient.

Federated learning (FL) is a distributed learning frame-
work that offers high privacy and communication effi-
ciency [11], [12], [13], [14]. Especially, in FL, no raw data
are shared during the learning process. An FL process is
jointly implemented by several UEs and a central server.
First, the central server sends a global model update to all
the UEs. Each UE uses this model update, along with its pri-
vate training data, to compute its own local learning model
update. The UEs then send their local updates back to the
central server for updating the global model update. This
process is repeated until a certain level of learning accuracy
is reached. Here, since the size of the model updates sent
over the network is much smaller than that of the raw data,
communication efficiency is much improved.

A. REVIEW OF RELATED LITERATURE

In the literature, there are only several works that
study energy-efficient implementations of FL over wire-
less networks, e.g., [15], [16], [17], [18], [19], [20], [21]
and references therein. These papers can be categorized
into learning-oriented and communication-oriented direc-
tions. The learning-oriented direction seeks learning solu-
tions to reduce the energy consumed in the networks. In
particular, [15] proposes an FL algorithm that adapts the
compression parameters to minimize energy consumption at
UEs. The work of [16] proposes a novel joint dataset and
computation management scheme that trades off between
learning accuracy and energy consumption for energy-
efficient FL in mobile edge computing. Reference [17]
introduces a federated meta-learning algorithm together with
a resource allocation scheme to jointly improve conver-
gence rate and minimize energy cost. Finally, [18] develops
a SignSGD-based FL algorithm where local processing
and communication parameters are chosen to achieve a
desired balance between learning performance and energy
consumption.

The communication-oriented direction does not pro-
pose new FL algorithms, but rather develops commu-
nication protocols and system designs to reduce the
energy consumption of an FL process run over a wireless
network [19], [20], [21], [22]. Compared to the learning-
oriented direction, the communication-oriented gives more
insights into how FL should be implemented at the physi-
cal layer. Specifically, [19] minimizes energy consumption
at user devices by optimally allocating bandwidth, power,
and computing frequency. Reference [20] proposes another
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resource allocation algorithm for FL networks, in which
each user is equipped with a CPU-GPU platform for het-
erogeneous computing. The authors in [22] propose a joint
communication and learning framework that improves the
learning performance while keeping the energy consumption
acceptable on each user device. The work of [21] designs a
network with unmanned aerial vehicles and wireless powered
communications to provide an energy-efficient FL solution.

B. RESEARCH GAP AND MAIN CONTRIBUTIONS

The ongoing research efforts in the communication-oriented
direction have mainly used frequency-division multiple
access (FDMA) to support FL. The drawback of FDMA
networks is that the spectral and energy efficiencies are very
low when the channel is shared by many users. It is therefore
desirable to propose a novel network design to implement
FL frameworks with a much higher energy efficiency.

This research gap in the literature has motivated us to
consider a massive multiple-input multiple-output (mMIMO)
network to implement wireless FL in an energy-efficient
manner. The use of massive MIMO to support FL has been
shown to be very efficient [23], [24], [25], [26], [27], [28],
compared to conventional FDMA or time-division multiple
access (TDMA) schemes. The main reasons for this are:
(1) massive MIMO can simultaneously serve many users; (ii)
massive MIMO offers huge spectral efficiencies, and hence,
can significantly reduce the training time; and (iii) massive
MIMO provides high energy efficiency [29]. As a result,
massive MIMO fits well with federated learning applications
that require a large number of energy-efficient and low-
latency transmissions between user devices and the server
at the same time (e.g., a camera network of augmented
reality users in the same cell building a model for object
detection and classification, a vehicular network of clients
equipped with various sensors building a model for image
classification [11]).

The specific contributions of this paper are summarized
as follows:

o To support FL over wireless networks, we propose to
use mMIMO and let each FL. communication round
be executed within one large-scale coherence time.!
Owing to a high array gain and multiplexing gain,
mMIMO can offer very high data rates to all UEs simul-
taneously in the same frequency band [30]. Therefore,
it is expected to guarantee a stable operation during
each communication round (and hence the whole FL
process).

« We introduce three novel transmission designs for the
steps within one FL. communication round. The down-
link (DL) transmission, the computation at the UEs,
and the uplink (UL) transmission, are implemented in
a synchronous, asynchronous, or session-based man-
ner. The synchronous design strictly synchronizes UEs

1. The large-scale coherence time is defined as the time interval during
which the large-scale fading coefficients remain approximately constant.
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in each step of one FL communication round. The
asynchronous design allows more flexibility for UEs
to save energy by using lower computing frequencies.
The session-based design splits the DL and UL steps
into separate sessions. The UEs are then assigned such
that one of the participating UEs in each session will
complete its transmission and does not join subsequent
sessions. This design allows more power to be allocated
to the uncompleted UEs. This results in higher rates,
lower transmission times, and higher energy efficiency.
In all three designs, both DL and UL transmissions
use a dedicated pilot assignment scheme for channel
estimation and zero-forcing (ZF) processing.

o For each proposed transmission design, we formulate
a problem of optimizing user assignment, time allo-
cation, transmit power, and computing frequency to
minimize the total energy consumption in each FL
communication round, subject to a quality-of-service
constraint. The formulated problems are challenging
due to their nonconvex and combinatorial (mixed-
integer) nature. Existing solutions to problems in
standard massive MIMO systems cannot be used in
a straightforward manner to solve the formulated prob-
lems. As such, we propose novel algorithms that are
proven to converge to stationary points, i.e., Fritz John
and Karush—Kuhn—-Tucker solutions, of the formulated
problems.

« We show by numerical results that our proposed designs
significantly reduce the energy consumption per FL
communication round compared to heuristic baseline
schemes. The presented numerical results also con-
firm that the session-based design outperforms the
synchronous and asynchronous designs.

It is noted that the idea of the proposed synchronous design
is similar to the transmission scheme in [23]. However,
the resource allocation algorithm in [23] for minimizing
the FL training time in a cell-free massive MIMO network
cannot be straightforwardly applied to solve the more com-
plex problem of minimizing the energy consumption of an
mMIMO network, as treated in this work. On the other
hand, the proposed synchronous and asynchronous designs
are different from those in [31]. They use dedicated pilot
assignment and ZF processing for each UE, while those
in [31] use co-pilot assignment and ZF processing for each
group of UEs. These key distinctions result in major differ-
ences in the respective problem formulations and algorithms
for resource allocation.

Notation: We use boldface symbols for vectors and cap-
italized boldface symbols for matrices. R? denotes a space
where its elements are real vectors of length 4. X* and
X" represent the conjugate and conjugate transpose of a
matrix X, respectively. CA (0, Q) denotes the circularly sym-
metric complex Gaussian distribution with zero mean and
covariance Q. E{x} denotes the expected value of a random
variable x.
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Il. NOVEL MASSIVE MIMO DESIGNS TO SUPPORT
FEDERATED LEARNING NETWORKS

In this work, we focus on the optimization of communi-
cation resources in a massive MIMO wireless network that
supports FL applications. Specifically, we consider the use
of a standard FL algorithm and develop optimized transmis-
sion designs that support this FL framework. We consider
a network that supports FL algorithms with a synchronous
aggregation mode.” In general, such an FL network includes
a group of UEs and a central server. Each FL. communica-
tion round includes K UEs and the following four basic
steps [33], [34], [35], [36], [37], [38]:

(S1) The central server sends a global update to the UEs.

(S2) Each UE updates its local learning problem with the
global update and its local data, and then computes
a local update by solving the local problem.

(S3) Each UE sends its local update to the central server.

(S4) The central server recomputes the global update by
aggregating the received local updates from all the
UEs.

The above process repeats until a certain level of learning
accuracy is attained. Details on the local and global updates
along with their associated computations are thoroughly dis-
cussed in [33], [34], [35], [36], [37], [38]. We assume
that before our proposed schemes are undertaken, all the
UEs that participate in each FL. communication round have
sufficient computational capabilities to update their mod-
els. This assumption is widely accepted in the literature on
wireless network designs for supporting federated learning,
e.g., [19], [20], [21], [39], [40] and references therein.

We note that the aggregation of local updates of the UEs
can be performed by two approaches. The first approach
makes the aggregation in the digital domain [19], [20], [21],
[39], [40], and is called DigComp. The second approach
leverages the signal superposition property to aggregate
in the analog domain and is called over-the-air compu-
tation (AirComp) [24], [41], [42], [43], [44], [45], [46].
While DigComp leverages the capability of traditional digital
transmission in wireless systems that are deployed and stan-
dardized, AirComp is an emerging approach which is still
under basic development and not yet supported by cellular
systems [47]. Most existing works using AirComp require
the UEs to acquire CSI, which in itself is a very chal-
lenging task. Research on wireless network designs using
AirComp without CSI acquisition is still in its infancy [24],
[42], [43]. In this work, we follow the DigComp approach

2. FL algorithms with the synchronous aggregation mode wait to receive
all local model updates sent from users before aggregation, while the
FL algorithms with the asynchronous aggregation mode do not. The FL
algorithms with synchronous aggregation normally outperforms the FL algo-
rithms operating with asynchronous aggregation in terms of convergence
rate and accuracy. Research on improvement of learning performance of
the FL algorithms with asynchronous aggregation is still in its infancy,
while FL algorithms with synchronous aggregation are well studied [32].
Therefore, our paper focuses on transmission protocols supporting FL. with
synchronous aggregation [33], [34], [35], [36], [37], [38].
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FIGURE 1. lllustration of one FL communication round over the considered mMIMO network with three UEs.

and propose energy-efficient transmission designs for mas-
sive MIMO systems to support FL. The topic of using the
AirComp approach for energy-efficient transmission designs
to support FL is left for future work.

A. PROPOSED TRANSMISSION DESIGNS TO SUPPORT
FEDERATED LEARNING NETWORKS

To support FL in the network, we propose to use mMIMO
technology where the BS acts as the central server.
Accordingly, Steps (S1) and (S3) of each FL. communication
round take place over the DL and UL of the mMIMO system,
respectively. Each FL. communication round is assumed to be
executed within a channel large-scale coherence time, which
is a reasonable assumption for typical network scenarios [23],
[25], [48]. Under this assumption, we propose the following
transmission schemes® to support Steps (S1)—(S3) of each
FL communication round:

1) Synchronous Design: As shown in Fig. 1(a), the syn-
chronous design requires a certain degree of synchro-
nization among the UEs when executing the steps of
one FL. communication round. In particular, the UEs
are synchronized for steps (S2) and (S3) to start simul-
taneously at all UEs. The UEs’ rates are taken to be

3. UE selection could be beneficial for improving the energy efficiency
of the system, especially in the case that some UEs have very bad channel
conditions. However, UE selection reduces the number of UEs that partic-
ipate in the FL process, and hence, would affect the FL performance (i.e.,
test accuracy) [41]. Since we mainly focus on the communication aspects in
a standard FL framework, we do not incorporate the UE selection process
into our proposed transmission designs, but assume that all K UEs partici-
pate in each FL communication round. This assumption is made in much of
the literature on wireless network design for support of federated learning,
e.g., [19], [20], [21], [39], [40]. More importantly, although we do not take
into account the UE selection part in the transmission designs, our proposed
transmission schemes can still be used to support FL frameworks that have
UE selection in their FL algorithms. Specifically, in each communication
round of such FL algorithms, different values of K and different UEs can
be selected from a larger pool of UEs using the UE selection scheme in
the FL algorithm. Then, our optimization problems can be reformulated for
the given new K UEs without any changes in their mathematical structure.
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the achievable rates when all the UEs’ transmissions

are being active.
2) Asynchronous Design: Compared with the synchronous
design, the asynchronous design uses the same rate
assignment scheme. The DL (UL) rate of each user
is kept fixed for the whole DL (UL) mode. However,
the asynchronous design has a different transmission
protocol. The asynchronous design only requires the
UEs to start Step (S1) simultaneously. As shown in
Fig. 1(b), UEs have more flexibility in executing Steps
(S1)—(S3). This is because they can transmit their local
model updates in Step (S3) immediately after they com-
plete Step (S2), as long as their UL transmission is
performed during the BS UL mode. Thus, the UEs in
the asynchronous design need not wait for other UEs,
as is the case of the synchronous design. Instead, they
can use the waiting time to compute their local model
updates with a lower clock frequency to save energy.
Also, thanks to the flexible synchronization require-
ment among the UEs, the asynchronous design has a
significantly lower signalling overhead compared to the
synchronous design, especially when the number of UEs
is large.
Session-based Design: In the asynchronous design, the
DL (UL) rate of each user is kept fixed for the whole
DL (UL) duration. This is not efficient because, for
each mode, after some time, some users may complete
their transmissions. Hence, other users can increase their
rates owing to the reduced level of interference and
increased availability of power (on DL). Based on this
observation, we propose the session-based design in
Fig. 1(c). Here, instead of using one single session for
each step (S1) or (S3), we use multiple sessions to
serve UEs in steps (S1) and (S3). After each session,
one user completes its transmission, and the rates of
other users are adapted accordingly. Since there are
fewer UEs competing for power in each session, more
power can be allocated to the UEs that have not yet

3)
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FIGURE 2. Operation of one FL communication round in the considered massive
MIMO network.

completed their transmissions. In addition, the inter-user
interference reduces, which leads to higher rates, faster
transmission and better energy efficiency compared to
the other designs.

lll. SYSTEM MODELS

This section provides detailed system models for the
proposed designs. As discussed in Section II, because the
synchronous and asynchronous designs use the same rate
assignment scheme, their system models are similar. On the
other hand, as can be seen from Fig. 1, the asynchronous
design is a special case of the session-based design with
a single session. Based on these observations, the system
model of the session-based design is therefore provided as
a general model, followed by the specific models for the
asynchronous and synchronous designs.

In the considered mMIMO model, a BS equipped with M
antennas serves K UEs each equipped with a single antenna
at the same time and in the same frequency bands, using
time-division duplexing. The channel vector from a UE k
to the BS is denoted by g, = (,Bk)l/zgk, where B; and
8 ~ CN(0,1)) are the corresponding large-scale fading
coefficient and small-scale fading coefficient vector, respec-
tively. In this work, we consider low mobility scenarios
with a large coherence interval 7.. Each FL communication
round is executed in one large-scale coherence time [23]
(see Fig. 2) The DL transmission for the global update in
Step (S1) and the UL transmission for the local update in
Step (S3) span multiple (small-scale) coherence times.

1) Step (S1): The BS sends the parameter vector to all
the UEs in K sessions. Each coherence block of this step
involves two phases: UL channel estimation and DL payload
data transmission. Define an indicator ay ; as

RS

Let K; £ {klax; = 1} be the set of K; = Y ;s ak,; UEs
participating in a session i € K. We have

if the BS serves a UE k in a session i,
otherwise.

(D

a1 =1, Zﬂk,i =K—i+1,ar; <ari-1,Yk, i (2)
kel

to make sure that all the UEs are served in session 1. Also,
in each of the subsequent sessions, one UE is instructed to
finish its transmission such that it does not join the next
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sessions. Doing this helps the UEs who are yet to finish
their transmissions in that they get assigned more power
and experience a lower level of inter-user interference, which
translates into higher data rates.

Here, the asynchronous and synchronous designs are con-
sidered as the same special case when all the UEs are served
in a single session, i = 1, and a;,; = 1, Vk.

UL channel estimation: For each coherence block of
length 7, each UE sends its dedicated pilot of length 74, to
the BS. We assume that the pilots of all UEs are pairwisely
orthogonal, which requires 74, > K 4 At the BS, the chan-
nel g; between a UE k and the BS is estimated by using the
received pilots and minimum mean-square error (MMSE)
estimation. The MMSE estimate g; of g is distributed as

CN A2 ~A2 le’,pppﬁ/% .
0, 671y), where o = T2 BT and p, is the nor-
malized transmit power of each pilot symbol [30, (3.8)].
We also denote by G; 20... , 8> - - 1, Yk € K;, the matrix
obtained by stacking the channels of all participated UEs in a
session i.

DL payload data transmission: We assume that the BS
uses a unicast scheme and ZF precoding to transmit the
global training update to the K UEs. Let s4%;, where
]E{|sd,k,i|2} = 1, be the data symbol intended for a UE k
in a session i. With ZF, the signal transmitted by the BS
in the session i is Va; = /Pd D _sefc, /Tk.iMe.iSd,¢.i» Where
ug; = ,/6,(2(M — K,‘)G,'((A;?(A?i)_lek,m is the ZF precoding
vector, ng,; is a power control coefficient, e g, is the k-th
column of Ig;, and pg is the maximum normalized trans-
mit power at the BS. Note that ZF requires M > K;. The
transmitted power at the BS must meet the average normal-
ized power constraint E{Ivd,,-|2} < pg, which can also be
expressed as

Y misLviek. )
keIC,-

Here, we have
(mki = 0,if ar; = 0), Vk, i 4)

to ensure that no power is allocated to the UEs that
are not served in the session i. The achievable rate of
the UE k in the session i is given by Ryii(n;) =
T(_T#B log, (1 + SINRgy x,i(n;)), where B is the transmis-

sion bandwidth, n; 2 {nrilrexc, and SINRy () =

(M—Ki)padink.i @ (M—Ki)padinki :

- = - is the effec-
Pa(Bi=07) Lpexc,; Me.it1 Pa(Be—=67) Ypexc Me.it]

tive DL signal-to-interference-plus-noise ratio (SINR)
[30, (3.56)].

Similarly, the power constraint at the BS and the achiev-
able rate at the UE k in the asynchronous and synchronous

4. It is possible to let only the participating UEs send their pilots in
session i and choose 74, = K; to increase the remaining interval for
payload data transmission. However, since 7. is normally much larger than
K > K; [23], [49], letting all UEs send their pilots, i.e., choosing Tdp = K,
has a negligible impact on data rates. In addition, using a pilot length
Tdp = K > K; makes the channel estimation better than with 74, = K,
and hence, can potentially improve the data rates.
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designs are given as

Y om<1 ©)

kelC
T — T4,
Rax(n) = %B log, (1 + SINRyk(m)),  (6)

C
where 7 £ {n;Jieic are the power control coefficients, and

(M—K)pad7ni
INR = £ .
SINR4.i(m) Pa(Br—=68) Y pexc me+1 o
Remark 1: The same global training update can be

coded differently for different UEs to improve the spec-
tral efficiency of the DL transmission. Specifically, it can
be transmitted by either a multicast scheme or a unicast
scheme [50]. As shown in [50, Fig. 5], in a massive MIMO
system where the same message is sent to all users, the
scheme using unicast and ZF is recommended in almost all
cases, except when the coherence interval is short (small )
or the number of antennas M at the BS is small. In our
paper, we consider low mobility scenarios (i.e., large 7.)
with a large value of M. Therefore, we choose unicast
and ZF precoding for our transmission scheme. We verify
the advantage of this choice over the multicast scheme by
Fig. 3, which compares the unicast scheme and the multicast
schemes in a single group of UEs. From the figure, in
terms of per-UE rates, the unicast with dedicated pilots
significantly outperforms the multicast counterparts in both
dedicated and co-pilot pilot designs. We also note that the
difference in the global training update for each user is
the difference of the symbols that encode the same global
training update for different users. There is no change in
the FL model of the standard FL framework discussed in
Section II-A. On the other hand, ZF precoding, while simple,
performs very closely to the optimal precoding in massive
MIMO [30], [51]. That is why ZF precoding is employed in
this paper, to achieve both simplicity and good performance.

DL delay: Let Sy and S4,«,; be the size of the global model
update and the size of the split data of the update intended
for a UE k in a session i, respectively. Then, we have

> Sai = Sa. Vk. (7)
iekC
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Let #4; be the length (in second) of the session i. Then from
Fig. 1(c), the transmission time #4 4 ; to the UE k € K in the
session i of the session-based design is given by

taki(axi ta,i) = axita,i, Vk, i. )]

Here,

Sai = Rai(m;)ta ki @ Raki(n;)an.ita.i

@ Raxi(n)tai, Yk, i. 9
Clearly, (9) also implies that (Sgx; = 0, if ax,; = 0), Vk, i,
which ensures that no data is sent to the UEs not served
in session i. The transmission time to UE k € K in
the asynchronous and synchronous designs is expressed as
k() = gy VK.

Energy consumption for the DL transmission: Denote by
Ny the noise power. The energy consumption for transmitting
the global update or its split data to a UE £ is the product of
the transmit power pgNoni or paNonk,; and the transmission
time to the UE k. Therefore, the total energy consumption
for transmission by the BS in a session i of the session-based
design is Eqi(n;, @ista) = D yec; PaNONk,itd k,i(ak,is td,i) =
Zke,ci palNonk.iak itq.i, Vk, i, and that in the asynchronous
and synchronous designs is Egz(n) = Zke,c pdNonk%,
where @; £ {ax ilrerc: ta = {ta.idiex-

2) Step (S2): After receiving the global update, each UE
uses its local data set to execute L local computing rounds
in order to compute its local update. The model of this step
is used in all the proposed designs.

Local computation: Let ¢y (cycles/sample) be the number
of processing cycles for a UE k to process one data sam-
ple [37]. Denote by Dy (samples) and f; (cycles/s) the size
of the local data set and the processing frequency of the UE
k, respectively. The computation time at the UE k is then
given by fcx(fi) = K% [23], [37],

Energy consumption for local computing at the UEs: The
energy consumed by the UE k to compute its local training
update is given as Ec(fy) = L%ckasz,Vk, where 7 is
the effective capacitance coefficient of the UEs’ computing
chipset [23], [37].

3) Step (S3): In this step, the local model updates are
transmitted from the UEs to the BS through K sessions. Each
coherence block of this step involves two phases: channel
estimation and uplink payload data transmission. Define the
indicator by ; as

17
by 2 {0

Let Nj £ {klbx; = 1} be the set of Nj = > ;i bk,
participating UEs in a session j € K. Here, we have

bk =1, Z brj=J,brj-1 =< brj, Vk,j
kel

if UE k send its data in a session j,

otherwise. (10)

(1)

to guarantee that all the UEs finish their transmissions in the
last session K and each session has one more UE sending
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its data. Doing this helps the UEs that start their transmis-
sions earlier. They can have more power which yields higher
achievable rates, lower delays, and thus, potentially lower
transmission energy in each FL. communication round. Note
that in the asynchronous and synchronous designs, there is
only one session j = K, and hence, K; = K, K; = K, and
{br;j} are not variables but constants, i.e., by, x = by = 1, Vk.

Uplink channel estimation: In each coherence block, each
UE sends its pilot of length 7, , to the BS. We assume that
the pilots of all the UEs are pairwisely orthogonal, which
requires the pilot lengths to satisfy 7,, > N;. The MMSE
estimate g, of g, is distributed according to CN (0, 6,31 M),

2 — ﬂ [30, (3.8)].
u,p PpPrt1

UL payload data transmission: After computing the local
update, a UE k encodes this update into symbols denoted
by sy j, where E{|su,k’j|2} = 1, and sends the baseband
signal X,k j = \/pulk jSuk, to the BS, where p, is the max-
imum normalized transmit power at each UE and ¢ is a
power control coefficient. This signal is subject to the aver-
age transmit power constraint, E{|xu,k,j|2} < pu, Which can
be expressed as

where o

tj < 1,Vk e N;. (12)

Here, we have

(¢kj = 0.if by = 0), Vk, j (13)

to ensure that the UEs not sending data in session j are
not allocated power. After receiving data from all UEs,
the BS uses the estimated channels and ZF combining
to detect the UEs’ message symbols. The ZF receiver
requires M > N;. The achievable rate (bps) of UE k
is given by Ruk;(¢;) = “FLBlogy(l + SINR,;()),
where ¢&; £ {Cjlkeks Twp = K, and SINR, (&) =

M=NppuGite;  (13)  (M—=N)pudii)
PuZZeN~(/3£_5gz)Q,j+l - pllZleK(ﬁf_ﬁgz)gi‘j+l
uplink SINR [30, (3.29)].

Similarly, the power constraint at the UEs and the achiev-
able rate of the UE k in the asynchronous and synchronous
designs are given by

is the effective

G <L Vkek

(14)
Rux@) = T“_tﬂlalog2 (14 SINR,4(2)). (15)

c

where ¢ £ {Gi)rexc are power control coefficients, and

A (M—K) puo; Sk
SINR,x () = 2 Y Be=oDc+1"
UL delay: Let S, and S, ; be the size of the local model

update and the size of the split data of this update in a
session j, respectively. Then, we have

> Sukj = Su. Vk.
jek

(16)

Since the transmission time 7, ; from every participating UE
to the BS in the session j is the same, the transmission
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time f,; from a UE k € K in the session-based design is
given by

tukj(biji tuj) = bicjtuj, V&, J, 17)
and
(17
Sukj = Rukj(&j)tukj = Rukj(&;)brjtu;
RE .
2 Rk (). V.. (18)

Here, (18) also implies (S,k,; = 0, if by ; = 0), Vk, j, which
ensures that the UEs not participating in session the j do not
send any data. The transmission time from the UE k € K
in the asynchronous and synchronous designs is #,x(¢) =
Ty Yk

Energy consumption for the UL transmission: The energy
consumption for the UL transmission at a UE is the product
of the UL power and the transmission time. In particu-
lar, the energy consumption at a UE k in a session j of
the session-based design is given by Ey rj(Ckj, brj, tuj) =
puNogk,jtu,k,j(bk,jvtu,j) = puN()gk,jbk,jtu,ijkvj» and that of
both the asynchronous and synchronous designs is expressed
as E, k() = Gise. Vk.

4) Step (S4): “In’this step, the BS recomputes the global
update using all the received local updates. This step is
executed at the BS and does not affect our transmission
designs. The computational capability of the central server
(i.e., the BS) is much higher than that of each UE, and Step
(S4) typically entails the application of a simple aggregation
rule such as summing up the model updates. Therefore, the
time required for computing the global update in Step (S4) is
assumed negligible. Consequently, the computation time of
Step (S4) is ignored in the problem formulation and solution
in the subsequent sections.

IV. SESSION-BASED SCHEME: PROBLEM
FORMULATION AND SOLUTION

A. PROBLEM FORMULATION

In this work, we aim to (i) improve the energy efficiency of
the proposed FL-enabled mMIMO networks by minimizing
the total energy consumption in one FL communication
round, and (ii) guarantee the execution time of each round
below a quality-of-service threshold. Here, the total energy
consumption of one FL. communication round includes the
energy consumption for transmission and local computation
at both the BS and the UEs. Thus, the total energy consump-
tion of one FL communication round in the session-based
design is Esp(@ b7, ¢.fotate) = Y Eai(ny ainta) +
Ykek Eck(f)  + ek Eukj(Crjs brjs tuf)) =
Ykek Lick PaNonkiakitai  +  LiexcLSaDfi  +
Zje]g\puNogk,jbk,jtu,j)v with @ £ {ag;},b = {bj}, 7 =
0:).C 2 (& 2 () tu 2 {tug). Ve i, J.

The problem of optimizing user assignment (a,b), data
size (S4, S,), time allocation (4, 1), power (@, £), and com-
puting frequency f, to minimize the total energy consumption
of one FL communication round in the session-based design
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is formulated as

min Esp(a.b,7..f. 4. 1) (19)

s.t. (D =@, (7, 9), (10) —(13), (16), (18)
0<nki0 < &), Yk, i,j (19b)
0 < fk < fmax, Yk (19¢)
D takit+tck+ Y tukj =1k (19d)
ek jex
t < tQos (19¢)
max Z td ki < ?éllICl ( Z ld.ki + ICk) (19f)

iekC iekC

where x 2 {@.b,7.2.f.84.Su.ta tu}, Sa 2 (Saih. Su 2
{Su,kj}, Yk, i, j. Here, (191) is introduced to ensure that all the
UEs send their local updates during the UL mode of the BS.
The right-hand side of (19f) corresponds to the first UE that
finishes its DL transmission and local computation, while the
left-hand side corresponds to the slowest UE that finishes
its DL transmission. Constraints (19d) and (19e) take into
account the time consumption in each FL communication
round. These constraints make sure that the time consump-
tion of each FL communication round does not exceed the
minimum requirement 7qQos, in order to ensure a target level
of quality of service. Note that the study of the optimal trade-
off between the time and energy consumption such as [52]
is interesting but beyond the scope of our paper, and hence,
is left for future work.

Remark 2: Similar to many existing works that follow the
DigComp approach (such as [19], [20], [21], [39], [40]),
our intention is to design energy-efficient wireless networks
to support standard FL. Also, we do not combine mas-
sive MIMO and FL to create a new learning framework.
We focus on the communication aspects, and more specifi-
cally the schemes for users to receive, compute, and transmit
their model updates. On one hand, our proposed schemes
do not require any changes to or even assumptions on
the learning algorithm. As such, the learning performance
(including convergence rates) of any standard FL framework
(e.g., those in [33], [34], [35], [36], [37], [38]) implemented
over massive MIMO systems using our proposed schemes
remains unchanged. The complexity of the existing FL algo-
rithm to be implemented on the proposed massive MIMO
networks does not increase. On the other hand, transmitting
and receiving FL model updates is nothing but transmitting
and receiving data between user devices and base station.
Therefore, the complexity of a massive MIMO network used
to support FL is similar to that of a current 5G massive
MIMO network with the same system configuration.

B. SOLUTION

Finding a globally optimal solution to problem (19) is
challenging due to the mixed-integer and nonconvex con-
straints (1), (4), (9), (10), (13), (18), (19d), and (19f).
Therefore, we instead propose a solution approach that is
suitable for practical implementation.
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1) PROBLEM TRANSFORMATION

First, we aim to transform the problem (19) into a more
tractable form. Specifically, we replace constraints (4)
and (13) by

Nk,i < ar,i» Ski < bij, Yk, i, ]. (20)

Then, constraints (9) and (18) are replaced by
Saki < Raxi(n;)akitai, Vk, i 21
Saki = Raxi(n;)axitai, Vk, i (22)
Su,k,j =< Ru,k,j(;j)bk,jtu,j’ Vk’j (23)
Sukj = Ruj(&)brjtujs VK. j. (24)

Constraints (21)—(24) are further replaced by

Faki < Raii(m;), Vk. i (25)
Faki = Raxi(n;). vk, i (26)
Taki < ar.ita.i, Yk, i 27)
ta ki > ak,ita,i, Yk, i (28)
Saki < Fakilaki Vk, i (29)
Sa ki = Fd kild ki, Yk, i (30)
Fukj < Rurj(&)). Yk, j (31)
Fukj = Rukj(&)). Yk, j (32)
Tukj < bk jtuj, Yk, j (33)
tukj = bijtui, Vk, j (34)
Su,k,j =< ?u,k,j?u,k,j, Vk,j (35)
Su,k,j Z ;u,k,j;u,k,ja Vkvjs (36)
where #q £ {FaxihFa = {Farihla = {laribta =

{;d,k,i}»;'u £ {;‘u,k,j}’ ;u £ {?u,k,j}»iu £ {,iu,k,j}viu £ {;u,k,j}
are additional variables. By using (28), (33) and (34), we
replace constraint (19d) by

D taki+tex(f) + Y fuki <1, VK (37
iekC iekC
D taki+tex(f) + Y huki = 1, VK, (38)
iekC iekC
and constraint (19f) by
> tani < q.Vk (39)
iekC
q =< q1k+qk Yk (40)
k<Y laki Yk (41)
iekC
LD,
Qi < —K vk, (42)

where #, ¢, q1 = {q1.4}. 92 = {q2.k) are additional variables.
Now, problem (19) can be transformed into its more tractable
epigraph form as

min Esg(f, va, V) (43a)
;t. (1) —@3), (7), (10) — (12), (16), (19b), (19¢), (25) — (42)
(43b)
(43c¢)

Nk,itd ki < Vdk,i» VK, 1
gk.j;u,k,j < Vu,k,js Vk,j,
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where X £ {x, P4, Fa, ta, ta, Fus Fus Bus Fus 1,4, G1. @2, Va, Vul,
v, £ {vdﬁ,i}, v, 2 {Vuk;} are additional vari-
ables, and Esg(f,va,vi) = Y ek Yick PaNoVaki +
ZkelC(L%ckasz + ZjelC PulNOVuk.j)-

Next, to deal with the binary constraints (1) and (10), we
observe that x € {0,1} & x € [0,1] &x —x2 <0 [53], [54].
Therefore, (1) and (10) are equivalent to the following
constraints

123 (i —ad) + D0 Y (bes—bE) =0 @)

kel iekC kel jekC

0<ar;<1,0<brj<1,Vkij (45)

Also, we observe from (25)-(29) and (31)—(35) that Sy ; <
;"d,k,i;d,k,iv Sukj < 7,4’]("/;“,](,]\7’](, i,j. Thus, (30) and (36) are
equivalent to the following constraints

V£ Z Z(;d,k,i;d,k,i —Saki) <0 (46)
ke iek

Vs £ Z Z(h,k,ﬁu,k,j — Sukj) <0 47
kel iek

Similarly, from (37), constraint (38) is equivalent to

Vs £ Z (r— Z?d,k,i —tex(ft) — Ziu,k,i) <0. (48)

kelC iekC iekC
Therefore, problem (43) is equivalent to

min Esg(f.va. vu). (49)

xXe
where F £ {(2), (3), (7), (11), (12), (16), (19b), (19c),
(25)-(29), (31)-(35), (19d)-(42), (43b), (43c), (44)-(48)}.
Then, we consider the problem
min LX),
XeF
where L& 2  Ess(f.va.v) + A(nVi@ab) +
vVaFa. ta,Sa) + v3aVa(Fu,1u, Su) + vaVa(f,14,1,)) is
the Lagrangian of (49), y1, y2, 3, y4 > 0 are fixed weights,
and A is the Lagrangian multiplier corresponding to
constraints (44)—(48). Here, FAF \ {(44) — (48)}.
Proposition 1: The following statements hold:
(1) The values Vi, Vo, Vi, Vau of Vi, Vo, V3, Vy at
the solution of (50) corresponding to A converge to 0
as A — 4o00.
(i1) Problem (49) has the following property

(50)

mm Esg(f V4, v,) = sup min L(X), (51)

A>0 XeF

and therefore, it is equivalent to (50) at the optimal

solution A* > 0 of the sup-min problem in (51).
Proof: See the Appendix. |
Proposition 1 suggests that we can obtain the optimal
solution to problem (49) by solving (50) with appropriately
chosen parameters A, y1, 2, ¥3, and y4. Theoretically, it is
required to have Vi, =0, V5, =0, V3, =0,and V4, =0
in order to obtain the optimal solution to problem (49).
According to Proposition 1, Vi3, V2,3, V3,5, and Vg4, con-
verge to 0 as A — 4-00. Since there is always a numerical
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tolerance in computation, it is sufficient to accept Vi, < &,
Vaos <&, V3 <e¢g, and V4, < ¢ for some small ¢ with
a sufficiently large value of A. In our numerical experi-
ments, for ¢ = 1073, we see that choosing A = 1 with
y1 = 0.1, = 0.01,y3 = 0.01, 4 = 0.01 is enough to
ensure Vi, < ¢, Voo < e, V3 < ¢, and V4, < e. This
way of choosing A has been widely used in the literature,
e.g., [48], [53], [54], [55], [56].

2) ALGORITHM DEVELOPMENT

Problem (50) is still difficult to solve due to nonconvex con-
straints (25)-(29), (31)—(35), (42), (43b), (43c) and noncon-
vex parts Vi(@,b), Vo(Fa.ta,Sq), V3(Fus tus Su), Va(f, a, 1)
in the cost function £X). To deal with constraints (25)

and (31), we observe that log(l + i) > log(l +
(n) 2™ (x(ﬂ))z x(ﬂ)y
%) + (x(n)iym)) T Gy T Goymy,m for any

x > 0,y > 0,x" > 0, and y<") > 0 [57, (76)].
Therefore, the concave lower bounds Rd ki(n;) and RM k(& ])
of Rgi(n;) and R,,k,(;J) are, respectively, given by

(n> 2Ti(n) (Ti(n) )2

A Te—Td,
5 B[ log(1+ (n))+ TPl (Y(")+<I>(”))T,- -

Raki= 7. log2

"o
(n) 2 [OFoR
(w}”(iszf)”)w,- - (\y;‘”;iszfiz;)sz;’” . where Yi(ne.) =
K)Pd6k Nki» Pi(n; ) = pd(Br— &k) ZZEIC nei+1,W; (ij) =
(M — N puGbijs and Q€)= ou X geps,(Be — 575+ 1.
Then, constraints (25) and (31) can be appr0x1mated by the
following convex constraints

A Te— Tup

w®
u k,j = rclog2B[10g(1+ (n))+

Paki < Raxi(n), Yk, i
;'u,k,j < I}u,k‘j(fj)a Vk, i.

(52)
(533)

To deal with the constraints (26) and (32), we observe

—x (M _y ()
that log(1+%) < H(x, y) £ log(x™ +y) 4 HZm—

log(y), where x > 0,y > 0,x® > 0, and y® >
O Therefore, the convex upper bounds del(n,) and
ukj(;-]) of dez(')) and Rukj(fj) can be respec-
tively expressed as Rgj; 2 ~ r“”B[log(T(") + CD(")) +

o o 7. log?2
T[+<I>[—Tin —‘:Dl-n . A Te— T, (n)
Ti(")+<1>§") - log(q)z)], Ru,k,j - T 10g£B[ 1Og(\p,’ +
i+ —w®_o® .
Qf")) 4 Ty log(2;)]. The constraints (26)

TR
and (32) can be approximated by the following convex
constraints

Fd ki >del( i), Vk, i
u,k,j(gj), Vk, .

Next, to deal with the constraints (27)-(29), (33)-(35),
(43b), and (43c), we observe that xy — z < 0.25[(x +
P =26 — Y — y) + W — y)2 — 47] and
z—xy < 025[4z + (x — y)? — 2" + y)(x + y) +
(x® 4 y)2] vx, y, z, x® y® 7 [23]. Therefore, the
constraints (27)-(29), (33)—(35), (43b), and (43c) can be

(54)

Tukj = (35)
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approximated respectively by the following convex con-
straints

[ 2
0.25{ 4.1i + (aki — tai)” — 2( ") +t§1"l))(ak,i +14,)
+@W+Nﬁ]<OWi (56)
ki d,i = ’
[ 2
0.25 (ax,i + tai)” — 2(“1(:? — ’((,znl))(ak,i — ta,i)
+(a® =) Zdie | <0.vk i 57
ki~ lai dki| <0, Vk, 1 57)
025_45 G —te ) =2 ™ NG g
. d.ki T+ (rd,k,t ld,k,l) Faki Tk (Vd,k,z +ld,k,z)
+ (i) | <o 59
0.25| 4 ij + (bry — 1))’ —2<b;(<",) _,’_t(n)) (b + ta)
() (n) .
+<b +1t, )]fO,Vk,j (59)
[ 2
023( (b + 10" 24 1) s~ )
(b(n) _ t(n)) — 47 i| < 0.Vk.i (60)
u,j wkj| =Y, VK, J
P 2 )2 ~(n) ~(n)
0.25 4Su,k,j+(ru,k,j—l‘u,j) —2( il )(rukj—{—tu,)
+ (7, +1)) ] <0,k j (61)
[ S \2 " n .
0.25( (nk,i + Ta ki) —2(77,(“) —t((“)”)(nk,,» —Tak.i)
+ () _ 7 _4 <0 vk i 62
r)kl ld ki Vdki| =Y, 1 ( )
025- 47 () _ +(n) 5
. (;k,] + tu,k,]) Ck} tu kj ({k’] tu,k,])
w3\ gy <0wkj 63
gkj lej Vukj| = U, VK, J. ( )

Similarly, the convex upper bounds of the nonconvex

parts Vi(a,b), Vg(rd,td,Sd) V3(Fu, 14, S,) are respec-
tively given by Vv, 2 D ek ZkEN(ak, — 2a,(( ,)Clkz +
@D + Ljex Lrenrbrj — 260 0bej + BN, V> 2
Yk Soken 025[GFaki  +  Tax)* - 2(~c(1nl)cl -
i) Gaki — fak) + Gy — T )? — 4541l Vs &
D ek Sken 025 Giuk + uk)* = 260, = 1% ) G —

tu k]) + (r,in/)” ,(4”]){])2 4Su,k,]]~

Finally, to deal with the constraint (42), we see that since
the function x — )—1C is convex on (0, +00), its convex lower
bound is obtained by using the first-order Taylor expan-
sion as %— < y» for any x > 0, and x> 0.
X )C
Therefore, (42) can be replaced by the following convex
constraint

f—k>,Vk.

— (fk(n))Z

(64)
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Algorithm 1 Solving Problem (50)
1: Initialize: Set n =
30 e F.

: repeat

Update n =n+1

Solve (65) to obtain its optimal solution X*

Update ¥ =x*

. until convergence

0 and choose a random point

A

Similarly, V4(f, £4, ) has the following convex upper bound:

V4 £ Z I:I—thkl Lchk( 2 fi )_Ziu’k’i:l'

n 2
kelC ek f (fk(n)) ek

Now, at the iteration (n + 1), for a given point X,
problem (50) can finally be approximated by the following
convex problem:

min £ &)
xeF
where ZO £ ESB(f va,vy) + k(ylvl(a b)_ +
vaVa(Fa, 14, Sa) +v3V3(Fus b, Su) + vaVa(f 14, 1,)) and F 2
{2), 3), (N,AD, 12), (16),(19b), (19¢c), (20), (37),
(39) — (41), (45), (52) — (55), (56) — (63), (64)} is a convex
feasible set. In Algorithm 1, we outline the main steps to
solve problem (50). Starting from a random point X € F, we
solve (65) to obtain its optimal solution X*, and use X* as an
initial point in the next iteration. The algorithm terminates
when an accuracy level of & is reached. Algorithm 1
converges to a stationary point, i.e., a Fritz John solution,
of problem (50) (hence (49) or (19)). The proof of this fact
is rather standard, and it follows from [53, Proposition 2]
and [54, Proposition 2].

(65)

3) COMPLEXITY ANALYSIS

Problem (65) can be transformed to an equivalent problem
that involves VSB £ (16K? + 5K + 2) real-valued scalar
variables, Lsg £ (7K2 + 12K + 1) linear constraints, Qsg =

12K? quadratic constraints. Therefore, problem (65) requires

a complexity of O(v/Lsg + Osg(Vsg + Lsg + Osp)Vap) [581.

V. ASYNCHRONOUS AND SYNCHRONOUS SCHEMES:
PROBLEM FORMULATION AND SOLUTION

A. PROBLEM FORMULATION

Similarly, the total energy consumption of one FL com-
munication round in the asynchronous and synchronous
designs is Easyn(n, s.f) = Egyn(n, ¢.f) = EMm.¢.f) =
Eqm) + Y yerc Ec k() + Euk@) = Yyexc paNomk g iy +

Zke]C(L Ckafk +:OuN0§kR k({))

1) OPTIMIZATION PROBLEM FOR ASYNCHRONOUS
DESIGN

The problem of optimizing power (n,¢) and computing

frequency f to minimize the total energy consumption of
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one FL. communication round in the asynchronous design is
formulated as

min EMm, ¢, f) (66a)
n.¢f
s.t. (5), (14), (19¢)
0<m0=<&,Vk (66b)
ta k(M) + tck(fi) + tu k(&) < tQos, Yk (66¢)

t < min (¢, t . 66d
max d.k(M) < ?él’lcl(d,k(’?) +tcx(f).  (66d)

2) OPTIMIZATION PROBLEM FOR SYNCHRONOUS
DESIGN

Similarly, the problem of optimizing power (1, ) and com-
puting frequency f to minimize the total energy consumption
of one FL communication round in the synchronous design
is formulated as

min E®, ¢, f)
n.¢.f
s.t. (5), (14), (19¢), (66b)
max tax(m) + max tex(f) + max k(&) < tQos, Vk.
(67b)

(67a)

Here, the constraint (67b) captures the nature of “step-by-
step” scheme, i.e., every UE needs to wait for all the UEs
to finish one step before starting the next step as seen in
Fig. 1(a). Compared to (67b), the constraints (19d) and (66¢)
provide more flexibility in allocating the available time in
Steps (S1)—(S3) to each UE. This is because the UEs in the
asynchronous and session-based schemes need not wait for
other UEs to start a new step.

B. SOLUTION
1) PROPOSED SOLUTION FOR ASYNCHRONOUS
DESIGN

Problem (66) can be transformed into its epigraph form as

min E(f, o4, @) (68a)
s.t. (5), (14), (19¢), (66b)
rak < Rax(m), Vk (68b)
Fuk < Ryk(§), Vk (68¢)
Nk — raxwdx < 0, Vk (68d)
Sk — rukwuk <0, Vk (68e)
S¢ LD S
Dy DO L Ou s YK (686)
Yd k Jx Tuk
S
24 < g vk (68g)
rd k
q=<q1k+q Yk (68h)
0=<q140=<q4 Vk (68i)
S
ik < —%,Vk (68i)
rdk
LD
drx < 5% vk, (68K)
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where 'y 2 (0.¢, rare, f. w4 ©uq.91.92)
ra & {raihre £ {ruahoa = {oai) 0 £ {0} Yk,
q.q1,q> are additional variables, and E(f,®,, ®,) £
> ke PaNoSawa + Yrec LEkDE +  puNoSuwu k).
Problem (68) are still challenging due to nonconvex
constraints (68b)—(68e), (68j), and (68k).

Following the same procedure in Section IV-B, the con-
cave lower bounds of Ry i(n) and R, (&) is respectively

. > Te—T4, Y 27 (M
given s faxn £ ey Bllog(l + 3@) + o rgmy —
at)

T(")CD D A Te—Tup
ToremT — moyemem b Ruk@) = 57 Bllog(l +
Q] 2 (M)
Q(n)) +

. (w2 . wmQ
WOTam), | O Q0w W+ Q)00 ], where

Y () = (M = K)pabine, ®m) = pa(Br = 67) Xpexc e +
L@ £ M — K)puoi e, and Q&) 2 pu g (Be —
642){{ + 1. Then, constraints (68b) and (68c) can be
approximated by the following convex constraints

Fdk < /Iéd,k('l), vk
Tuk = Ru,k(g), Vk.

(69)
(70)

Also, constraints (68d), and (68e) can be approximated by
the following respective convex constraints

2
0.25 [4nk + (rax — wax)” — 2(r§,’f,1 + w,ﬁ,’f,l) (rax + wax)
w  m)?
+ (i + ) | = 0.vk (71)
0.25)4 —wur)? = 2(r™ + o™
. Sk + (Vu,k Wy k) Tk T @k (rue + wu,k)
™ )
+ (i + o) | =0 vk (72)

Finally, we replace constraint (68j) by the following convex
constraint

ari = Sy = 2E) vk, (73)

mn

(n)
Ta k (rd’fk)
and constraint (68k) by (64).

At the iteration (n+1), for a given point y™, problem (68)
can be approximated by the following convex problem:

min E(f, 04, ©,), (74)

yeH

where H £ {(5), (14), (19¢), (66b), (64), (68f) — (68i),
(69) — (73)} is a convex feasible set. In Algorithm 2,
we outline the main steps to solve problem (68). Let
H 2 {(5), (14), (19c), (66b),(68b) — (68k)} be the
feasible set of problem (68). Starting from a random
point y € H, we solve (74) to obtain its optimal solu-
tion y*, and use y* as an initial point in the next
iteration. The algorithm terminates when an accuracy
level of ¢ is reached. Algorithm 2 converges to a Fritz
John solution of (68) (hence (66)) [53, Proposition 2]
E}Pd [54, Proposition 2]. Furthermore, in the setting where
H satisfies Slater’s constraint qualification condition,
Algorithm 1 converges to a Karush-Kuhn-Tucker solution
of (68) (hence (66)) [59, Th. 1].
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Algorithm 2 Solving Problem (68)

. Initialize: Set n = 0 and choose a random point y© € .
repeat

Update n =n+1

Solve (74) to obtain its optimal solution y*

Update y = y*
until convergence

SARSANE I

2) PROPOSED ALGORITHM FOR SYNCHRONOUS
DESIGN

Using a similar procedure to solve problem (66), we
approximate (67) by the following convex problem

min E(f, g, wy,) (75a)
Z
s.t. (5), (14), (19¢), (66b), (69) — (72)
ta +tc 4ty < 1Qos (75b)
S,
24 <1y Vk (75¢)
rd,k
LDycy
<tc,Vk (75d)
k
S
- <y, Vka (756)
Tu,k

where rg,r,, wq, w,, ty, tc, t, are additional variables and
72 n.¢.f.ra,ry, w4, 0y, t4, tc, t,}. Then, problem (66) can
be solved by using Algorithm 2 where Step 4 solves (75)
(instead of (74)).

3) COMPLEXITY ANALYSIS

The transformed versions of problems (74) and (75) involve
smaller numbers of variables and constraints than the
version of problem (65), ie., Vagn £ 9K + 1) and
Vsyn = (7K + 4) real-valued scalar variables, Lagy, =
(11K + 1) and Lgy, £ (7K 4 2) linear constraints,
Quasyn = 6K and Qgy, = 7K quadratic constraints. Therefore,
problems (74) and (75) respectively require complexi-

ties of O(\/ LAsyn + QAxyn(VAsyn + LAsyn + QAsyn)Visyn) and

O(y/Lsyn + Osyn(Vsyn + Lsyn + stn)ngn), which are lower
than that of problem (65).

VI. NUMERICAL EXAMPLES

A. NETWORK SETUP AND PARAMETER SETTINGS

We consider an mMIMO network in a square of D x D,
where the BS is located at the center and the UEs are located
randomly within the square. We choose D = 0.25 km, and
set 7. = 200 samples. The large-scale fading coefficients,
Bk, are modeled in the same manner as [60]: B¢[dB] =
—148.1 — 37.6logo(7%) 4 z, where di > 35 m is the
distance between a UE k and the BS, z; is a shadow fading
coefficient modelled according to a log-normal distribution
with zero mean and 7-dB standard deviation. We choose
B =20 MHz, typ = ), = K, S¢ = Sy = 1 MB, noise
power 002 = —92 dBm, L = 5, finax = 5 x 10° cycles/s,
Dy = 10* samples, cx = 20 cycles/samples [37], for all %,
and @ = 5 x 1072, Let gy = 10 W, 5, = 0.2 W and

2340

Trial 1|1
- - =Trial 2| |
----- Trial 3

o -t ot

30 40 50 60
Iterations

(a) Algorithm 1 for the session-based scheme

[y T ]
0-5 Trial 1
041} - = =Trial 2| |
R 0.3 « |- Trial 3|
0.2+ X 1
0.1+ ‘ ‘ ‘ ‘ ‘
0 5 10 15 20 25 30

Iterations

(b) Algorithm 2 for the asynchronous scheme

[ T |
0.5 Trial 1
041} - - ~Trial 2| |
'y 0.3 s Trial 3|
02} ]
0.1} | | ‘ ‘ ‘
0 5 10 15 20 25 30

Iterations
(c) Algorithm 2 for the synchronous scheme

FIGURE 4. Convergence of Algorithms 1 and 2. Here, M = 75, K = 10 and
lqos =1s:

Pp = 0.2 W be the maximum transmit power of the BS,
UEs and UL pilot sequences, respectively. The maximum
transmit powers o4, 0, and p, are normalized by the noise
power.

B. RESULTS AND DISCUSSION

As discussed in Remark 2, our paper focuses on the com-
munication aspects rather than the learning aspects of the
implementation of FL over wireless networks. Therefore,
the simulation results of our paper do not include dataset or
the learning performance (e.g., convergence speed, training
loss, and test accuracy), which is similar to many existing
DigComp works in the literature such as [19], [20], [21],
[39], [40].

1) EFFECTIVENESS OF THE PROPOSED SCHEMES

First, we evaluate the convergence behavior of our proposed
Algorithms 1 and 2. Fig. 4 shows that Algorithm 1 con-
verges within 60 iterations for the session-based scheme,
while Algorithm 2 converges within 30 iterations for the
asynchronous and synchronous schemes. It should be noted
that each iteration of Algorithm 1 or 2 involves solving
simple convex programs, i.e., (65), (74) and (75).

Next, since we are aware of no other existing work
that studies energy-efficient massive MIMO networks for
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supporting FL, we compare the proposed session-based
scheme (OPT_SB), asynchronous scheme (OPT_Asyn)
and synchronous scheme (OPT_Syn) with the following
heuristic schemes:

o HEU_SB (Heuristic session-based scheme): In each ses-
sion, a UE that has a less favorable link condition (i.e.,
smaller large-scale fading coefficient) is allocated more
power to meet the required execution time of one FL
communication round. First, since all UEs participated
in the DL session 1 and the UL session K, we let
ax,1 = bxx = 1, Vk, and take the power allocated to a
UE k in the DL session 1 to be nx,1 = %

and the transmit power of a UE k in the UL ses-

sion K tlo be {rx = %. Now, in each

DL session i,Vi # 1, since the UE that has the

highest data rate finishes its transmission earlier than

other UEs and it does not join the subsequent ses-
sions, we choose ar; = ari-1,k € K\ k', where

k' = argmaxy ;_1 Rgki—1 and Ry ;—1 is obtained by

using the given n;;_; and (6). Similarly, in each UL

session j,VYj # K, brj_1 = brj, k € IC\ k*, where

k* = argmax; j R, j and R, ; is obtained by using the

given & ; and (15). Then, the DL power allocated to a

. . RN . o ay,i(1/Bk)
UE k in a DL session i, Vi # 1 is nk,., = S ocay (/B a 1750
and the UL power of a UE k in an UL session

s . b j(1/Br) KxK
j,VJ # K is é‘k,j = m Let Rd e R&X

and R, € RExK , respectively, be the matrices of the DL
and UL rates, where [Rylx,; = Ry k,; and [Ry]x;j = Ry xj-
Denote by t; € R"K and t, € R'X| respectively, be
the row vectors comprising the transmission times of
DL and UL sessions, where [t;]; = #4; and [t,]; = t,, ;.
Let 1 € RX*! be a column vector of all ones. Then,
from (7) and (9), we have t; = (R;lSdl)T. Similarly,
from (16) and (18), we have t, = (R, 'S,1)". The
DL and UL data sizes in each session are calculated
according to (9) and (18). The processing frequencies

LDycy
are =
Je 1QoS = 2 jek Ak ild.i— Y jejc Djlu’

e HEU_Asyn (Heuristic asynchronous scheme): The idea
of heuristic power allocation in HEU_SB is applied to
the asynchronous scheme. In particular, the DL power to

all the UEs are l: Zk,(:’é ’(3{‘; %) and the UL power of
UE k is & = % The processing frequencies
are fr = IQOSL_?%, Vk.

e HEU Syn (Hehri;iic synchronous scheme): This scheme
is similar to HEU_Asyn, except that the pro-
cessing frequencies are instead set as fy =

LDic Vk.

1QoS—maxy e g k—maXke Ktk

All the following results are obtained by averaging over
200 channel realizations.

Fig. 5 compares the total energy consumption in an FL
communication round by all the considered schemes. As
seen, our proposed schemes significantly outperform the
heuristic schemes. In particular, OPT_SB, OPT_Asyn, and
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FIGURE 5. Effectiveness of the proposed schemes with M = 75, K = 10 and
lqos =1s:

OPT_Syn reduce the total energy consumption by a substan-
tial amount, e.g., by more than 80% in both cases of K = 10
and K = 5. These results show the significant advantage of
joint optimization of user assignment, data size, time, trans-
mit power, and computing frequencies over the heuristic
schemes.

2) COMPARISON OF THE PROPOSED SCHEMES

Fig. 5(a) shows that the session-based scheme is the best per-
former while the synchronous scheme is the worst. Compared
to OPT_Syn, the total energy consumption by OPT_SB is
reduced by up to 29% while that figure for OPT_Asyn is
6%. To gain more insights into this result, the total energy
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consumption for local computing, Ec a1 £ Zkelc Ecx(fr),
of all considered schemes is shown in Fig. 5(b), and the total
energy consumption for transmission Ex—Ec ;o1 1S shown in
Fig. 5(c), where x € {SB, Asyn, Syn}. First, it can be seen that
the energy consumption for local computing and transmis-
sion of OPT_Asyn are both smaller than that of OPT_Syn.
This is so because the UEs in the asynchronous scheme do
not wait for other UEs to finish each step. As they have
more time available, they can save more energy by using
a lower transmit power and a lower computing frequency
than the UEs in the synchronous scheme. However, the gap
between OPT_Asyn and OPT_Syn is small because the
transmission designs of the asynchronous and synchronous
schemes are the same. Here, the session-based scheme uses
a more energy-efficient transmission design in which power
is not allocated to the UEs who have finished transmission.
As a result, compared to the asynchronous and synchronous
schemes, the energy consumption for transmission by the
session-based scheme is reduced by up to 73% as shown
in Fig. 5(c). This substantial reduction compensates for the
small increase (i.e., 15%) in the energy consumption for
local computing, making the overall energy consumption by
the session-based scheme noticeably lower than that by the
asynchronous and synchronous schemes.

3) IMPACT OF THE NUMBER OF ANTENNAS ON THE
TOTAL ENERGY CONSUMPTION

Fig. 5(a) also shows that using a large number of anten-
nas corresponds to a reduction of up to 40% in the total
energy consumption in one FL communication round. This
is because with more antennae, the data rate is higher for
the same power level. Thus, the transmission time is short-
ened, which leads to the reduction in transmission energy; see
Fig. 5(c). This also results in more time for local computing,
a lower required computing frequency, and then, a reduc-
tion in the energy required for local computing as shown
in Fig. 5(b). This result shows the importance of massive
MIMO technology to support FL.

4) IMPACTS OF Tqos ON THE TOTAL ENERGY
CONSUMPTION OF ONE FL COMMUNICATION ROUND

Fig. 7 shows that increasing tqos leads to a dramatic decrease
of up to 79% in the total energy consumption. This is
because when Qs increases, the transmit power and com-
puting frequency required to satisfy the quality-of-service
constraint are lower. In turn, they result in a reduction in
energy consumption for both transmission and computing.

Fig. 7 also shows that when increasing fqos, compared
with OPT_Syn, the energy consumption by OPT_SB is
reduced by even more: from 21% for tqgos = 1 s to 71%
for ftQos = 4 s, while the total energy consumption of
OPT_Asyn and OPT_Syn is almost the same. This result
confirms the significant advantage of the session-based trans-
mission design over the conventional transmission designs
used in the asynchronous and synchronous schemes.
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FIGURE 6. Comparison of the proposed schemes. Here, iq,g = 1.

VIl. CONCLUSION

In this paper, we proposed novel synchronous, asyn-
chronous, and session-based communication designs for
massive MIMO networks to support FL. Targeting the
minimization of total energy consumption per FL. commu-
nication round, we formulated design problems that jointly
optimize UE assignments, time allocations, transmit powers,
and computing frequencies. Relying on successive convex
approximation techniques, we developed novel algorithms
to solve the formulated problems. Numerical results showed
that our proposed designs significantly reduced the total
energy consumption per FL. communication round compared
to baseline schemes. In terms of energy savings, the session-
based design was the preferred choice to support FL as it
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FIGURE 7. Impact of {qog on the total energy consumption of one FL
communication round. Here, M = 75.

outperforms the synchronous and asynchronous designs. For
future work, it would be interesting to study the combination
of massive MIMO and intelligent reconfigurable surfaces to
improve the network coverage as well as taking into account
UE selection to improve the energy efficiency of massive
MIMO systems to support FL.

APPENDIX

Following the arguments in [53], [54], let E (1) be the optimal
value at the optimal solution of problem (50) corresponding
to A. For ease of presentation, we use E for Esb(f ,Vd, V).
Also, since (a,b,f,va, Vu, Fd, Tu, Sd, Sus td, bus 84, B4, A) S
a subset of variables in X, we use L(xX,A) instead of
L@a,b,f,vq, vy, rq, ¥y, Sq,Su, 11,1y, id, iu, A).

Let E* be the optimal value of problem (49). Then
E* < 4oo since F is compact. Due to a duality
gap between the optimal value of problem (49) and the
optimal value of its dual problem, we have sup, EQ) =
sup; o ming_# L(X, 1) < E* 2 ming,_% max; >0 L(X, 1),
which implies that

E\) < E* < 400,VA > 0. (76)

(i Let Via = DokenN e ((anidr  —
@)+ ken Djec(Brpi = k),
Var & ek Yiek(GaraGards — Sakidr)
Vi 2 ek ek (Gui)a G (Suk )

Vi &Y peict=2icxc Ga ks —te k(i) — 2 icic Cuke,i)r)
be the value of Vi,V,,V3, V4 at the values

Foo @b, Fa)is (Fu)is (Sa)rs (Su)is ) (I
()., tn corresponding to A. Then Vi ;, Va,, Va,, Vi >
0,VA. Let V) & YiVia +172Var +y3Vz i + yaVa,. Denote
by E, the value of E corresponding to A. Let 0 < A1 < Aj.
Because E(M) and E(Az) are the optimal values of (50)
corresponding to A1 and X, we have

E) = Ey, + AV S Eyy + AV,
E(A) = E), +22Vy, < Ey, + A2V,

(77)
(78)

The above two inequalities lead to A1Vy, + AV, =<
A1Vy, + A2Vy,, which means Vj, < Vj,. We conclude that
V) is decreasing and bounded below by 0 as A is increasing,
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ie, Vo, —> V¥ >0, as . — oo. On the other hand, (77)
and (78) also give A2Ey, + M E), < ME), + A E;,, which
means Ej, > Ej,. Thus, E, is increasing and hence bounded
below~as A, — —+o00. From these observations, if V* > 0,
then E(A) = E; + AV, — 400 as A — 4o00. This result
contradicts (76), and hence V* = 0. Now, since V3 — 0
as A — +oo and Vi, Va,, V3., Var > 0, we must have
Vin—=0, Vo, = 0,V3,—0,Vs — 0as L - 4oo.

(i) Denote by X, the value of X corresponding to
A. The sequence {Xi}y>0 C F is bounded, and hence,
has convergent subsequences. Denote by X, any limit
point of {X;}, as A — +oo. Without loss of general-

ity, we assume that X, — X.. Then a, — ay, by —
b., F)r = F)x, G)r = @)s, S)r = S)x, F)r —
(;u)*v(iu))» — (iu)*,(su)k = Sws.fr = fo V)i —
Vs W)n = Vs, @i = A)w, @) = @)ss 1, —
ty. Thus, Vi, — (Vi) Zke./\f Z,’eic((ak,i)* -
(@3 + Xpen Ljerc(Br s — b )D), Var = (Va)e £
Y okek 2oiekc (Cak)sQakds — Saride) Van = (V3)« %

Y oreic iekc Fui )« @i s — Surj)s)s Var — (Va)x
Yoreic(te—Dicrc (a ki)« —te k(o)) — ek Cuk.i)x), Vi —
Vi £ (VD +1(V2)s + 13(Va)s + va(Va)s, En. — E =
Esp(fy, Wa)«, (v,)«). From the results in (i) above, we have
(VDx =0, (V2)s = 0, (V3)x = 0, (Va)x =0, and Vy = 0.
Thus, (a*,Ab*), A((i‘d)*, @)s Sa)x))s (F)ses @)ss (Su)+)),
and (., @2)«, )« 1) satisfy (44)-(48), respectively.
Moreover, since X € F, VA >0, then X, € F, which means
X, € F. Therefore, X, is a feasible point of problem (49),
and hence, E, > E*. By the definition of E()), it holds
that sup; .o E(L) > E(A) = E; + AV, > E;, VA > 0. Letting
A — 400 gives

supTi(k) > E, > E*.
1>0

(79)

From (76) and (79), it is true that sup,-o E(}) = E, = E*,
which proves (51). This implies that X, is an optimal solution
of (49) and the proof is completed.
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