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ABSTRACT With real-time communication being a key part of the fourth industrial revolution, the
need for Quality of Service (QoS) in industrial networks is gaining increasing importance. Time-Sensitive
Networking (TSN) faces this need, for example, by introducing new scheduling mechanisms. The Credit-
Based Shaper (CBS) has been introduced to TSN to offer low delays for multiple traffic classes by
applying rate limitations. Currently, flows are reserved decentrally in CBS networks using a Stream
Reservation Protocol (SRP). In contrast, the new TSN standard IEEE 802.1Qcc allows for a centralized
architecture to favor short reconfiguration latencies. However, no online admission control scheme which
offers safe delay bounds has been proposed for this central architecture. To close this gap, we propose
two models for admission control in TSN networks using CBS. Both models offer deadline-guaranteeing
flow allocation, including routing and prioritization of flows, and configure forwarding devices while
eliminating packet loss. Our models utilize the mathematical framework of Network Calculus to calculate
worst-case flow delays and buffer sizes. We show how our models allow for more reservations than
the decentralized standard approach by improved resource utilization. We validate our models both in
synthetic and industrial network scenarios. Additionally, we compare the effects and parameters of our
two models, providing guidance on when to choose them.

INDEX TERMS Admission control, computer network management, credit-based shaper, network calculus,
quality of service, routing, time-sensitive networking.

I. INTRODUCTION

TIME-SENSITIVE Networking (TSN) has been
developed to provide Quality of Service (QoS) over

Ethernet networks, allowing for higher data rates, lower
costs, and easier integration with existing IT systems than
traditional fieldbuses [1]. It is used for various industrial
communications [2] and is part of the 3GPP standard since
Release 16 [3] to serve as wired transmission medium for
5G communication [4]. The goal is to guarantee strict QoS
requirements such as maximum end-to-end delay and the
elimination of packet loss for reliable communication. For
this, the realization of a deadline-aware admission control
scheme is a highly interesting field of research, with great
benefits for practical applications.
A main advantage of TSN is the possibility to include

mixed traffic types on the same medium. Traffic criticality

can be classified as hard real-time (HRT), soft real-time
(SRT), and non-real-time (NRT) traffic [5], [6]. To reserve
HRT traffic in TSN, previous works propose the use of
time-triggered (TT) gates which allow for explicit time-slot
reservations of flows using a globally synchronized clock [7].
While being the only solution for ultra-low latency and zero-
jitter requirements, TT gates introduce a significant waste of
bandwidth and static configurations [8], [9]. Thus, it should
be considered only for dedicated scenarios with highly jitter-
sensitive and static networks.
As a consequence, other schedulers should be considered

for HRT and SRT traffic when the latency and jitter require-
ments are less tight. The most discussed are called Strict
Priority (SP) [10], Credit-Based Shaper (CBS) [11], Deficit
Round Robin (DRR) [12], and Asynchronous Traffic Shaper
(ATS) [13]. All are able to utilize the complete available
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bandwidth and do not rely on globally synchronized clocks.
In contrast to SP and DRR, CBS introduces a maximum
bandwidth per class, which reduces buffer sizes and packet
loss, and allows for better performance of low-priority traf-
fic [14], [15]. When comparing CBS and ATS, results - e.g.,
by Zhao et al. [16] - show the tendency of CBS to outper-
form ATS in terms of delay, jitter, and backlog for low and
medium network utilization.
However, for CBS, scheduler configuration and flow allo-

cation with deadline guarantees has rarely been covered in
research so far. Up to now, CBS networks are either used
with a “rule-of-thumb” configuration - without keeping dead-
line guarantees at all - or flows are allocated decentrally
using a Stream Reservation Protocol (SRP) [17]. For the
decentral reservation, worst-case latencies are calculated at
every bridge, and the information is forwarded over a flow’s
path. This requires strict sending behavior and the standard
only provides the worst-case delay for a single priority up
to now. With limited information available at every hop and
the strict requirements, this decentral configuration is overly
pessimistic [18].
In contrast, TSN now offers an architecture to centrally con-

figure the network instead, by introducing the Central Network
Controller (CNC) [19]. Thereby, IEEE 802.1Qcc standard
defines the communication interface and network architec-
ture, but it does not include a central reservation algorithm yet.
To the best of our knowledge, no central admission control
scheme for CBS has been proposed so far. Our solution allows
the successive allocation, also called online configuration, so
flows can be registered and de-registered from the network
while the network is operating using the CNC. Thereby, for
each flow, we assign routes and priorities for an arbitrary
number of CBS queues and both, periodic and aperiodic, traf-
fic. With this, we can allocate all three different traffic types
- HRT, SRT, and NRT - in one network. The proposed solu-
tion offers flexibility for flow requirements, sending interval,
rate, and deadline, which can be chosen freely. Additionally,
we offer flexibility for the network, as reservations can be
changed or updated without violating existing reservations.
This flexibility faces the need for continuous network recon-
figuration, which has emerged for the Industry 4.0 and, e.g.,
mobile devices in the context of 5G.
We propose two mathematical models for deadline-

guaranteeing admission control, which rely on Network
Calculus (NC). Our first model allows for a simple con-
figuration of networking devices by fixing the IdleSlope
values for each queue. In the context of CBS, IdleSlope
denotes the reserved bandwidth for CBS queues. We call
this model Fixed Slope Model. The second model is
called Maximum Delay Model. It dynamically calculates
the required IdleSlope depending on the characteristics of
the reserved flows. Thus, this model offers tight IdleSlopes
which reduce the burstiness of traffic and the delay for lower
priority queues in the network.
The outline of the remaining paper is as follows. We dis-

cuss related work in Section II and explain the used notation,

all variables, and the network representation in Section III.
Section IV introduces the principle of CBS scheduling, the
decentral admission control, as well as the mathematical
framework NC which we will use for the central admis-
sion control. Section V first starts with an overview of the
general procedure of our two models for routing, device con-
figuration, and flow allocation in CBS networks. Our Fixed
Slope Model is explained in Section V-B, while theMaximum
Delay Model follows in Section V-C. We compare our two
models in Section VI and illustrate their dependencies on
input parameters in a theoretical network. Besides, we con-
ducted extensive simulations in industrial networks to show
the scalability and applicability of our models and compared
our results to the decentral admission control scheme of the
standard. Finally, Section VII concludes this paper.

II. RELATED WORK
The configuration of real-time communications has received
a lot of attention in the last few years. Several researchers
have investigated differences between decentral and central
configuration in TSN. Migge et al. [18] demonstrate vari-
ous drawbacks of the existing decentral configuration and
illustrate how it does not allow schedulability in realis-
tic industrial networks. At the same time, they also show
that CBS would be able to schedule all required flows with
an alternative configuration. However, they do not discuss
how this configuration can be determined. Álvarez et al. [6]
compare the decentral approach of TSN with a central solu-
tion. Their central solution, however, does not use TSN, but
Flexible-Time-Triggered-enabled Ethernet. They show that,
due to the communication overhead, the decentral approach
has a significantly higher latency when requesting new flow
reservations than a central approach can offer. Similarly,
Thiele and Ernst [20] use the compositional performance
analysis (CPA) to model access on the same resource, in
this case, a Software Defined Networking (SDN) server.
Their goal is to identify the scalability of central approaches.
Thereby, they have not implemented a schedulability analy-
sis but instead assume fixed ranges for the duration of each
reservation task.
We present an overview of the existing work dealing

with the configuration of CBS networks in Table 1. Several
research papers have investigated the impact of TT gates,
which restrict the sending times of queues, on CBS flows.
Laursen et al. [21] and Pop et al. [22] propose a heuris-
tic routing approach to search for paths that minimize the
delay for a previously known set of CBS flows. They also
assume given priorities and IdleSlopes, thus, resulting in
an offline configuration. Offline configuration refers to a
static configuration to initially set up the network, with-
out considering any existing reservations. As the standard
only offers delay analysis for the highest priority class,
they limit their approach to this priority as well. Besides,
as the latency calculation of the standard does not provide
safe guarantees [28], we denote these deadlines as “soft”
in Table 1. Gavriluţ et al. [23], [24] define an optimization
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TABLE 1. Overview over CBS configuration approaches. Only handling of CBS flows is illustrated in this table.

problem which they solve by a greedy metaheuristic with
an adaptive search procedure. Their goal is to find tim-
ings for the TT gates with which TT flows and CBS flows
are scheduable, with given paths, priorities, and IdleSlopes.
Li et al. [25] use particle swarm optimization with NC to
optimize the IdleSlopes for CBS queues while considering
one TT gate. As NC derives guaranteed bounds on maximum
network latency, we denote these deadlines as “hard”. The
optimization aims at minimizing the IdleSlopes for a given
set of flows, with known priorities, paths, and TT traffic
schedules. Instead of successively updating the network for
each new reservation, they optimize the network configura-
tion for a complete set of flows. Chuang et al. [26] propose an
online routing approach to reserve two CBS queues, as well
as TT queues, in parallel. In their solution, the IdleSlopes
were known before and not targeted for optimization, and
the flow delays are not considered in the implementation.
Gavrilut and Pop [5] use Tabu Search on a given set of flows
with known paths and a previously defined number of CBS
classes. They derive the required number of TT queues, the
priority assignment of CBS flows, and the IdleSlopes per
queue in an offline approach. Berisa et al. [27] extended
the work of Raagaard et al. [29] and Gavriluţ et al. [24]
with an iterative approach for TT flows, assuming that all
CBS flows are previously configured. Different from the
previous solutions, the TSN standard IEEE 802.1Qat [17]
offers a decentral reservation protocol with soft latency anal-
ysis as proposed in [30]. While this allows for a Plug&Play
usage and does not require an additional central entity in
the network, it has the disadvantages as described above:
limited scheduablity, overly pessimistic and non-safe delays,
and high communication overhead.
To the best of our knowledge, no previous work has

presented a central online admission control scheme which
allows for deadline-guaranteeing flow reservations in CBS
networks. Besides, for CBS networks without TT gates, only
the decentral approach of the standard has been proposed
so far. Analyzing and configuring these CBS networks with-
out TT gates is of high importance, as TT gates require
synchronized devices and reduce the usable bandwidth
significantly.

Compared to existing research, we do not assume
previously known paths. The priority of flows is assigned
depending on their deadline requirements and the network
state for each hop individually. We, thus, do not need an a-
priori mapping to the traffic classes. We also offer one model
which automatically derives and configures the required
IdleSlopes per queue. Further adding to existing approaches,
we consider the maximum buffer sizes at each queue, thus,
preventing buffer overflows. We do not require a strict send-
ing behavior, even allowing for legacy end-stations without
CBS scheduling capabilities. Besides, we only update bridges
on the path of each new flow and do not require a recon-
figuration of the complete network to support the online
reconfiguration of the network.
The concept of our models is an extension of the frame-

work developed by Guck et al. [31] who have proposed two
mechanisms to reserve time-critical flows in networks using
Strict Priority (SP). While for SP, the service of each queue is
defined by the leftover rate from higher-priority queues [31],
the service of CBS is defined by the IdleSlope parameter.
Thus, our models utilize the flexibility of this parameter by
dynamically assigning the required IdleSlope to each queue.
While the output of SP queues is only limited by the link
rate, CBS enforces additional rate limits on the output of
each queue, and this shaping effect also allows for lower
backlogs in the network. As this shaping effect depends on
preceding nodes on the flow’s path, neither [31] nor the
decentral configuration showed how to utilize this behavior
effectively, which is another contribution of our work.
Details of the delay analysis of CBS using NC can be

found in [32], [33]. A complete overview of NC results for
TSN has been presented in [34]. We use NC to calculate
end-to-end delays and buffer sizes in the network and, thus,
configure and guarantee network characteristics.

III. NOTATION
Our models consider two main QoS parameters: a) the end-
to-end delay from sending to receiving for each flow and
b) the backlog at each queue. We name the amount of data in
the buffer of a forwarding queue backlog. When we refer to
the physical capacity of a queue, we use queue size. With the
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FIGURE 1. Queue-dependent network graph representation: Each CBS output queue results in one edge.

backlog and delay being individual for each output queue,
we model the network as a directed multigraph G = (V,E)

where each vertex V (hereafter called node) represents either
an end-station (ES) or a forwarding device. Each edge E
represents one CBS output queue. Table 2 provides a list of
all variables for our models.
We identify each CBS output queue with priority p

uniquely with the tuple (u, v, p) ∈ E with u, v ∈ V and
0 ≤ p < Q. We thus have Q edges between the nodes u
and v. Physical links are denoted by (u, v) instead. Be aware
that more important priorities get lower numbers, e.g., pri-
ority 0 has the highest priority. Fig. 1 illustrates our graph
model for a simple network. In this example, we have three
nodes with two CBS queues per output port.
We introduce the superscript •u,v,p to refer to queue-

dependent parameters in the following. Analogously, link-
dependent parameters are denoted as •u,v. Finally, if a
parameter is specific for an output queue (u, v, p) in com-
bination with its preceding output queue (u′, u, p′), the
superscript of this parameter is •(u′,u,p′),(u,v,p). Reservation
independent variables are highlighted by the superscript •̂.
To reduce the notation complexity, we assume - without
loss of generality - the same link capacity C and number of
priorities Q at each output port.

IV. FUNDAMENTALS
This section first presents all delay components in a network
and introduces the CBS scheduler. Due to the non-trivial
queuing delay in CBS queues, our models use NC to
derive guaranteed boundaries for delay and backlogs in the
network. Therefore, we present the corresponding NC mod-
els for CBS. The section concludes with the state-of-the-art
decentral configuration approach.

A. END-TO-END DELAY MODELING
We consider the delay from sending a packet at the so-called
TSN talker device to receiving the same at the TSN listener
device. The end-to-end delay for a flow f is the sum of all
processing, queuing, transmission, and propagation delays
over its whole path. For a path �, we name the set of links
L� and all scheduled output queues Q�. Then, the complete
end-to-end delay for any flow f traversing path � is:

Df =
∑

(u,v)∈L�

(

Du,vprop + Du,vt
)

+
∑

(u,v,p)∈Q�

(

Du,v,pQ + Duproc
)

(1)

TABLE 2. Variables and definitions.

The propagation delay Du,vprop is the time each bit needs to
be transmitted over the link which depends on the physical
length of the Ethernet cable. The processing delay Duproc is
the time from the full reception of a packet to its arrival at the
output queue of the same device. This delay accounts for the
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time needed to process the packet information, e.g., looking
up the routing table and applying policing rules. We refer to
Du,vprop and D

u
proc as hardware delays and consider their upper

bounds as constant per link or queue. Estimations for these
delays can be found, e.g., in [35].
The queuing delay Du,v,pQ for a flow depends on the num-

ber of packets in the queue, its analysis is done using NC. It
is introduced in each forwarding device, e.g., all intermediate
TSN bridges and scheduled talker devices. Worst-case queu-
ing delay is hard to evaluate and, thus, previous studies
consider average queuing delays instead [36]. In contrast,
we use NC as this offers the mathematical means to pro-
vide hard guarantees for queuing delays. By upper bounding
an arrival curve α(t), which represents the aggregate of all
incoming flows, and lower bounding a service curve β(t),
which represents the minimum service per queue, we can
define the maximum queuing delay at each queue for all
flows [37]:

Du,v,pq = h(α(t), β(t)) (2)

Thereby, h denotes the maximum horizontal distance
between two functions, see also Section IV-C-6. Finally,
the transmission delay Du,vt is the serialization time for
packets over Ethernet links. We account for its effect with
an NC model called packetizer [37]. Therefore, we add a
burst to so-called shaper curves, as will be explained in
Section IV-C-4.
The queuing model of our admission control scheme uses

the presented NC curves - arrival, service, and shaper - and
finds reservation-independent bounds for them. The resulting
hard delay bounds are then used to reserve flows and, thus,
offer a delay-guaranteeing system. We consider the maxi-
mum worst-case delay, meaning that all experienced delays
will be lower or equal.
In the following, we assume - without loss of gener-

ality - that the output queues of talker devices are not
CBS-scheduled. Be aware that, in the decentral approach, ES
have to be CBS-scheduled [17], as the decentral approach
relies on the CBS shaping effect to derive the worst-case
latency. This will be explained in Section IV-D. In contrast,
in a central approach, for each queue, we know whether
preceding flows are shaped or not and can include the actual
worst-case arrival in our calculations. As a result, the usage
of CBS in ES is optional in our approach. This can reduce
the implementation complexity of ES and allows for the inte-
gration of legacy devices. However, our models can easily
be adapted to consider shaped ES if required.

B. CREDIT-BASED SHAPER
CBS was originally proposed for Audio and Video traffic and
is defined in the IEEE 802.1Qav standard [11]. It has been
designed to reduce backlogs in nodes and ES by introducing
a similar behavior as token-bucket shaping.
Fig. 2 shows the structure of an output port implementing

CBS. Each output port consists of up to eight FIFO queues
and each queue has a priority. Incoming packets are put in

FIGURE 2. Example output port with CBS scheduling.

the queue with their priority, thus, multiple flows share the
same queue. The transmission of each queue is defined by
its Transmission Selection Algorithm (TSA) and an optional
TT gate. TSA refers to the scheduler, in Fig. 2, either SP
or CBS. A packet that is waiting in a queue is only eligible
for transmission if the queue’s TSA allows its forwarding
and the gate is open. If multiple packets are eligible at the
same time, they are selected according to their priority.
We assume all TT gates to be open constantly, thus, not

affecting the transmission. In our models, the TSA of the
highest priority queues is CBS. For each output port, a max-
imum of seven CBS queues are recommended. Each CBS
queue has a credit cu,v,p(t) and packets are only allowed for
transmission if cu,v,p(t) ≥ 0.

We explain the functionality of CBS with the example
shown in Fig. 3, assuming two CBS queues. The phases are
illustrated by letters at the bottom of Fig. 3.

• Phase (a): In this example, for priority 0, three pack-
ets are waiting for transmission at time t = 0 while
in priority 1 only one packet is queued. For illustra-
tion, we assume that a best-effort (BE) packet is under
transmission when the four CBS packets arrive.

• The credit cu,v,p(t) for each CBS queue increases with
the rate called IdleSlope idSlu,v,p. The credit of a queue
increases when scheduled traffic cannot be sent due to
an ongoing transmission of other queues or because the
credit is negative. E.g., in Fig. 3 both queues need to
wait for the transmission of the BE packet at t = 0 and,
thus, their credit increases.

• Phase (b): After the BE packet is finished, both CBS
queues have a positive credit and eligible packets, so
the priority is used to decide on transmission. Thus,
priority 0 can send first.

• During the transmission of packets, the credit of the
sending queue decreases with the rate called SendSlope
sdSlu,v,p with sdSlu,v,p = idSlu,v,p − C.

• Phase (c): In the worst-case, priority 0 will start a
maximum packet transmission at the moment its credit
reaches 0. This delays the transmission of priority 1 the
most.

• Phase (d): After sending three packets of priority 0,
the credit of this queue is negative, and priority 1 is
allowed to send.

• As the credit of priority 0 is negative, it increases with
idSlu,v,0. New packets of priority 0 would be delayed
until the credit cu,v,0(t) reaches at least 0 again.
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FIGURE 3. Transmission behavior of priority 0 and 1, illustrating the credit evolution. At the bottom, packet transmissions and their worst-case duration to maximize the credit
of priority 1 are illustrated.

• Phase (e): If a queue is empty, but the credit is positive,
the credit of this queue is set to zero as shown for
priority 1 at the end of Fig. 3.

With this behavior, idSlu,v,p of a queue defines both, the
maximum and minimum guaranteed bandwidth. Defining a
maximum bandwidth is different when compared to, e.g.,
SP or DRR scheduling. As a result, CBS queues introduce a
per-queue shaping behavior and, thereby, improve the overall
delays for lower priority traffic.

C. NETWORK CALCULUS MODELS
NC derives guarantees on queuing and transmission delays
and backlogs by defining maximum and minimum curves to
describe traffic entering and leaving a system, in our case,
a TSN output queue. We will present the corresponding NC
definitions and guarantees for CBS in this section. The basic
curves are illustrated in Fig. 4. A detailed introduction to NC
can be found in [37], [38]. For the definition of all variables,
please refer to Table 2.

1) FLOW ARRIVAL CURVE

An arrival curve α(t) represents the maximum number
of bits that arrive at an output queue in a time interval
of length t [37]. To describe this, we model the max-
imum sending behavior for flows. The IEEE 802.1Qcc
standard [19] defines that each talker informs the CNC
about the characteristics of its flow for reservation. The
flow characteristics are defined by the maximum number of
packets, called MaxIntervalFrame (MIF), with a maximum
size of MaxFrameSize (MFS) bytes that are sent within any
interval of length ClassMeasurementInterval (CMI). From
this, the maximum amount of data in bits m that flow f can
send during an interval of length CMI can be derived as
m = MIF ·MFS · 8. For consistency, we assume packet sizes
and MFS to include all headers, preambles, and inter-packet
gaps (IPG).
Using these values, each flow can be described at

the talker by an arrival curve of the following form
[39], [40], [41]:

α(t) = b+ r · t (3)

FIGURE 4. Simple NC curves and guarantees for a single queue.

with b = m · (1 − r
C ) and r = m

CMI for periodic sending.
Thereby, it is assumed that all traffic m is transmitted in a
burst. Due to the serialization of packets, this burst can be
described by b. For aperiodic flows, m is doubled. Thus,
we can derive the complete arrival curve from each flow’s
reservation request at the CNC.

2) SERVICE CURVE

Service curves model the minimum service of a flow during
each period of length t at one output queue [37]. The service
curve for CBS is a rate-latency curve with the following
form [32], [39], [40]:

βR,T(t) = R · [t − T]+ (4)

For queue (u, v, p) the rate R and latency T are defined as:

Ru,v,p = idSlu,v,p

Tu,v,p = cu,v,pmax

idSlu,v,p
(5)

Since the IdleSlope is the allocated bandwidth for each
queue, it is also the rate parameter Ru,v,p in this formula.
cu,v,pmax models the highest credit that is possible for this queue.
Thus, flows of priority p are guaranteed to send after this
worst-case value is reached, which is modeled as the latency
Tu,v,p. This is also illustrated with phase (b) and (d) in
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FIGURE 5. Arrival curve for queue (u, v, 0). We illustrate the effect of the preceding link and CBS shaping. For simplicity, we assume that queue (u, v, 0) has only one
preceding input link u′, u and two preceding CBS queues.

Fig. 3. The maximum and minimum CBS credits at (u, v, p)
are defined as [16], [39]:

cu,v,pmax = idSlu,v,p ·
∑p−1

i=0 c
u,v,i
min − lu,v,p

∑p−1
i=0 idSl

u,v,i − C
and cu,v,pmin = sdSlu,v,p · L

u,v,p

C
(6)

3) OUTPUT ARRIVAL CURVE

After a flow traverses an output queue, its burstiness can
increase due to the experienced delay. A flow’s maximum
output arrival curve describes this changed transmission
behavior of a flow after being served by a queue with the
service curve β. This output arrival curve then serves as
input to the next node on the flow’s path. We calculate the
maximum output arrival curve for each flow after each hop
with [37]:

α∗(t) = sup
0≤s
{α(t + s)− β(s)} (7)

With a token-bucket arrival and a rate-latency service curve
βR,T(t), this equation can be simplified to α∗(t) = α(t+T),
as illustrated in Fig. 4. To analyze the end-to-end delay of
flows over the network, we iteratively calculate the output
arrival curve after each queue and use it as input at the next
queue.

4) SHAPER CURVES

In NC, shaper curves can be used to apply upper bounds
on the arrival of queues, if the system offers this behav-
ior. Thereby, they reduce the arriving traffic and, thus, can
improve the worst-case guarantees on delay and backlog.
Precisely, CBS networks allow for two shaper curves: link
shaping and CBS queue shaping.
Without shaping, all flows scheduled by one queue are

considered as an aggregate and summed up. For multiple
flows, this models an instantaneous arrival of packets from
all flows. As they are transmitted over physical links, the
arrival of all packets cannot happen instantaneously but is
shaped by the link rate. Assuming an input link rate of C,
the link shaper curve is defined by σ

u,v
l′ (t) = C · t. However,

as we put complete packets in the output queues, we have
to account for the transmission delay per link. Therefore,

we add the concept of a packetizer to this shaping behavior,
leading to [16], [33], [37]:

σ
u,v
l (t) = Lu,v + Ct (8)

For cut-through networks, this shaper curve would not be
increased by a whole packet Lu,v but only by the size of the
header required to read before forwarding the packet.
As idSlu,v,p also denotes the maximum output rate for

queue (u, v, p), it defines an upper bound on the maximum
output and, thus, to the arrival curve of subsequent network
elements. The concept of CBS shaping to introduce an upper
bound on the output arrival curve was first proved in [39].
In contrast to the worst-case credit, as in (4), CBS shaper
curve models the optimal credit evolution, resulting in a
non-greedy maximum shaper curve of [16], [39], [42]:

σ
u,v,p
CBS (t) = idSlu,v,p ·

(

t + cu,v,pmax − cu,v,pmin

idSlu,v,p

)

(9)

5) QUEUE ARRIVAL CURVE

Let A(u′,u,p′),(u,v,p)(t) denote the aggregated arrival of all
flows at queue (u, v, p) after queue (u′, u, p′), see also Fig. 5.
We apply the CBS shaping effect for each preceding queue:

A(u′,u),(u,v,p)(t) =
Q−1
∑

p′=0

min
(

A(u′,u,p′),(u,v,p)(t), σ
u′,u,p′
CBS (t)

)

(10)

Simply spoken, A(u′,u),(u,v,p) denotes the aggregated arrival
from link (u′, u) heading to queue (u, v, p) and upper
bounded by the shaping of the CBS queues.
Additionally, the arriving traffic of one link is shaped

according to the link shaping curve. Let L−u,v,p be the set of
incoming links for queue (u, v, p). Then, the shaped arrival
curve for one queue can be described as:

αu,v,p(t) =
∑

(u′,u)∈L−u,v,p
min

(

A(u′,u),(u,v,p)(t), σ u
′,u

l (t)
)

(11)

For illustration, the order of shaping and the resulting arrival
curves are shown in Fig. 5.
Fig. 6 shows all presented NC curves for multiple hops.

For illustration, we assume that ES are not CBS-shaped.
Thus, the arrival curve at the first hop is the sum of all flow

1840 VOLUME 3, 2022



FIGURE 6. NC analysis for a CBS network with a single CBS queue of priority 0. We illustrate the curves for the first hop with ID 1 with no CBS shaping and all further hops
with ID i with CBS shaping.

arrival curves shaped by the first link. This is visualized
by the green dotted line for the first hop. We calculate the
maximum output after each queue. All further queues have
preceding CBS queues, thus, we apply the CBS shaper curves
as well. As a result, for the arrival curve at the i’th hop
traversing to the (i+1)’th hop, we shape all output arrival
curves of preceding queues by the link and CBS shaper
curves. This is exemplified on the right side of Fig. 6.

6) MAXIMUM OUTPUT, DELAY, AND BACKLOG

Using the previously defined shaped arrival and service
curves, we can derive an upper bound on the backlog and
the delay introduced by each queue for all packets. To find
the maximum delay, we calculate the horizontal distance at
each kink point of both curves and use the maximum. The
definition for the maximum horizontal distance is [37]:

Du,v,p ≤ sup
0≤s
{

inf
{

τ ≥ 0 | αu,v,p(s) ≤ βRu,v,p,Tu,v,p(s+ τ)
}}

(12)

Analogously, the maximum vertical distance between the
arrival and service curve is the worst-case backlog, defined
as [37]:

Bu,v,p ≤ sup
0≤s
{

αu,v,p(s) − βRu,v,p,Tu,v,p(s)
}

(13)

D. STATE-OF-THE-ART CONFIGURATION
The IEEE 802.1Qat [17] and 802.1BA-2021 [30] standards
define the decentral configuration for CBS queues. Thereby,

flows’ requirements are propagated in the network using
SRP, which also configures the TSN bridges. The bridges
keep track of the existing reservations and decline new reser-
vations if not enough resources are available, or the flows’
deadline cannot be guaranteed. Thereby, the delay is calcu-
lated in each bridge using locally available information. The
formula for priority 0 is provided by the standard [30] as
follows:

Du,v,0 = Du,vproc + D
′u,v
t + Lmax

C

+

⎛

⎜

⎜

⎝

idSlu,v,0

C
︸ ︷︷ ︸

perc. of link rate

· CMI− Du,vt

⎞

⎟

⎟

⎠

· C

idSlu,v,0

(14)

The first line of (14) represents processing and transmis-
sion delays, with D

′u,v
t being Du,vt without IPG. As we

are considering worst-case queuing delay, they also add the
non-preemptive interference of a maximum size packet Lmax.

The second line is an estimation of the maximum queuing
delay. The percentage of the reserved link rate is used to
model the arrival during one CMI. Traffic is received by the
link rate C and forwarded by the maximum rate idSlu,v,0,
which is represented by the right side of (14).
For this estimation, the standard defines CMI as a global

constant for all flows of priority 0. As we can see in (14),
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FIGURE 7. The overall process of our central admission control scheme.

higher values for CMI increase the estimated queuing delay.
Therefore, CMI is set to a small value of 125μs.

Equation (14) models arriving traffic up to the queue’s
IdleSlope and does not consider preceding queues with
potentially lower IdleSlopes. However, this can lead to overly
pessimistic estimations. Besides, the small and fixed value
for the sending interval CMI leads to overheads when reserv-
ing flows, as will be illustrated in Section VI-C. Additionally,
the multitude of reservation messages in the decentral
approach can exceed the processing capacity of bridges [43].
With a central architecture, the size and frequency of reserva-
tion messages can be reduced. In the following, we will refer
to the decentral approach using (14) as standard approach.

V. ADMISSION CONTROL
In this section, we will first explain the common basis of
our two models and then present the check for reservation
by each model in detail.
Following the IEEE 802.1Qcc standard, our models are

implemented in the central TSN instance called CNC. The
CNC is a separate instance responsible for the reservation
and configuration of all flows and nodes in the network.
It is aware of the complete network topology and available
hardware, similar to an SDN controller. To communicate
with the TSN network devices, network management proto-
cols are used such as the Network Configuration Protocol
(NETCONF) defined in RFC 6241.1

1. https://datatracker.ietf.org/doc/html/rfc6241

A. COMMON BASIS OF BOTH MODELS
Our two models allow reservations for arbitrary networks
(e.g., star, ring, tree,. . . , ) and an arbitrary number of CBS
queues, assuming that the CBS queues have the highest pri-
ority at each hop. Be aware that the TSN standard defines
that there must be at least 2 and a maximum of 7 CBS
queues.
Fig. 7 shows the general architecture and logic of our

central admission control scheme. As input, our models
need the network topology and a flow f with the following
information:

• CMI, MFS and MIF, as described in Section IV-C-1
• source and destination node
• maximum deadline requirement

This information is forwarded by the ES to the CNC.
Besides, each new network device registers itself at the CNC,
as defined in [19]. With this information, we represent the
topology internally as a graph, as will be described later. No
further input is required for the proposed algorithm.
We address three problems in our admission control

scheme:

• Routing and Prioritization: For each flow f , we find
a path through the network and the flow’s priority at
each hop.

• Device Configuration: For each CBS queue in the
network, we define individual IdleSlopes.

• Flow Reservation:We reserve available resources in the
network for flow f .

Each of these problems is solved with three goals:
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Algorithm 1: General Flow Allocation
Input: network ← MultiDiGraph with queue sizes

and linkrate
Input: method ← cost-function for routing
Input: MDM: param ← delay per queue
Input: FSM: param ← IdleSlope (optional: reduced

queue sizes)

1 Network nw = defineNetwork (network, param);
2 Function register (flow f ):
3 P ← nw.getPath(flow=f , deadline=Df );
4 foreach path p ∈ P do
5 success ← True;
6 foreach hop h ∈ p do
7 success ← nw.hasAccess(flow=f , hop=h);
8 if not success then
9 break;
10 end
11 f ← nw.outputCurve(flow=f , hop=h);
12 end
13 if success then
14 pf ← p;
15 break;
16 end
17 end
18 if success then
19 nw.reserveFlow(flow=f , path=pf );
20 break;
21 end
22 end

• all newly registered and already reserved flows f ∈ F
keep their end-to-end deadline guarantees

• no CBS queue experiences buffer overflow
• the number of reservable flows, as well as the chance
of successful future reservations, is maximized

We can formulate these goals by the following constraints:

Df ≤ Dmaxf ,∀f ∈ F (15)

Bu,v,p ≤ Bu,v,pphy ,∀(u, v, p) ∈ E (16)

and with Fmax being the maximum number of reservable
flows, the objective function is:

maximize (|Fmax|) (17)

As our proposed solution is an online algorithm, we cannot
apply an optimization function to a set of pre-defined flows.
Instead, we apply an iterative approach, which aims at maxi-
mizing the number of reservable flows, as expressed in (17).
While the constraints are checked after each iteration and
never violated, the objective is only approached by consid-
ering variable routing weights. The general algorithm will
be explained in the next section.
In CBS networks, additional traffic has the potential to

increase the delay for already reserved flows, as well as

the buffer sizes in queues. However, for scalability and
efficiency, we ensure that adding, changing, or removing
reservations only affects nodes on the flow’s path, not
the whole network. Besides, existing reservations are not
violated, when new flows are reserved. To ensure this,
our models offer reservation-independent guarantees on the
queuing delay for flows. This is solved differently in the two
models and will be explained in detail in the corresponding
sections.
Of course, we can also run our models offline for a com-

plete set of flows. In this case, we can introduce additional
benefits by sorting the flows according to their relevance, as
- if not all flows can be reserved - the least relevant flows
remain, and their scheduling can be retried with less strict
deadline constraints or smaller bandwidth requirements.

1) GENERAL ALGORITHM

Algorithm 1 shows the program structure that our two models
have in common: Before flows can be allocated, the network
topology is built as a directed multi-graph, representing the
network characteristics (line 1). For each new registration of
a flow of interest (FoI), we obtain potential candidate routes,
with the routing algorithm introduced in Section V-A-2 (line
2-3). Then, the candidate paths are successively checked
at each hop whether they allow for a reservation of the
FoI in the output queue (line 4-10). After each hop, the
output arrival curve is calculated for the next hop on the path
(line 11). The first path for which all checks are successful
will be chosen for the allocation of the FoI (line 13-end). The
CNC will then inform each device on the path about the new
flow, its priority at this hop, and the necessary IdleSlopes
for each CBS queue.
The main difference between our two models is the check

for a reservation on a path, which is represented by the
hasAccess function (line 7) of Algorithm 1. In this func-
tion, the Fixed Slope Model (FSM) defines the maximum
possible IdleSlope at each hop and, thus, up to which max-
imum arrival we will reserve flows at this queue. The
second model, Maximum Delay Model (MDM), assigns a
maximum delay to each queue and later calculates the cor-
responding IdleSlopes to ensure that this delay is guaranteed.
The two models also differ in the outputCurve function
(line 11). Both will be explained in Sections V-B and V-C
correspondingly.
If the reservation for a FoI is not possible, e.g., because no

path can keep the end-to-end deadline constraint or neces-
sary queues are already fully reserved, our framework either
informs about the bottleneck queues or reports which delay
could be guaranteed instead. So, the registration for this flow
can be retried with the increased deadline constraint or the
user can decide whether other flows need to be de-registered
to allow the FoI’s reservation. Be aware that, depending on
the routing choice, flows preventing the FoI from registra-
tion might be able to choose a different path. In the future,
we want to test this automatically to improve the user’s
information.
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2) ROUTING

A main advantage of our solution is that we do not require
an a-priori mapping of flows to priorities. Constant priorities
of flows might result in a lower utilization of the network,
as high priority queues might be occupied without necessity.
In TSN forwarding devices, each flow (called TSN stream)
is handled by a stream filter. With this filter, it can get an
internal priority value specification assigned which is then
used to determine the priority for this hop [44]. However,
allowing variable priorities per hop increases the solution
space for the configuration. The number of choices for the
reservation increases for each physical route between two
nodes from Q to Q|L�|. Note that - if this flexibility is not
required - it is possible to only allow constant priorities with
our models by including only paths with the same priority
in the solution space.
We use a delay-constrained least-cost (DCLC) routing

algorithm, based on the weighted K-shortest-paths routing
algorithm, as proposed in [45]. We decided on a loopless
routing algorithm, as its complexity increases only linearly
with K. The cost-function either represents the path length or
the remaining rate of each link. Be aware that this does not
ensure optimality for the total of reservations. However, by
considering the remaining rate, the reservations can be bal-
anced in the network which increases the chance for future
successful reservation, as will be discussed in Section VI-B-1
The routing algorithm returns K candidate paths, i.e., phys-

ical routes. For multiple priorities at each link, we use the
lowest delay value as constraint in the routing algorithm.
Then, we check the priority queues in each candidate path
successively. Thereby, the algorithm can be configured to
prefer high or low priority queues. Due to our reservation-
independent models, the network topology can be changed,
especially, new ES can be added during runtime. However,
to make sure that no existing reservation is violated, the
newly added topology may not change existing paths.

3) UPPER BOUND ON IDLESLOPES

The values for the IdleSlopes in a CBS network are not
defined by the standard [11]. However, in practical use cases,
the sum of IdleSlopes per output port should not exceed 75%
of the outgoing link rate, to ensure that 25% of the link rate
is left for non-AVB traffic:

Q−1
∑

p=0

idSlu,v,p ≤ idSlu,vmax ≤ 0.75 · C (18)

Thereby, idSlu,vmax denotes the user-defined maximum allowed
sum of IdleSlopes for each output port.
Our configuration models define the IdleSlope values

idSlu,v,p for each CBS queue in the network and reserve
flows while guaranteeing the inequality of (18), as well as
maximum delay and backlogs.
Additionally, we can use only a subset of CBS queues for

our reservations, leaving other CBS queues for traditional
or decentral configuration without deadline guarantees. For

this scenario, HRT traffic can be reserved using our config-
uration models to offer strict guarantees, while SRT traffic
can still use the remaining CBS queues without the need for
reservation, and NRT traffic remains for the BE queue. A
typical example of SRT traffic in this context are audio and
video flows where the packets should arrive within a certain
time but the application can tolerate some packet losses. To
assure this, our algorithm needs to lower idSlu,vmax as defined
in (18), leaving some rate for the non-reserved queues.

B. FIXED SLOPE MODEL
In the following, we will explain how we derive reservation-
independent but hard guarantees for delay and backlogs in
each of our two models and check for the access of a new
FoI. Our first model is called Fixed Slope Model (FSM), as
it requires the IdleSlope of each CBS queue statically as
input parameter. We represent flows using the arrival curves
defined by NC and reserve flows dynamically in the queues
until an upper bound on the aggregated arrival is reached.
Initialization: As main part of FSM, we define a worst-

case service curve for each queue, regardless of the reser-
vation state of the network. Therefore, we use maximum
values for the CBS service curve as defined in (4). With the
service curves depending on the packet sizes in the individ-
ual queues, we need to define Lmax to be the upper bound
on all packet sizes in FSM. As a result, the service curves
for all the queues are known before the reservations start.
Given these service curves, the FSM algorithm then

computes a maximum allowed arrival curve for each queue:

α̂u,v,p(t) = b̂u,v,p + r̂u,v,p · t (19)

The long-term arrival rate r̂u,v,p must not exceed the service
rate idSlu,v,p, otherwise the delay and backlog may increase
infinitely:

r̂u,v,p ≤ idSlu,v,p (20)

We then use the maximum physical queue size Bu,v,pphy and
the maximum rate r̂u,v,p = idSlu,v,p to define the maximum
allowed arrival curve. Using r̂u,v,p and Bu,v,pphy , we can define

the initial burst b̂u,v,p, as illustrated in Fig. 8.
Given these maximum arrival and service curves, FSM

ensures that new reservations do not violate existing reser-
vations, and neither do they influence the reservations at
other parts of the network than the flow’s path.
The maximum arrival curve can be improved by applying

link and CBS shaping. As already discussed in [31], the
effect of shaping this maximum allowed arrival curve is
limited. For a queue (u, v, p), the set of all input links is
L−u,v,p and the set of all input edges is Q−u,v,p. The maximum
allowed arrival curve can be shaped by considering all input
links n = |L−u,v,p| and the maximum packet size Lmax. This
results in the following reservation-independent link shaper
curve:

σ̂
u,v
l (t) = n · (Lmax + Ct) (21)
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FIGURE 8. Maximum allowed arrival curve and upper bound on delay and backlog
for FSM.

We can also define upper bounds for the maximum and
minimum credit for each preceding CBS queue. With this,
we can model reservation-independent CBS shaping behavior
of preceding queues as:

σ̂
u,v,p
CBS (t) =

∑

(u′,u,p′)∈Q−u,v,p
σ
u′,u,p′
CBS (22)

The green dotted line in Fig. 8 shows the shaped maxi-
mum allowed arrival for a CBS queue which guarantees that
the queue size is not surpassed and results in a maximum
possible queuing and transmission delay D̂u,v,p at this queue.
We use the derived D̂u,v,p for our DCLC routing algorithm.

Be aware that flows experience smaller delays as long as
the aggregated arrival curve of the reserved flows is smaller
than the maximum allowed arrival curve at this queue.
hasAccess: The hasAccess function in Algorithm 1 uses

α̂u,v,p(t) for each queue to check for the reservation of a
FoI. As long as the sum of arrivals of reserved flows does
not exceed r̂u,v,p and Bu,v,pphy , the reservations are accepted.
Additionally, we shape the aggregate arrival curves at

each queue for the actual reserved traffic. In contrast to the
previously described shaping of the maximum allowed arrival
curve α̂u,v,p, shaping the actual queue arrival curves has a
significant effect on reducing the backlogs in the network
as shown in Section VI. Thereby, the reservations in each
queue can be shaped to the link shaping curve using the
actual packet sizes Lu,v,p instead of Lmax which we needed
for the maximum allowed arrival curve in (21).
While we also use the actual IdleSlopes for CBS shaping

in the queues, we omit using the actual packet sizes for
CBS shaping. An update in the maximum packet size of
a queue will change the CBS shaping behavior of equal
and lower priority queues. This requires reshaping in all
succeeding queues of the same and lower priorities for each
updated packet size, triggering an update of a large part of the
network. With our model operating at runtime, we omit this
reshaping for performance reasons and use Lmax. However,
when our solution is used as an offline configuration, actual
packet sizes for CBS shaping can be used as additional
improvement.

outputCurve: The arrival output in Algorithm 1 is cal-
culated for each flow at each hop individually in the
outputCurve function. With the shaping at each queue,
we can spare individual per-flow shaping, increasing the
performance of the output calculation. In fact, the out-
put calculation of (7) for each flow can be simplified to
α∗(t) = α(t + Tu,v,p).
reserveFlow: If it is possible to reserve the FoI in all

queues on the path, the reservation in the network devices
can be triggered. Otherwise, the next candidate path will be
checked until the reservation is possible. If no path allows
for the FoI’s reservation, the user can be informed for further
actions.

C. MAXIMUM DELAY MODEL
Instead of fixing the IdleSlopes, our Maximum Delay Model
(MDM) uses a maximum delay D̂u,v,p for each queue as
input. It adapts the IdleSlopes depending on the reservations
to guarantee that this delay is never surpassed. In contrast
to the first model, we do not define an upper bound on the
arrival curves. Instead, we define the IdleSlopes and, thus,
the service curves, after each reservation.
hasAccess: When checking for access of a new FoI, we

add its arrival to each queue successively on a candidate
path, shape the aggregated arrival at each queue, and cal-
culate the required service curves to meet the predefined
delay. As the service curves change with each registration
and de-registration of a FoI, the output arrival and shaper
curves also change. To ensure that new registrations will not
lead to violations of existing reservations, we need to define
reservation-independent bounds for these two curves.
Again, we use the actual packet sizes for link shaping at

each queue. As the IdleSlopes are potentially changed with
every reservation, the worst-case IdleSlope for each queue is
idSlu,vmax. However, if we assume idSlu,vmax for the CBS shap-
ing of each queue, this worst-case shaping would only lead
to an insignificant effect, as only the sum of queues could
actually reach this value. While we shaped each queue to
the real preceding IdleSlopes idSlu,v,p in FSM, we can only
use idSlu,vmax for each queue in MDM. Thus, as an improve-
ment, we aggregate the CBS shaper curves per preceding
link instead of shaping each preceding queue individually.
This is reflected by changing (10) to:

min

⎛

⎝

Q−1
∑

p′=0

A(u′,u,p′),(u,v,p)(t),
Q−1
∑

p′=0

σ
u′,u,p′
CBS (t)

⎞

⎠ (23)

A proof can be obtained by simple case differentiation. For
the aggregated CBS shaping curves, we can then replace the
sum of IdleSlopes with idSlu,vmax as:

Q−1
∑

p=0

σ
u′,u,p′
CBS (t) ≤

Q−1
∑

p=0

b̂u,v,pCBS + idSlu,vmax (24)
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FIGURE 9. Illustration of IdleSlope calculation for MDM at each queue. The resulting
IdleSlope at this queue is Ru,v,p

3 .

The maximum burst for the CBS shaper curve is derived
by assuming worst-case IdleSlopes for each queue:

b̂u,v,pCBS = max
idSlu,v,i,i≤p

(

cu,v,pmax − cu,v,pmin

∣

∣

p
∑

i=0

idSlu,v,i ≤ idSlu,vmax
)

(25)

We replace the packet size for all shaping curves with Lmax,
for the same reasons as in FSM.
Using the shaped arrival curve, we calculate service curves

for each queue that actually guarantee D̂u,v,p after each new
reservation of a FoI. To derive idSlu,v,p, we check every
kink point i of the shaped arrival curve and calculate the
rate Ru,v,pi which results in a delay of D̂u,v,p at this point.
This is illustrated in Fig. 9.

The service rate must be greater or equal to the long-term
reserved rate ru,v,pα at each queue. Thus, the resulting service
rate is:

Ru,v,p = idSlu,v,i = max

(

ru,v,pα , max
i

(

Ru,v,pi

)

)

(26)

For βR,T(t), Tu,v,p has been introduced in Section IV-C-2 as:

Tu,v,p =
∑p−1

i=0 c
u,v,i
min − lu,v,p

∑p−1
i=0 idSl

u,v,i − C
(27)

Since lu,v,p depends on BE traffic, we replace it with Lmax.
Besides, we see that the service curve depends on the
IdleSlopes and maximum packet sizes (due to cmin) of higher
priority queues. Therefore, after each reservation, we need to
successively update the service curves of all lower priority
queues (u, v, i) with p < i < Q and, thereby, recalculate all
idSlu,v,i.
outputCurve: MDM changes Tu,v,p after each reservation.

Therefore, in the worst-case, the output arrival curve thus
would be increased by α∗(t) = α(t+ D̂u,v,p) (remember that
we used Tu,v,p for FSM). This pessimism is a significant
limiting factor for MDM.
However, we can improve this as we know that an output

arrival curve is only relevant if at least one reservation is
made. With the smallest Ethernet packet having a size of
64 B and the maximum rate being idSlu,vmax, we know for a

given delay D̂u,v,p, the largest possible value for Tu,v,p is

Tu,v,p = D̂u,v,p − 64 B

idSlu,vmax
(28)

leading to

α∗(t) = α

(

t + D̂u,v,p − 64 B

idSlu,vmax

)

(29)

reserveFlow: If we find valid IdleSlope that can guarantee
D̂u,v,p in each queue, the flow is reserved in the network
devices. If instead the reservation violates constraint (16)
or (18), other priorities and paths are checked successively.
If all paths fail, the FoI cannot be reserved.
For MDM, prioritizing lower priority queues in routing

can lead to a blocking situation. Low priority queues may
get assigned all flows and, thus, set the IdleSlope to the
maximum value. This would result in higher priority queues
having no IdleSlope for their reservation left and, thus, being
unused. A potential solution to this shortcoming is by choos-
ing either variable cost-functions [31], prefer high priority
queues if possible, or set minimum values for the IdleSlopes
of each queue that need to be available for them.
Redefining the IdleSlopes for every flow reservation is

both advantageous and disadvantageous. On the one hand,
it ensures that the chosen slopes are always at the minimum
necessary rate and, thus, reduces the burstiness of lower
priority traffic. On the other hand, devices which need to
reserve a new flow also need to reconfigure their IdleSlopes.
Reconfiguring queues during runtime is also defined in the
TSN standard [19]. However, if bridges do not allow safe
reconfiguration at runtime, then MDM may only be used
offline before the network setup.

VI. EVALUATION
We categorized our evaluations into three main parts, each
investigating separate influences. First, we illustrate the
effects of each model in individual queues of a small
network. Afterwards, we apply both models to industrial
networks to study network-wide effects. Finally, we com-
pare the benefits of our central approaches to the decentral
solution of the TSN IEEE 802.1Qat standard.
If not stated differently, all of our simulations allow a

reservation of up to 75% of the available link capacity, we
assume two CBS queues, the priority of each flow is assigned
dynamically at each hop, and the maximum BE packet size
is assumed to be 1522 B. The default routing algorithm will
prioritize high priority queues with K = 2 and the duration
of flow reservations is exponentially distributed with a mean
of 100 s.

A. INDIVIDUAL QUEUES STUDIES
In the following, we assume a two-hop line-topology with
1 Gbit/s links.
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FIGURE 10. Effects of input parameters on the number of reserved flows.

1) INPUT PARAMETER EFFECT

To illustrate the effect of different input parameters in each
model, we observe the number of flows that can be reserved.
On average, 250 new flows are registered per second. The
flow parameters are derived from [31] with a data rate uni-
formly distributed between 50kB/s and 150kB/s, a burst size
between 70B and 150 B, and a maximum packet size ranging
from 64 B to the burst of the flow. This leads to a situation
in which the resources cannot serve all flows and, thus, we
can show the limits of both models. We assign a deadline
of 4 ms to 20% of all flows, while the others are set to
7 ms. Fig. 10(a) varies the IdleSlope for priority 0 in FSM,
and priority 1 receives the remaining slope percentage up to
75% of the link bandwidth. We can see the effect of varying
IdleSlopes and queue sizes in FSM in Fig. 10(a). Fig. 10(b)
shows the result for MDM with a fixed queue size of 60kB
and varying delay values for the two priority queues.
As we can see, for the optimal parameters, the maximum

number of reserved flows becomes similar in both models.
In FSM, assigning large IdleSlopes values to one of the
two queues prevents reservations in the other queue - due
to the high delay for small IdleSlopes. In MDM, assigning
high delays leads to the rejection of flows - due to buffer
overflow - as we use the delay to increase the burstiness at
each hop. On the other hand, small delays require MDM to
assign higher IdleSlope values, leading to a rejection of flows
as these delays cannot be guaranteed. The dappled area of
Section V-C has been explained before: It occurs when low
priority queues set the IdleSlopes close to the maximum
capacity. Then, reservations in higher priority queues are
prevented as no IdleSlope is left, resulting in a too pessimistic
reservation. Thus, choosing fitting input values for MDM is
of significant importance. With Fig. 10(b), we could show
that it is advantageous to distribute delays over both queues
with higher priorities having a similar or lower priority than
low priority queues.
To show the effect of large queue sizes on FSM, we also

conducted the simulation for larger queue sizes in Fig. 10(c).
Be aware that this simulation now offers more resources than
Fig. 10(a) and Fig. 10(b) and, thus, prevents a direct compar-
ison. However, we can show that with increased queue size,

the maximum allowed arrival curve will increase, leading to
a higher per-hop delay. Thus, FSM is not able to reserve
flows with low deadline constraints anymore. In such cases,
it is thus beneficial to artificially reduce the queue size. For
MDM, higher queue sizes are always beneficial.
Note that the delays for both MDM and FSM are not enti-

tled to tightness, as - to enable online reservation - we applied
worst-case estimations, e.g., on the arrival and preceding
shaping behavior, as explained in Sections V-B and V-C.

2) SHAPING EFFECT

The shaping effect of CBS when reserving flows has a sig-
nificant impact on the backlogs and assigned IdleSlopes in
the network. To compare both models, we do not assign
deadline constraints for the flows to allow that both models
reserve a total of 150 flows in parallel. We use the optimal
values derived for both models from a parameter variation.
Fig. 11(a) shows the reserved backlog in the second hop.
As we can see for FSM, without CBS shaping, the backlog
increases linearly as the burst size of the flows increases
linearly too. Introducing CBS shaping fixes this backlog to
a maximum value for FSM. For MDM, the backlog in the
second queue does not increase linearly, as the IdleSlopes in
the queues are increased with larger arrivals. Therefore, we
see in Fig. 11(b) how the IdleSlopes are constant for FSM
but increasing for MDM. However, the assigned IdleSlopes
are improved by CBS shaping for MDM leaving more rate
to lower priority queues.

B. INDUSTRIAL NETWORK STUDIES
To study network-wide effects, we use ring topologies with
a size of m nodes, with 4 ≤ m ≤ 8, as typical structure
for industrial networks, as well as an automotive network
defined by Renault. All topologies are illustrated in Fig. 12.

1) ROUTING EFFECT

We want to study the effects of the different routing methods
as proposed in Section V-A-2. We differentiate between pre-
ferring priorities and weighting paths with the remaining link
rate. In balanced networks, where the traffic load is equally
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FIGURE 11. Shaping effect on CBS queues.

FIGURE 12. Industrial network topologies.

distributed over the network, weighting the paths with the
remaining link rate does not provide any benefit. Therefore,
we conduct this experiment in a ring with a single high load
link. All links have 100Mbit/s and each node is connected
to two ES, the network topology is illustrated in Fig. 12(a).
We simulate half the flows to have strict real-time require-
ments of 2.5ms deadlines, the others with a relaxed deadline
of 5ms. The average number of flows in the simulation is
533, with 75% having neighboring source and destination
device (shortest path over only two hops) and 25% having
randomly distributed sources and destinations. Each flow
has an exponentially distributed amount of data per interval
with a mean of 188 B and a sending interval of 250μs.
This leads to a situation in which the short path would
be fully occupied with strict and relaxed flows. However,
relaxed flows could also choose the longer route instead.
For MDM, we set the input delays uniformly distributed over
each hop, thereby, enabling the strict flows to take the short
and the relaxed flows the longer route. For FSM, we sim-
ply assume IdleSlopes of 50% for the high and 25% for the

low priority queue. The simulation is repeated 250 times per
routing algorithm and ring size. As we can see in Fig. 13(a)
for MDM and in 13(b) for FSM, prioritizing high priority
queues and balancing the flows by weighting the path with
the remaining available rate results in superior performance.
However, we can also show that the chosen cost-function
for the routing algorithm does not affect the reservations
significantly.

2) RUNTIME

To show the scalability on a larger network scale, we add
a line topology to the previous ring. Each node in the ring
is connected to a line of n nodes ( 4 ≤ n ≤ 8). After the n
nodes, a second ring is added to connect all line topologies.
This results in a maximum of 80 networking devices, as
illustrated in Fig 12(b). A randomly chosen device is work-
ing as an industrial programmable logic controller (PLC). All
flows either originate or end at the PLC and random devices
located in the line topologies. The definitions of flows are
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FIGURE 13. Routing effects.

FIGURE 14. Runtime for flow reservation, including routing, priority assignment,
and admission control.

the same as in Section VI-A-1. The other parameters are ran-
domly chosen within the following intervals: The queue size
is uniformly randomized in [7.71 kB - 380.5 kB]. Each link’s
capacity is either 1Gbit/s or 10Gbit/s. This ensures that not
always the shortest path reservation is possible. For MDM,
the per-hop delay for the two priority queues are uniformly
distributed in [ 5μs - 5ms, 5μs - 50ms], for FSM, the slope of
the first queue ranges from x ∈ [0.1−0.65] with the second
IdleSlope being 0.75−x. The routing algorithm is chosen ran-
domly for each run. We conducted the simulations on an Intel
Core i9-10920X using Python3. We ensured a Single Core
use to increase comparability. Fig. 14 shows the runtime dis-
tribution function after 130 simulations. As we can see, for
FSM, all flows can be reserved in less than 1s with an aver-
age of 759.6μs, the maximum at 105.5ms, and an average of
2487 flows reserved in parallel. For MDM, 99.991% flows
are below 1s, with an average of 7.14ms and the maximum
at 9.84s. On average, 1795 flows are reserved in parallel.
Since these results are for single-thread calculations, we can
conclude that both our models are applicable in Industry
4.0 scenarios.

C. COMPARISON WITH IEEE 802.1QAT
In the following, we will compare our centralized approach
with the decentral reservation of the standard approach (see
Section IV-D). As presented in Section II, the standard
approach is the only alternative state-of-the-art solution for
deadline-guaranteeing online admission control. With the
standard covering priority 0 only, we also only consider
one queue for the following simulations. In these compar-
isons, both of our models profit in the same way from the
increased configuration flexibility and allow for the same
number of reserved flows. Thus, the choice of the model
can solely depend on the preferred model characteristics.
With the following network taken from an automotive case

study done by Renault [18], we illustrate the effects of the
central and decentral configuration when reserving realistic
traffic. Table 3 shows the flow settings, adapted from the
Renault network in [18]. For this simulation, the flows do not
de-register after their reservation. The network combines all
three traffic types, HRT, SRT, and NRT. Fig. 12(c) illustrates
the topology with 100Mbit/s links. Only the link between
Switch3 and DM3 has 1Gbit/s.
Thereby, the main limitations of the standard approach are

due to its strict sending requirements. The sending interval
is always fixed on 125 µs. In contrast, our models allow for
arbitrary sending intervals. The small sending interval leads
to a significant increase in data traffic, due to the following
reasons.
When splitting flow demands over multiple intervals, the

standard requires a multitude of headers for each flow when
compared to our models. Besides, for flows that require
less than a minimum packet size per 125 µs, the standard
still requires a reservation of one packet. With a minimum
Ethernet frame size of 64B and a sending interval of 125 µs,
the minimum reservable flow rate in the standard approach
is > 4Mbit/s.
Besides, the number of packets needs to be distributed

within the flow’s deadline, as already shown in [18]. For
illustration, assume an ADAS Video stream from Table 3. In
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TABLE 3. Renault network flows, adapted from [18].

FIGURE 15. Central versus decentral sending scheme. Central: Only the requested
data is reserved. Decentral: Data has to be reserved every 125 µs.

the central approach, we reserve the data per flow interval
of 16 ms. The shaping will be done on the path due to
the CBS shaping queues and our reservations ensure that all
buffer sizes are limited. Instead, the decentral approach needs
to split the flow demand over 125 µs intervals. When we
assume a path delay of 2 ms, the standard approach needs to
finish the data transmission after 8 ms, to keep the deadline
constraints of the flow. However, for the same video data,
this leads to an increased reservation rate, as illustrated in
Fig. 15: While only 44.5 kB of actual video data are sent
(over 8 ms, including headers), we have to reserve packets
in every CMI and, thus, we reserve twice the rate in total.
For the automotive network of Renault, we illustrate the

average rates, including all headers, for flows which ask for
reservation in Fig. 16(a). In the standard approach, small
flows, such as Audio and Comm. & Control have to reserve
a minimum packet size in every CMI, which increases the
overall rate significantly. The rates for the Video traffic differ
in the standard approach, as we have to consider the deadline
in their reservation.
To demonstrate the effect on schedulability, Fig. 16(b)

shows the number of successful reservations for our central
models and the decentral standard approach. We repeated all
simulations 100 times and randomized the request order and
time of the flows. As we can see, the standard approach is
not able to serve the requirements defined by Renault even

for this small network due to bandwidth constraints, whereas
our models both reliably succeeded in reserving all flows.
Be aware that central approaches can only be compared

up to certain limits with decentral approaches, as a decentral
approach has different benefits, such as no single point of
failure.

VII. SUMMARY
In this paper, we presented admission control schemes for
the Central Network Controller in Time-Sensitive Networks,
which implement Credit-Based Shaper queues. We combine
the priority assignment and routing of flows with finding
deadline-guaranteeing configurations for the network.
We introduced a Fixed Slope Model and a Maximum Delay

Model based on Network Calculus. Both models are able to
reserve time-critical traffic while assuring safe upper bounds
on delay and backlog. While they scale for large indus-
trial networks, their effectiveness depends on the chosen
input parameters. We showed that our centralized approaches
outperform the existing decentral standard approach. We
proposed a priority- and reservation-aware delay-constrained
least-cost routing algorithm. Thereby, preferring high prior-
ity queues and considering remaining rates is most beneficial
for both models. Besides, we are able to utilize the shaping
behavior of CBS queues to reduce backlogs in our models,
while only updating nodes on a flow’s path.
Our Fixed Slope Model uses IdleSlopes as input parame-

ters and allows for reservations up to a pre-defined maximum
arrival curve. The Maximum Delay Model uses per-hop
delay values to dynamically adjust the IdleSlopes after each
reservation.
In our evaluation, the Fixed Slope Model demonstrated

lower runtimes, while also being less sensitive to input
parameter variations. In comparison, the Maximum Delay
Model achieves tight IdleSlopes, which improve the ser-
vice for lower priority queues. These IdleSlopes were further
reduced by the introduction of CBS shaping.
In the future, we want to utilize methods such as

predictive analysis and machine learning to automatically
choose the best set of input parameters. We will also
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FIGURE 16. Results comparing the decentral and central approach in an internal automotive communication network provided by Renault with minimum and maximum error
bars.

consider probabilistic guarantees, using stochastic Network
Calculus, to increase the flexibility of soft real-time traf-
fic. Additionally, we will add more TSN schedulers to
the framework to offer higher flexibility for deadline-aware
configuration in TSN.
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