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ABSTRACT Laser inter-satellite links (LISLs) between satellites in a free-space optical satellite network
(FSOSN) can be divided into two classes: permanent LISLs (PLs) and temporary LISLs (TLs). TLs are not
desirable in next-generation FSOSNs (NG-FSOSNs) due to high LISL setup time, but they may become
feasible in next-next-generation FSOSNs (NNG-FSOSNs). Using the satellite constellation for Phase I of
Starlink, we study the impact of TLs on network latency in an NG-FSOSN (which has only PLs) versus an
NNG-FSOSN (which has PLs and TLs) under different long-distance inter-continental data communications
scenarios, including Sydney–Sao Paulo, Toronto–Istanbul, Madrid–Tokyo, and New York–Jakarta, and
different LISL ranges for satellites, including 659.5 km, 1,319 km, 1,500 km, 1,700 km, 2,500 km,
3,500 km, and 5,016 km. It is observed from the results that TLs provide higher satellite connectivity and
thereby higher network connectivity, and they lead to lower average network latency for the NNG-FSOSN
compared to the NG-FSOSN in all scenarios at all LISL ranges. In comparison with the NG-FSOSN, the
improvement in latency with the NNG-FSOSN is significant at LISL ranges of 1,500 km, 1,700 km, and
2,500 km, where the improvement is 16.83 ms, 23.43 ms, and 18.20 ms, respectively, for the Sydney–Sao
Paulo inter-continental connection. For the Toronto–Istanbul, Madrid–Tokyo, and New York–Jakarta inter-
continental connections, the improvement is 14.58 ms, 23.35 ms, and 23.52 ms, respectively, at the
1,700 km LISL range.

INDEX TERMS Network latency, next-generation free-space optical satellite networks, next-next-
generation free-space optical satellite networks, Starlink, temporary laser inter-satellite links.

I. INTRODUCTION

SPACEX [1], [2], [3] and Telesat [4], [5] are among
several companies who plan to deploy their own low

Earth orbit (LEO) and/or very low Earth orbit (VLEO) satel-
lite constellations. The satellite constellation for Phase I of
SpaceX’s Starlink is currently being deployed, and SpaceX
has already started offering test satellite Internet services
to individual users [6] while Telesat’s Lightspeed will start
offering services in 2023 [7]. Unlike SpaceX’s Starlink,
Telesat’s Lightspeed will provide business-to-business broad-
band Internet connectivity, whereas consumer broadband
Internet is not their focus.
Laser inter-satellite links (LISLs) are deemed essential in

creating free-space optical satellite networks (FSOSNs) [8].
Both SpaceX and Telesat are looking to equip their Starlink
and Lightspeed satellites with LISLs [7], [9]. Starlink

satellites launched on January 24, 2021, were equipped
with laser communication terminals (LCTs) for establish-
ing LISLs. Only Starlink satellites in polar orbits had LCTs
in 2021, whereas all Starlink satellites launched in 2022 are
expected to be equipped with LCTs to create LISLs and
establish an FSOSN.
LCTs for creating LISLs are still in their infancy. Only

a few companies, like Mynaric and Tesat, are developing
LCTs for satellites in upcoming LEO/VLEO constella-
tions. Mynaric’s LCT for LEO satellites, CONDOR, is
expected to offer LISLs between satellites with capaci-
ties of 10 Gbps at an LISL range of 4,500 km [10].
ConLCT1550 is the LCT being developed by Tesat specifi-
cally for LEO satellites, and it is promising to provide LISLs
with 10 Gbps capacity at an LISL range of 6,000 km [11].
The LISL range of a satellite is a range over which it can
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FIGURE 1. An example of intra-orbital plane LISLs between satellite x10101 (i.e., the
first satellite in the first orbital plane of Starlink’s Phase I constellation) and satellites
x10102 and x10166 is shown in this figure. The LISLs are shown by solid pink lines,
while the orbital plane of satellites x10101, x10102, and x10166 is shown by the
dashed yellow line.

establish an LISL with any other satellite that is within this
range.
LISLs have been classified into two main categories [12].

The classification of LISLs in the first category is based on
the location of satellites within a constellation. In this cat-
egory, the LISLs between satellites are divided into four
types: intra-orbital plane LISLs between satellites in the
same orbital plane (OP) (see Fig. 1); adjacent OP LISLs
between satellites in adjacent (left or right) OPs (see Fig. 2);
nearby OP LISLs between satellites in nearby OPs (see
Fig. 3); and crossing OP LISLs between satellites in crossing
OPs (see Fig. 4). Nearby OPs for a satellite lie after adjacent
OPs, and satellites in these OPs move in a direction similar
to that of the satellite.
In the second category, LISLs are classified based on the

duration of their existence between satellites, and are divided
into two types: permanent LISLs (PLs) between a satellite
and its neighbors that are always within its LISL range;
and temporary LISLs (TLs) between a satellite and other
satellites that temporarily come within its range for a short
period during their orbits. Intra-OP LISLs with satellites
in the same OP are permanent in nature, and adjacent OP
LISLs and nearby OP LISLs are usually permanent, whereas
crossing OP LISLs can only exist temporarily as they are
formed between satellites in crossing OPs that are moving
in different directions.
At lower latitudes, for example at the equator, there are

fewer satellites within LISL range of a satellite while at
higher latitudes, near the Polar regions, there are more.
Hence, LISLs with some satellites in adjacent and nearby
OPs can also exist temporarily at higher latitudes when they

FIGURE 2. An example of adjacent orbital plane LISLs between satellite x10101 and
satellites x10265 and x12454 is shown in this figure. The LISLs are shown by solid
pink lines, the orbital plane of satellite x10101 is shown by the dashed yellow line,
while the orbital planes of satellites x10265 and x12454 are shown by dashed pink
lines.

FIGURE 3. An example of nearby orbital plane LISLs between satellite x10101 and
satellites x10362 and x12357 is shown in this figure. The LISLs are shown by solid
pink lines, the orbital plane of satellite x10101 is shown by the dashed yellow line,
while the orbital planes of satellites x10362 and x12357 are shown by dashed pink
lines.

come within LISL range of a satellite at these latitudes.
Such temporary adjacent OP LISLs and temporary nearby
OP LISLs as well as crossing OP LISLs fall within the class
of TLs.
In this work, we investigate the impact of TLs on the

latency of FSOSNs. In doing so, we employ the satel-
lite constellation for Phase I of Starlink. We consider two
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FIGURE 4. An example of crossing orbital plane LISLs between satellite x10101 and
satellites x11232 and x11421 is shown in this figure. The LISLs are shown by solid
pink lines, the orbital plane of satellite x10101 is shown by the dashed yellow line,
while the orbital planes of satellites x11232 and x11421 are shown by dashed pink
lines.

types of FSOSNs: one having only PLs, while the other has
PLs as well as TLs. We call the first type of FSOSN a
next-generation FSOSN (NG-FSOSN) and the second type
a next-next-generation FSOSN (NNG-FSOSN). As part of
our study, we examine the connectivity among satellites
in these networks at seven different LISL ranges, specifi-
cally 659.5 km, 1,319 km, 1,500 km, 1,700 km, 2,500 km,
3,500 km, and 5,016 km. Then, we compare the average
network latency of these FSOSNs for long-distance inter-
continental data communications between ground stations
in cities over the shortest paths across these networks. For
example, we compare the average network latency of their
shortest paths at different LISL ranges for the Sydney–Sao
Paulo inter-continental connection. Furthermore, we compare
these FSOSNs under three other inter-continental connec-
tion scenarios, namely Toronto–Istanbul, Madrid–Tokyo, and
New York–Jakarta, at two different LISL ranges: 1,700 km
(a low LISL range for satellites in Starlink’s Phase I constel-
lation) and 5,016 km (the highest LISL range for satellites
in this constellation).
We observe that satellite connectivity with TLs (i.e., with

PLs and TLs) is at least twice that without TLs (i.e., with
only PLs). The satellite connectivity varies with latitudes
and is higher at higher latitudes. The network connectiv-
ity in the NNG-FSOSN (i.e., the FSOSN with PLs and
TLs) is also at least twice that in the NG-FSOSN (i.e., the
FSOSN with only PLs). For the Sydney–Sao Paulo inter-
continental connection scenario, a comparison of the two
FSOSNs in terms of average network latency could not be
made at lower LISL ranges of 659.5 km and 1,319 km due to
the unavailability of shortest paths across the NG-FSOSN at

these ranges. For higher LISL ranges of 1,500 km or more,
it is observed that the average network latency of the NNG-
FSOSN (with TLs) is consistently better than that of the
NG-FSOSN (without TLs). A similar trend is observed for
the Toronto–Istanbul, Madrid–Tokyo, and New York–Jakarta
inter-continental connection scenarios at the 1,700 km and
5,016 km LISL ranges. To the best of our knowledge, this
work is the first to study the effect of TLs on network
latency (or more precisely average network latency) of an
NG-FSOSN versus an NNG-FSOSN.
The rest of the paper is organized as follows. A brief dis-

cussion of NG- and NNG-FSOSNs is provided in Section II
along with the related work and the motivation for our work.
Section III examines the impact of TLs on satellite con-
nectivity and network connectivity. The effect of TLs on
network latency of the two types of FSOSNs is investigated
in Section IV, and some design guidelines are provided.
Section V summarizes our findings and offers directions for
future work.

II. MOTIVATION AND RELATED WORK
FSOSNs are emerging as a promising solution to provide
low-latency long-distance inter-continental data communi-
cations between financial stock markets [13], where a
1 millisecond advantage in latency in high-frequency trad-
ing can save $100 million a year for a single brokerage
firm [14], and a reduction in latency of a few milliseconds
can translate into billions of dollars of revenues for such
firms. An FSOSN can offer low-latency communications as
a premium service to the financial centers around the globe
and this use-case can help in recovering the deployment and
maintenance cost of FSOSNs.
The current setup times to establish LISLs between satel-

lites range from a few seconds to tens of seconds due to
the pointing, acquisition, and tracking (PAT) process [15]
involved at LCTs in creating LISLs. For example, Mynaric’s
CONDOR LCT requires an initial acquisition time of around
30 seconds. However, once the network is created and the
position and altitude information of satellites is exchanged
among all satellites, the acquisition time for this LCT reduces
to two seconds [16]. Due to these high LISL setup times,
TLs are currently considered undesirable.
The NG-FSOSNs created by employing LISLs between

satellites in upcoming LEO/VLEO constellations, like
Starlink and Lightspeed, are expected to become fully oper-
ational by the mid- to late-2020s. The high LISL setup times
offered by existing LCTs will restrict satellites in these NG-
FSOSNs to only establishing PLs with other satellites [17].
Once the PLs are established between satellites, and the
satellite network is created, these LISLs will need to oper-
ate continuously. However, creating new LISLs and avoiding
corresponding LISL setup delays may not be avertable.
Satellites in these NG-FSOSNs may fail creating the need to
set up new PLs between satellites to route around the failed
satellite.
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TABLE 1. Characteristics of NG-FSOSNs vs. NNG-FSOSNs

In addition to the prohibitive LISL setup times, the com-
plexity in establishing TLs with temporary neighbors—such
as crossing OP neighbors (which temporarily come within
range while crossing) and temporary adjacent OP and tem-
porary nearby OP neighbors (which temporarily come within
range at high latitudes)—moving at high relative velocities
requires a highly sophisticated and accurate PAT system to
establish and maintain such TLs. The creation of an LISL
between a pair of satellites involves pointing a laser beam at
a moving satellite from another moving satellite [18]. This
is a bigger challenge in establishing TLs due to the higher
relative velocities of satellites. Per their 2016 FCC filing,
SpaceX initially planned to equip its Starlink satellites with
five LCTs each [1]. Four LCTs were to be used for estab-
lishing PLs with neighbors in the same orbital plane and in
adjacent orbital planes, while the fifth LCT was intended to
create a TL with a crossing OP neighbor. However, SpaceX
reduced the number of LCTs per a Starlink satellite from five
to four in a 2018 FCC filing [3] due to the high complexity
of developing an efficient PAT system suitable for TLs.
In NNG-FSOSNs (or third-generation FSOSNs), which

are expected to follow second-generation FSOSNs (or
NG-FSOSNs), beginning in the early- to mid-2030s, LISL
setup times are likely to be in milliseconds due to technologi-
cal advancements. We envision that LCTs with such very low
LISL setup times will become available in NNG-FSOSNs.
Not only will such LCTs help in quickly circumventing satel-
lite failure, they will also enable the use of TLs in addition to
PLs, which will positively impact the latency performance of
NNG-FSOSNs. The characteristics that differentiate NNG-
FSOSNs from NG-FSOSNs are summarized in Table 1. The
only operational example of a current-generation FSOSN
(i.e., a first-generation FSOSN) is the European Data
Relay System, which employs 1.8 Gbps LISLs between the
system’s geostationary Earth orbit satellites and client LEO
satellites for data-relay services [23], [24].
The study of latency in FSOSNs has attracted the attention

of the research community [8], [13], [17], [25], [26], [27],

[28], [29]. Typically made of glass, optical fibers have a
refractive index of around 1.5; this corresponds to the speed
of light in optical fiber, which is approximately 50% lower
than in the vacuum of space. This gives FSOSNs (also known
as optical wireless satellite networks) a critical advantage
over optical fiber terrestrial networks in terms of latency for
long-distance inter-continental data communications. In [8],
a use-case was investigated to determine the suitability of
optical wireless satellite networks for low-latency data com-
munications over long distances in comparison with optical
fiber terrestrial networks. It was noted that an optical wireless
satellite network at 550 km altitude provided better latency
than an optical fiber terrestrial network when the terrestrial
hop distance was more than 3,000 km.
A comparison of latency (in terms of propagation delay)

for an optical wireless satellite network and an optical fiber
terrestrial network in different scenarios for long-distance
inter-continental data communications was provided in [13].
LISLs were assumed between satellites in Starlink’s Phase I
constellation to realize an FSOSN. It was observed that laser
links between satellites and between satellites and ground
stations and/or the latency of these links changes at every
time slot due to the high orbital speed of satellites along
their OPs, and thereby the shortest path between ground
stations (in two different cities) over an FSOSN and/or its
latency also changes at every time slot. The shortest distance
between two cities in different continents over the optical
fiber terrestrial network was used in this comparison; long-
haul submarine optical fiber cables are not laid along the
shortest path to connect two points on Earth’s surface; and
thereby this comparison favored the optical fiber terrestrial
network. Nevertheless, it was noted that the FSOSN provided
lower latency than the optical fiber terrestrial network in all
scenarios.
The use of repetitive patterns in network topology, called

motifs, was proposed in [17] to improve the latency of satel-
lite networks. Within a motif, the same connectivity pattern
was considered for all satellites within the satellite network.
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Different motifs represented different connectivity patterns;
performance of different motifs was found to be totally
different; and finding the motif with the best performance
meant exhaustively assessing the performance of all motifs.
A hypothetical constellation consisting of 1,600 satellites
at an altitude of 550 km was used; a median round-trip
time improvement of 70% was observed as compared to
Internet latency; however, delays, such as those arising from
sub-optimal routing, congestion, queueing, and forward error
correction were not considered in the satellite network but
they were considered while measuring Internet latency.
A preliminary evaluation of how well a satellite network

using LISLs can provide low-latency communications was
conducted in [25]. Starlink’s original constellation for its
Phase I was used, which comprised 1,600 satellites at an
altitude of 1,150 km; LISLs were assumed between satel-
lites in this constellation; and the latency of the resulting
satellite network was investigated. In addition to four LISLs
for each satellite with nearest neighbors in the same OP and
in adjacent OPs, a nearby satellite in a crossing OP was
also considered for establishing an LISL for better routing
paths. It was concluded that this satellite network could offer
lower latency communications than a terrestrial optical fiber
network over longer distances.
In [26], it was observed that using LISLs between satel-

lites provided lower latency than using ground-based relays.
Starlink’s revised constellation for its Phase I was employed
for this investigation, which comprised 1,584 satellites at an
altitude of 550 km. Ground-based relays were considered
as an alternative to LISLs to achieve low-latency wide area
networking. It was mentioned that if an LISL could not pro-
vide sufficient capacity to meet the offered load, multipath
routing could be used to divide the load and a ground-
based relay could be employed to complement the LISL to
supplement capacity in busy parts of the satellite network.
Another study showed that employing LISLs between

satellites in a constellation significantly reduced the temporal
variations in latency of the resulting satellite network [27].
In this investigation, the satellite network realized through
LISLs was compared with the bent-pipe scenario, where
the connectivity between satellites in the constellation was
achieved through ground stations. It was observed that LISLs
could provide better throughput and lower attenuation than
that achieved without such links in addition to substantially
reducing the temporal variations in latency.
A simulator was developed in [28] to study the network

behavior, including latency, of satellite networks arising from
upcoming LEO/VLEO constellations. A packet-level simu-
lation environment was provided by this simulator, which
incorporated the orbital dynamics of a satellite network based
on a LEO/VLEO constellation. Its visualization module
could render views of satellite trajectories and ground station
perspective on overhead satellites. This simulator was then
used to analyze the behavior of connections, such as their
latency, across satellite networks that were based on three
upcoming satellite constellations. However, the connectivity

of a satellite was limited to four nearest neighbors in this
simulator and it did not support crossing OP or temporary
LISLs. This simulator would have to be modified if it were
to be used to investigate the performance of an FSOSN
comprising PLs as well as TLs.
A crossover function was proposed in [29], which was then

used to determine the crossover distance, where the crossover
distance was defined as the distance between two points on
the surface of the Earth beyond which crossing over from
an optical fiber terrestrial network to an FSOSN could be
useful for lower latency data communications. It was shown
that the crossover distance depended on the refractive index
of the optical fiber in the optical fiber terrestrial network
and the altitude of satellites and the end-to-end propagation
distance in the FSOSN. A TL with a nearby crossing OP
neighbor was considered in [25] while studying latency of
a satellite network, and TLs were also considered in [13]
and [29] while conducting comparison of an optical wireless
satellite network and an optical fiber terrestrial network in
terms of latency. Yet no studies exist that examine an NG-
FSOSN versus an NNG-FSOSN to investigate the impact of
TLs on network latency of these FSOSNs.

III. IMPACT OF TEMPORARY LASER INTER-SATELLITE
LINKS ON SATELLITE AND NETWORK CONNECTIVITY
To study the impact of TLs on satellite connectivity and
network connectivity, we consider the satellite constellation
for Phase I of Starlink. It consists of 1,584 LEO satellites
in 24 OPs with 66 satellites in each OP. The altitude of
the satellites in this constellation is 550 km, their incli-
nation is 53◦ with respect to the equator, and we assume
this constellation to be uniform. We study the satellite con-
nectivity and network connectivity at seven different LISL
ranges for satellites varying from the minimum LISL range
for this constellation to the maximum, i.e., from 659.5 km
to 5,016 km.
The reasoning for choosing these seven LISL ranges to

study the effect of TLs on satellite connectivity and network
connectivity in an FSOSN based on Starlink’s Phase I con-
stellation is discussed hereafter. An LISL range of 659.5 km
is identified as the minimum LISL range for Starlink’s Phase
I constellation, as a satellite at this range has minimum pos-
sible connectivity since it has PLs with only two intra-OP
neighbors (see Fig. 5). A satellite in this constellation has
PLs with four intra-OP neighbors at the 1,319 km LISL
range (see Fig. 6); it has PLs with nearest two adjacent OP
neighbors at the 1,500 km LISL range in addition to PLs
with four intra-OP neighbors (see Fig. 7); and it has PLs
with nearest six adjacent OP neighbors at the 1,700 km LISL
range besides PLs with four intra-OP neighbors (see Fig. 8).
The maximum possible LISL range for a satellite in this
constellation is an LISL range that is limited only by visi-
bility and it is calculated as 5,016 km [12]. Two intermediate
LISL ranges of 2,500 km and 3,500 km are also considered
for studying this effect at these ranges.
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FIGURE 5. The satellite connectivity for x10101 at the 659.5 km LISL range with only
PLs at 0◦ latitude is shown in this figure. The number of possible PLs that this
satellite can establish at this range is 2, as displayed in this figure.

FIGURE 6. The satellite connectivity for x10101 at the 1,319 km LISL range with only
PLs at 0◦ latitude is shown in this figure. The number of possible PLs that this
satellite can establish at this range is 4, as shown in this figure.

Table 2 shows a comparison of the satellite connectivity
for satellite x10101 (i.e., the first satellite in the first OP of
Starlink’s Phase I constellation) for different LISL ranges
with only PLs, with PLs and TLs at the equator at 0◦ lati-
tude, and with PLs and TLs near the North Pole at 47.33◦
latitude. With only PLs, the connectivity (i.e., the number of

FIGURE 7. The satellite connectivity for x10101 at the 1,500 km LISL range with only
PLs at 0◦ latitude is shown in this figure. The number of possible PLs that this
satellite can establish at this range is 6, as indicated in this figure.

permanent neighbors within the LISL range of the satellite
or the number of possible permanent LISLs the satellite can
establish with satellites that are permanently within its LISL
range) of x10101 remains the same at the equator and near
the Poles. For example, x10101 can form four possible PLs
at the 1,319 km LISL range at all latitudes.
When we consider TLs in addition to PLs, x10101 has

more temporary neighbors (i.e., temporary adjacent OP, tem-
porary nearby OP, and crossing OP neighbors) within its
range near the Poles and less at the equator due to the
inclined nature of the constellation. For example, the num-
ber of possible LISLs for x10101 when considering PLs and
TLs is 8 at 0◦ latitude and 29 at 47.33◦ latitude for the
1,319 km LISL range. At this range, all 4 TLs at 0◦ latitude
are crossing OP LISLs while at 47.33◦ latitude, the 25 TLs
consist of a mix of crossing OP LISLs, temporary adjacent
OP LISLs, and temporary nearby OP LISLs.
It is also clear from Table 2 that the satellite connectivity

for x10101 with PLs and TLs at any latitude is much higher
than that with only PLs. It is at least twice with PLs and TLs
compared to only PLs. For example, the number of possible
PLs that x10101 can establish at the 1,700 km LISL range
is 10 (see Fig. 8), the number of possible PLs and TLs at
0◦ latitude is 22 for x10101 (see Fig. 9), and the number
of possible PLs and TLs at 47.33◦ latitude is 40 for this
satellite (see Fig. 10).
The connectivity of satellite x10101 increases in accor-

dance with the increase in LISL range, as indicated by the
results in Table 2. For example, x10101 has connectivity with
12 neighbors via PLs and TLs at the 1,500 km LISL range
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TABLE 2. Satellite connectivity for x10101 with PLs vs. with PLs and TLs.

FIGURE 8. The satellite connectivity for x10101 at the 1,700 km LISL range with only PLs at 0◦ latitude is shown in this figure. The number of possible PLs that this satellite
can establish at this range is 10, as illustrated in this figure. With only PLs, the satellite connectivity remains the same at the equator as well as at higher latitudes near the Poles.

FIGURE 9. The satellite connectivity for x10101 at the 1,700 km LISL range with PLs and TLs at 0◦ latitude is shown in this figure. The number of possible PLs and TLs that this
satellite can establish at this latitude and range is 22, as highlighted in this figure. The satellite connectivity for x10101 with PLs and TLs at 0◦ latitude and 1,700 km LISL range is
more than twice that with only PLs at this latitude and range.

and 0◦ latitude, as illustrated in Fig. 11, and its connectivity
using PLs and TLs increases to 38 at the 2,500 km LISL
range and 0◦ latitude, as shown in Fig. 12.

At every second or time slot, we take a snapshot of the
NG- and NNG-FSOSN for this constellation to study their
network connectivity (i.e., the number of possible LISLs as
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FIGURE 10. The satellite connectivity for x10101 at the 1,700 km LISL range with PLs and TLs at 47.33◦ latitude is shown in this figure. The number of possible PLs and TLs
that this satellite can establish at this latitude and range is 40, as displayed in this figure. The satellite connectivity for x10101 with PLs and TLs at 47.33◦ latitude and 1,700 km
LISL range is four times that with only PLs at 0◦ latitude and this range, and it is approximately twice that with PLs and TLs at 0◦ latitude and this range. With PLs and TLs,
higher satellite connectivity is achieved at higher latitudes near the Poles than at the equator.

FIGURE 11. The satellite connectivity for x10101 at the 1,500 km LISL range with
PLs and TLs at 0◦ latitude is shown in this figure. The number of possible PLs and
TLs that this satellite can establish at this latitude and range is 12, as exhibited in this
figure.

well as the number of possible laser links between satel-
lites and ground stations within the FSOSN at that time
slot). Table 3 shows a comparison of the network con-
nectivity at the first time slot for the NG-FSOSN versus
the NNG-FSOSN. The network connectivity in the NNG-
FSOSN (with PLs and TLs) is at least twice that of the
NG-FSOSN (with only PLs). For example, the network

FIGURE 12. The satellite connectivity for x10101 at the 2,500 km LISL range with
PLs and TLs at 0◦ latitude is shown in this figure. The number of possible PLs and
TLs that this satellite can establish at this latitude and range is 38, as indicated in this
figure.

connectivity at the 659.5 km LISL range in the NNG-
FSOSN is 10,444, and it is around 2.2 times that in the
NG-FSOSN, which is 4,756 laser links that are possible
within this FSOSN at this range.
While studying the effect of TLs on network connectivity

at a specific LISL range, we assume the same LISL range for
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TABLE 3. Network connectivity at first time slot—NG-FSOSN vs. NNG-FSOSN.

all satellites within an FSOSN. Similar to satellite connectiv-
ity (Table 2), network connectivity increases in accordance
with an increase in LISL range for both FSOSNs (Table 3).
As the LISL range of satellite x10101 increases, more and
farther satellites become available to it for connectivity.
Consequently, an increase in LISL range for all satellites
in an FSOSN translates into increased network connectivity.

IV. EFFECT OF TEMPORARY LASER INTER-SATELLITE
LINKS ON NETWORK LATENCY
We use the well-known satellite constellation simulator
Systems Tool Kit (STK) Version 12.1 [30] to simulate the
two types of FSOSNs (i.e., an NG-FSOSN, which has only
PLs, and an NNG-FSOSN, which has PLs and TLs) based
on Starlink’s Phase I constellation to study the effect of
TLs on their network latency. While simulating an FSOSN,
we generate different IDs for the 1,584 satellites in this
constellation.
In the simulation scenario in STK, we construct the satel-

lite constellation for Phase I of Starlink, place ground stations
(GSs), specify the LISL range for satellites and range for
GSs, and generate all possible links between satellites (PLs
for the NG-FSOSN and PLs and TLs for the NNG-FSOSN)
and between satellites and GSs. Subsequently, we extract the
data of an FSOSN from STK into Python that includes the
positions of satellites and GSs, links between satellites, links
between satellites and GSs, and duration of the existence of
these links. This data is discretized, and it then contains
all links that exist at a time slot as well as the positions
of satellites at that time slot. This discretized data is used
to calculate the length and propagation delay of all links
that exist at a time slot. Finally, the NetworkX library in
Python [31] is used to find the shortest path between GSs
for an inter-continental connection over an FSOSN at each
time slot.
To calculate the shortest paths (in terms of latency)

between GSs in cities for different inter-continental con-
nections and different LISL ranges, we use Dijkstra’s
algorithm [32] within the NetworkX library. A time slot
gives a snapshot of an FSOSN at that time. We use links
between satellites and links between satellites and GSs at a
time slot to construct a connectivity graph for an FSOSN
at that time slot. Then, we use link propagation delays and
node delays in an FSOSN as the weights of the edges and
vertices of the connectivity graph, respectively. Next, we
employ Dijkstra’s algorithm to find the shortest path over

an FSOSN in terms of latency. To this end, we use the con-
nectivity graph as input for this algorithm to calculate the
shortest path over an FSOSN between the GSs in cities that
minimizes the total weight of the edges and vertices on the
path (i.e., the total latency of the path) between the source
and destination GSs.
Dijkstra’s algorithm is used to calculate the shortest path

between source and destination ground stations for an inter-
continental connection over the two FSOSNs at each time
slot. Although the shortest path problem between a single
source and single destination can be formulated as a mathe-
matical program, this is not needed since Dijkstra’s algorithm
can provide an optimal solution for the single-source shortest
path problem [33].
The worst-case computational complexity of Dijkstra’s

algorithm to calculate a shortest path over a network is
O(N2) [33] or O(E log N) [34], where N is the number
of nodes in the network, and E is the number of edges in
the network. However, O(E log N) is a tighter bound on the
worst-case computational complexity of Dijkstra’s algorithm.
For an FSOSN resulting from Starlink’s Phase I constellation
consisting of 1,584 satellites and two ground stations (i.e.,
one source and one destination ground station), the worst-
case computational complexity for calculating a shortest path
using Dijkstra’s algorithm in terms of nodes is O(1, 5862).

Table 3 shows the network connectivity (i.e., the number
of possible links between the nodes in an FSOSN) of the two
FSOSNs at different LISL ranges. Due to the additional con-
nectivity arising from TLs, the network connectivity of the
NNG-FSOSN is at least twice that of the NG-FSOSN. In
terms of nodes as well as edges, for example, the tighter
worst-case computational complexity of Dijkstra’s algo-
rithm is O(335, 928 log 1, 586) and O(140, 998 log 1, 586)

for the NNG-FSOSN and NG-FSOSN, respectively, at the
5,016 km LISL range, and in general, the worst-case com-
putational complexity of calculating a shortest path over the
NNG-FSOSN is at least twice that of the NG-FSOSN.
The network latency of an FSOSN is the latency of the

shortest path, which is equal to the propagation delays of the
links (including GS-to-satellite laser link, satellite-to-satellite
laser links, and satellite-to-GS laser link) and the node delays
of the satellites on the shortest path. To calculate the propa-
gation delay of a laser link, we divide the length of that link
by the speed of light in vacuum, i.e., 299,792,458 m/s [35].
The processing delay, which occurs due to on-board routing
and switching of packets at a satellite, is considered as 1 ms
in [36]. The queueing delay is minimal for congestion-free
networks [37], and the transmission delay is negligible for
high-data rate links. Due to assumptions of a congestion-free
FSOSN having LISLs with very high data rates, the queue-
ing and transmission delays are considered to be small and
are assumed as included in the per hop node delay, and we
assume a value of 10 ms for the node delay per satellite/hop
to encompass these three delays.
FSOSNs can enable low-latency long-distance

inter-continental data communications between financial
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FIGURE 13. A shortest path for Sydney–Sao Paulo inter-continental connection at the 2,500 km LISL range over the NG-FSOSN is shown in this figure. The shortest path is
shown in yellow and the satellites on the shortest path and their markers are displayed in pink. This shortest path over the NG-FSOSN (with only PLs) consists of nine satellites
(or hops). The propagation delay, node delay, and latency of this path are 52.24 ms, 90 ms, and 142.24 ms, respectively. The propagation delay of this path is the sum of the
propagation delays of all links on this path (i.e., uplink (which is the link between ground station at Sydney and satellite x11920), eight LISLs, and downlink [which is the link
between satellite x12137 and ground station at Sao Paulo]); the node delay of this path is the sum of the node delays of all nine hops on this path; and the latency of this path is
the sum of its propagation delay and its node delay. Out of all available paths over the NG-FSOSN between Sydney and Sao Paulo at this time slot and this LISL range, this is the
shortest path, which means that it provides the lowest latency data communications between Sydney and Sao Paulo over the NG-FSOSN at this time slot and this range.

FIGURE 14. A shortest path for Sydney–Sao Paulo inter-continental connection at the 2,500 km LISL range over the NNG-FSOSN is shown in this figure. This shortest path
over the NNG-FSOSN (with PLs and TLs) consists of seven satellites (or hops). The propagation delay, node delay, and latency of this path are 51.21 ms, 70 ms, and 121.21 ms,
respectively. Using PLs and TLs in the NNG-FSOSN causes longer and more direct LISLs and fewer hops on this path than that using only PLs in the NG-FSOSN, and this leads
to a shortest path with a lower latency. The shortest paths shown in Figs. 13 and 14 for this inter-continental connection at this range over the NG-FSOSN and NNG-FSOSN,
respectively, are calculated at the same time slot.

stock markets around the globe, and for different inter-
continental connection scenarios, we assume the ground
stations in different cities to be located at the financial
stock markets within these cities. The range of the ground
stations is set to 1,000 km.
The shortest path over an FSOSN and/or its latency change

at every second due to the high orbital speed of satellites [13],

and thereby the duration of a time slot is set as one second
to capture these changes. The simulation is run for one hour
or 3,600 time slots and a shortest path between the two GSs
is calculated over an FSOSN at each time slot for a sce-
nario at a certain LISL range. For example, Figs. 13 and 14
show the shortest paths between GSs over the NG-FSOSN
and NNG-FSOSN, respectively, for the Sydney–Sao Paulo
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TABLE 4. Average network latency, average number of hops, and number of time slots where a shortest path is available for the Sydney–Sao Paulo inter-continental
connection at different LISL ranges—NG-FSOSN vs. NNG-FSOSN.

inter-continental connection at the 2,500 km LISL range at
the same time slot. In these figures, the shortest paths are
shown in yellow, and the satellites on the shortest paths are
marked in pink. Note that the shortest path for the NNG-
FSOSN (with PLs and TLs) consists of seven satellites (or
hops) while the one for the NG-FSOSN (with only PLs)
comprises nine hops.

A. EFFECT OF TEMPORARY LASER INTER-SATELLITE
LINKS ON NETWORK LATENCY FOR DIFFERENT LISL
RANGES
Table 4 shows a comparison of the average network latency
and average number of hops for the NG-FSOSN versus
NNG-FSOSN at different LISL ranges for the Sydney–Sao
Paulo inter-continental connection. The value of the average
network latency and average number of hops at a specific
LISL range for an FSOSN in this table is the average of
the latencies of the shortest paths at all time slots and the
average of the number of hops on the shortest paths at all
time slots, respectively.
At the 659.5 km LISL range, the average network latency

and average number of hops for the two FSOSNs could not
be compared. Due to very low satellite connectivity at this
LISL range in the NG-FSOSN (i.e., the FSOSN with only
PLs and without TLs) that is limited to only two intra-OP
neighbors, no shortest path was available between Sydney
and Sao Paulo for all 3,600 time slots for this FSOSN, as
indicated in Table 4. On the other hand, no shortest path
could be found for 1,497 time slots for the NNG-FSOSN
(i.e., the FSOSN with PLs and TLs) at this LISL range, and
the values shown in Table 4 are calculated for only those
2,103 time slots where shortest paths were found. Sufficient
network connectivity is not available at this range for both
FSOSNs, and shortest paths could not be ensured at all time
slots. Hence, this range is not a feasible LISL range for
either of the two FSOSNs for this constellation.
At the LISL range of 1,319 km, the satellite connectivity in

the NG-FSOSN is restricted to only four intra-OP neighbors,
which is also not enough, and no shortest path could be found
at any of the time slots for this FSOSN, as shown in Table 4.
However, shortest paths were obtained at all times slots for
the NNG-FSOSN at this range, and the corresponding values
for the average latency (or average network latency) and
average number of hops are provided in Table 4. TLs are

crucial in ensuring enough network connectivity to guarantee
shortest paths at all time slots at this LISL range.
For LISL ranges of 1,500 km or higher, there was enough

network connectivity in the NG-FSOSN to ensure a shortest
path at all time slots. However, the average network latency
of the NNG-FSOSN is found to be consistently lower than
that of the NG-FSOSN, as we can see in Table 4. The average
number of hops for the NNG-FSOSN is found to be either
less or equal to that of the NG-FSOSN. For example, at
the 5,016 km LISL range, the average number of hops (and
thereby node delays) is the same for both FSOSNs; however,
better shortest paths consisting of more direct LISLs result
in lower propagation delays and lower average latency for
the NNG-FSOSN. The average network latency and average
number of hops of the two FSOSNs for the Sydney–Sao
Paulo inter-continental connection are also plotted in Fig. 15
for the 1,500 km–5,016 km LISL ranges so that trends are
apparent.

B. EFFECT OF TEMPORARY LASER INTER-SATELLITE
LINKS ON NETWORK LATENCY FOR DIFFERENT
INTER-CONTINENTAL CONNECTIONS
We also studied the effect of TLs on the network latency
of the two FSOSNs under different inter-continental con-
nection scenarios for two different LISL ranges, specifically
1,700 km and 5,016 km. Figs. 16 and 17 show the results for
the average network latency and average number of hops for
the two FSOSNs for the Toronto–Istanbul, Madrid–Tokyo,
and New York–Jakarta inter-continental connection scenarios
at LISL ranges of 1,700 km and 5,016 km, respectively.
At the 1,700 km LISL range, the NNG-FSOSN provides

a lesser average number of hops (which translates into lower
node delays) and lower average network latency compared to
the NG-FSOSN. In all scenarios, the two FSOSNs are found
to have the same average number of hops at the 5,016 km
LISL range; however, the NNG-FSOSN still performs bet-
ter than the NG-FSOSN at this range in terms of average
network latency.

C. DISCUSSION
At LISL ranges of 1,500 km, 1,700 km, and 2,500 km
in the Sydney–Sao Paulo inter-continental connection sce-
nario (Fig. 15) as well as at the 1,700 km LISL range in
the Toronto–Istanbul, Madrid–Tokyo, and New York–Jakarta
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FIGURE 15. The average network latency and average number of hops of the NG-FSOSN vs. NNG-FSOSN for the Sydney-Sao Paulo inter-continental connection are shown in
these plots for the 1,500 km–5,016 km LISL ranges. The solid blue lines with square markers and the solid red lines with circle markers represent the NG-FSOSN and
NNG-FSOSN, respectively. The NNG-FSOSN (i.e., the FSOSN with PLs and TLs) offers lower average network latency than the NG-FSOSN (i.e., the FSOSN with only PLs) at all
LISL ranges. Note that the average number of hops for both networks is the same at the 5,016 km LISL range. However, the NNG-FSOSN still outperforms the NG-FSOSN by
0.76 ms in terms of average network latency.

FIGURE 16. The average network latency and average number of hops of the NG-FSOSN vs. NNG-FSOSN for different inter-continental connections at the 1,700 km LISL range
are shown in these plots. The blue bars and red bars represent the NG-FSOSN and NNG-FSOSN, respectively. The NNG-FSOSN (i.e., the FSOSN with PLs and TLs) provides lower
average network latency than the NG-FSOSN (i.e., the FSOSN with only PLs and without TLs) at this LISL range for all inter-continental connections.

inter-continental connection scenarios (Fig. 16), the NNG-
FSOSN performs significantly better than the NG-FSOSN in
terms of average network latency by providing a lower aver-
age number of hops, resulting in lower node delays. At the
LISL range of 3,500 km for Sydney–Sao Paulo (Fig. 15), the
average number of hops is nearly same for the NNG-FSOSN
and NG-FSOSN, and the improvement in average network
latency with the NNG-FSOSN is small. At the 5,016 km
LISL range in all four inter-continental connection scenar-
ios (Figs. 15 and 17), the average number of hops is same
for the NNG-FSOSN and NG-FSOSN. Notably, the NNG-
FSOSN still performs better than the NG-FSOSN in terms

of average network latency. This is due to better shortest
paths (consisting of PLs as well as TLs) with lower prop-
agation delays resulting in lower average latency for the
NNG-FSOSN. The results in Figs. 15–17 clearly indicate
the importance of TLs in achieving lower network latency.
The NNG-FSOSN, which employs PLs and TLs, provides

an improvement in the average network latency of more than
16 ms compared to the NG-FSOSN, which has no TLs, at
LISL ranges of 1,500 km, 1,700 km, and 2,500 km for the
Sydney–Sao Paulo inter-continental connection. However,
this improvement in average network latency decreases to
less than 3 ms and 1 ms at the 3,500 km and 5,016 km
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FIGURE 17. The average network latency and average number of hops of the NG-FSOSN vs. NNG-FSOSN for different inter-continental connections at the 5,016 km LISL range
are shown in these plots. The blue bars and red bars represent the NG-FSOSN and NNG-FSOSN, respectively. The NNG-FSOSN (i.e., the FSOSN with PLs and TLs) delivers lower
average network latency than the NG-FSOSN (i.e., the FSOSN with only PLs) at this LISL range for all inter-continental connections. Although the two FSOSNs have the same
average number of hops at this LISL range for all inter-continental connections, the NNG-FSOSN still outperforms the NG-FSOSN in terms of average network latency by 0.33 ms,
0.64 ms, and 0.88 ms for the Toronto–Istanbul, Madrid–Tokyo, and New York–Jakarta inter-continental connections, respectively.

LISL ranges, respectively, for this inter-continental connec-
tion. We observe an improvement of approximately 15 ms for
the Toronto–Istanbul inter-continental connection and more
than 23 ms for the Madrid–Tokyo and New York–Jakarta
inter-continental connections at the 1,700 km LISL range.
This improvement falls below 1 ms for these inter-continental
connections at the 5,016 km LISL range. This indicates that
the LISL range affects the improvement in average network
latency that is achieved by using TLs, and this improvement
is significant at LISL ranges of 1,500 km, 1,700 km, and
2,500 km.
At LISL ranges of 1,700 km and 5,016 km, the results

in Figs. 16 and 17 show that the average network latency
for both FSOSNs increases in accordance with the length of
the inter-continental distance between GSs in cities within a
scenario. Note that the terrestrial distance between GSs for
the Toronto–Istanbul, Madrid–Tokyo, and New York–Jakarta
inter-continental connections along the surface of the Earth
can be calculated as 8,198 km, 10,778 km, and 16,198 km,
respectively, based on the coordinates (i.e., latitudes and lon-
gitudes) of the stock exchanges in these cities, assuming the
radius of the Earth is 6,378 km. The longer the terrestrial
distance between GSs within a scenario, the higher the laten-
cies of the shortest paths over an FSOSN, and thereby the
higher the average network latency for that scenario.
As with Fig. 15, we can see in Figs. 16 and 17 that the

higher the LISL range for a scenario, the lower the aver-
age network latency of an FSOSN. For example, for the
Toronto–Istanbul inter-continental connection scenario, the
average latency for the NNG-FSOSN at the 1,700 km and
5,016 km LISL ranges is 91.52 ms and 60.95 ms, respec-
tively. As the LISL range increases, the satellite connectivity
and network connectivity increase (Tables 2 and 3), which

results in better shortest paths consisting of longer LISLs
with farther neighbors leading to fewer LISLs (lower prop-
agation delays), fewer hops (lower node delays), and lower
average network latency.

D. DESIGN GUIDELINES
In the following, we list some design guidelines for the
two FSOSNs that are realized from Starlink’s Phase I
constellation:

• Due to insufficient network connectivity with or without
TLs in the NNG-FSOSN or NG-FSOSN, respectively,
the LISL range of 659.5 km is not a feasible LISL range
for an FSOSN based on Starlink’s Phase I constellation.

• The 1,319 km LISL range is also an unfeasible range
without TLs, and TLs are required to ensure the shortest
paths at all time slots at this range.

• For a 1,500 km LISL range or higher, shortest paths
are available at all time slots in the NNG-FSOSN (with
TLs) as well as in the NG-FSOSN (without TLs).

• A significant part of the network latency of a shortest
path over an FSOSN depends on the number of hops
on the shortest path and thereby the node delay of the
shortest path (i.e., sum of the node delays of all hops
or satellites on the shortest path).

• The network latency of a shortest path over an FSOSN
for an inter-continental connection scenario is propor-
tional to the terrestrial distance between ground stations
in that scenario.

• A higher LISL range for satellites in an FSOSN can
provide a lower average network latency.

• The improvement in average network latency with TLs
is affected by the LISL range.
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• LISL ranges of 1,500 km, 1,700 km, and 2,500 km
are more suitable to leverage TLs in an FSOSN result-
ing from Starlink’s Phase I constellation as these LISL
ranges provide a significant improvement in average
network latency for the NNG-FSOSN compared to the
NG-FSOSN.

V. CONCLUSION
In this work, we investigated the impact of temporary
LISLs on network connectivity and network latency of
FSOSNs under different scenarios for long-distance inter-
continental data communications and different LISL ranges
for satellites. To do this, we used the satellite constel-
lation for Phase I of Starlink. Due to higher satellite
connectivity and network connectivity in the NNG-FSOSN
resulting from TLs, better shortest paths between GSs in
cities over this FSOSN were found offering lower prop-
agation and node delays and lower network latency. This
resulted in lower average network latency for the NNG-
FSOSN (i.e., the FSOSN with PLs and TLs) compared to
that for the NG-FSOSN (i.e., the FSOSN with only PLs).
The improvement in average network latency was seen to
be significant at LISL ranges of 1,500 km, 1,700 km, and
2,500 km, where it was 16.83 ms, 23.43 ms, and 18.20 ms,
respectively, for the Sydney–Sao Paulo inter-continental con-
nection. For the Toronto–Istanbul, Madrid–Tokyo, and New
York–Jakarta inter-continental connections with an LISL
range of 1,700 km, it was 14.58 ms, 23.35 ms, and 23.52 ms,
respectively.
Due to high LISL setup times of LCTs available for

satellites in NG-FSOSNs, TLs are currently considered unde-
sirable in these satellite networks. However, TLs are likely
to become feasible among satellites in NNG-FSOSNs, where
we envision LCTs to become available through technological
advancements that will offer instantaneous setup of LISLs.
In addition to being beneficial for intra-FSOSN data commu-
nications, TLs will also be needed to communicate between
satellites in FSOSNs at different altitudes and will be essen-
tial for inter-FSOSN data communications where permanent
LISLs are not possible. The delay incurred in establish-
ing an LISL between a pair of satellites can be referred to
as LISL setup delay, and in future we plan to study this
delay in order to quantify its impact on network latency of
NNG-FSOSNs.
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