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ABSTRACT In next-generation wireless networks, relay-based packet forwarding, emerged as an appeal-
ing technique to extend network coverage while maintaining the required service quality. The incorporation
of multiple frequency bands, ranging from MHz/GHz to THz frequencies, and their opportunistic and/or
simultaneous exploitation by relay nodes can significantly improve system capacity, however at the risk
of increased packet latency. Since a relay node can use different bands to send and receive packets, there
is a pressing need to design an efficient channel allocation algorithm without a central oracle. While
existing greedy heuristics and game-theoretic techniques, which were developed for multi-band chan-
nel assignment to relay nodes, achieve minimum packet latency, their performance drops significantly
when network dynamism (i.e., user mobility, non-quasi-static channel conditions) is introduced. Since
this problem involves multiple relay nodes, we model it as a Markov Decision Process (MDP) involving
various stages, which essentially means that achieving an optimal and stable solution is a computationally
hard problem. Since solving the MDP, traditionally, consumes a great deal of time and is intractable for
relay nodes, we explore how to approximate the optimal solution in a distributed manner by reformulat-
ing a reinforcement learning-based, smart channel adaptation problem in the considered multi-band relay
network. By customizing a Q-Learning algorithm that adopts an epsilon-greedy policy, we can solve this
re-formulated reinforcement learning problem. Extensive computer-based simulation results demonstrate
that the proposed reinforcement learning algorithm outperforms the existing methods in terms of trans-
mission time, buffer overflow, and effective throughput. We also provide the convergence analysis of the
proposed model by systematically finding and setting the appropriate parameters.

INDEX TERMS Machine learning, reinforcement learning, Markov decision process, Q-learning, multi-
band communication, relay network.

I. INTRODUCTION
N MODERN wireless networks, relay communication is
an extensively employed and researched network topol-
ogy [1]. The main motivation behind using a relay network is
to extend the coverage area and improve the service outage
probability. In scenarios where a source node (SN) needs to

transmit certain packets to a destination node (DN) and expe-
riences a weak wireless link (due to high interference and
poor channel conditions), a relay node (RN) can be employed
as an intermediate node to forward the data packet to the
DN. The idea of a sequence of RNs can be used to widen
the network coverage in cases where the SN and DN are
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Centralized channel allocation:
decision (impractical)
Needs complete information,
provides one-shot (static)
optimization, not suitable for
dynamically changing network
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Distributed channel allocation
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s, 0 / Y ) RNg Research challenge: how to
- design near-optimal channel
v allocation decision localized at
©  RN4 relay nodes without knowing a
system-wide information?

FIGURE 1. Centralized vs distributed channel allocation in mobile multi-band relay
network.

completely out of communication. However, in a conven-
tional relay network, using an intermediate node typically
introduces a higher latency to the SN-DN packets. The rea-
son for this is that the RN first waits to completely receive
data packets from SN, and once they are fully received, the
same dedicated channel is now used by the RN to forward
them to the DN. This conventional method of relaying data
is referred to as Decode and Forward (DF) [2].

To mitigate the shortcomings of the conventional relay
topology, instead of waiting to fully receive the packets
from the SN, and then waiting for the dedicated channel
to become unoccupied, and then forwarding the same data
packet to its DN, the RN can immediately start forwarding
data on a different channel of any other frequency band for
simultaneous reception and transmission. This phenomena
can be seen in Fig. 1, where the RN receives data from the
SN at the i channel of the j" band (ch¥,) and forwards
the same data to the next node via the k™ channel from a
different /™ band (ch’,.).

This is considered multi-band communication. With mod-
ern technology, we can assume the presence of radios capable
of supporting a variety of transceiving frequency bands (e.g.,
IEEE 802.11ax operating at 2.4GHz and 5GHz [3], mil-
limeter wave (mmWave), visible light communication, and
so forth) that react differently to path loss, fading, mobile
blocking, and other physical phenomena. As a consequence,
there is a large diversity among channel conditions across
different frequency bands [4], [5]. The utilization of multi-
band communication requires efficient channel access and
buffer management techniques/approaches to handle the dif-
ferences in data rate when receiving and forwarding packets
at the same time. We also need to consider how to access
the scarce spectrum accordingly. This results in a computa-
tionally hard problem, where we need to optimize channel
allocation using the available multi-bands to minimize the
data packet latency in the relay network.

Since multi-band channel allocation to RNs is a time-
sensitive problem, a suitable (preferably optimal) decision
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needs to be made without introducing more delay to the
problem-solving process. As seen in Fig. 1, a decision needs
to be made with regards to the frequency channels used by
the RNs to forward the data to the DN. If considered cen-
trally, there needs to be one centralized oracle which makes
channel allocation decisions for the entire network on the
basis of prior channel environment conditions received from
RNs. In contrast, in a distributed approach, the RNs need
to make their own individual decisions in accordance with
their local channel environment. The centralized approach
requires complete information and coordination from/with
RNs to provide a one-shot (static) optimal solution, which
are more likely invalid by the time the central oracle decides
them [6], [7]. Such an approach is impractical and not suit-
able for a time-sensitive and dynamically-changing network.
Hence, our preference leans towards using the distributed
decision approach to solve the problem of multi-band chan-
nel allocation to RNs providing reliable, timely, and valid
decisions.

Our previous work considered distributed algo-
rithms [6], [7] to solve this problem under the assumption
of stable channel conditions and static radios. In this paper,
we consider a dynamic relay network scenario with unstable
channel environments and mobile radios. This complex,
highly dynamic relay network environment requires a
new distributed solution. We reformulate the original,
computationally hard problem as a Markov decision process
(MDP) [8]. Since solving the MDP to derive optimal
multi-band channel allocation delay by individual RN is
still an expensive process, we design its corresponding
reinforcement learning problem, which is then solved using
a customized Q-Learning algorithm with epsilon-greedy
policy [9].

Contributions: With the objective of minimizing the packet
latency in multi-band relay network, the contributions of our
work, in this paper, are as follows.

1) We formulate an optimization problem for multi-band
channel allocation under mobile and dynamic radio
environment, and demonstrate its computationally hard
nature and need for complete information. We then
model the original problem as an MDP, and provide
details on how the proposed model satisfies MDP
properties.

2) We design this proposed MDP as a reinforcement
learning-based problem where we provide details on
designed states, actions and rewards. We propose a cus-
tomized Q-learning algorithm to solve the reformulated
problem.

3) We provide the convergence bounds of the proposed
model through empirical results by fine-tuning the rel-
evant learning parameters. We also compare the empir-
ical performance of proposed method with comparable,
conventional methods.

The remainder of the paper is structured as follows.

In Section II, we describe the relevant research done in
this field and its shortcomings. In Section III, our system
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model is presented along with an optimization problem
formulation. In Section IV, we provide preliminaries on
MDP and reformulate the original optimization problem
into an MDP. Section V presents our proposed Q-Learning-
based reinforcement learning algorithm. The performance of
our proposal is evaluated and compared with conventional
methods in Section VI. Finally, the paper is concluded in
Section VII.

Il. RELATED WORK AND MOTIVATION

Improving the Quality of Service (QoS), particularly packet
latency, is a trendy research topic in the area of wireless relay
topologies. Various works have considered the incorporation
of multiple frequency bands with multi-channel environment
for the formation of a versatile relay network [10]-[16] with
the objective of improving end-to-end packet delay.

A network topology comprising multiple hops was con-
sidered by the researchers in [10], and was constructed by
centrally formulating an optimization problem. The work
aimed to provide route and link scheduling along with
channel assignment. Their research findings demonstrated
that uncertain packet scheduling, arising from dynamically
varying channel conditions, leads to system overload and
disruption in the relay-based communication. However, scal-
ability was a key issue in this work, mainly due to the
assumption made by the central node that the wireless link
conditions for a specific range do not vary during a specific
time period.

On the other hand, researchers in [11] designed a multi-
band relay topology to mitigate packet latency in wireless
communications in which simultaneous reception and trans-
mission of packets were performed at each RN. In contrast
to tradition methods operating with the complete header
information, this work depended on a truncated header. Thus,
while receiving data packets, a RN relays (re-transmits) the
packets to the subsequent node right after reading the trun-
cated header instead of reading it completely. This strategy
is called the truncated decode and forward (TDF) scheme.
To obtain the information for assessing whether the relay
transmission is required or not, the RN receives the header
of a frame over one frequency band. If relay transmission
is required, the RN commences the relay transmission on
another frequency channel while the RN continues receiving
the frame [11]. However, reading the partial header results
in increased frame error probability since it can degrade
the decoding performance. As a result, the likelihood of
packet re-transmission also increases, which in turn adversely
impacts the packet latency.

The research done in [12] provided empirical results using
a WLAN system making use of multiple bands in tandem.
By considering the Cognitive Radio Network (CRN) type
white spaces in the spectra spanning the multiple frequency
bands, this approach significantly improved the spectral effi-
ciency. However, this work only considered algorithm design
for the simultaneous use of multiple bands in a short-
range communication between a pair of nodes, and did not
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extend this approach to a relay-based topology due to various
challenges.

The relay topology was considered by researchers in [13],
who aimed to avoid packet loss due to the gap in data
rates used by SN and RN nodes. To combat this problem,
an algorithm was designed by considering Signal-to-Noise
Ratio (SINR) information when receiving or sending (relay)
the packets. The acceptable interference had to be fine-tuned
in the algorithm to optimize the spatial reuse by selecting
channels that can maximize the reception/relay transmission
rates while minimizing the packet forwarding delay. In this
way, the SINR associated with every channel between SN-
RN/RN-RN/RN-DN was considered to be known so that
the best modulation and coding scheme (MCS) could be
selected accordingly. However,the shortcoming of this work
is its inability to handle the scenario where better SINR
channels are not available.

Congestion-awareness was considered to mitigate the
impact of interference between SN and RN nodes by
researchers in [15]. The congestion-awareness algorithmic
design was also inspired by the need to improve the resid-
ual energy performance of the battery-powered RNs so that
their operational lifetime could be prolonged. The designed
algorithm evaluated congestion levels on the various chan-
nels and selected the least congestion-prone channel. While
this approach helped improve the aggregate throughput, its
computational burden due to the brute-force iteration was
not considered in the work. In a similar spirit to ranking the
channels according to their performance level, researchers
in [16] considered the available channel properties of all
nodes. Then, a distributed channel allocation algorithm was
conceptualized by permitting each node to select the most
appropriate channel, based on its residual energy as well as
the channel rank. In addition, spectrum-sensing and sleep
duration optimization were jointly performed to satisfy the
energy consumption constraints and increase throughput.
Compared with the aforementioned approach, this tech-
nique demonstrated that distributed channel allocation is,
indeed, possible without any central coordination or global
information.

While such methods typically rely on pre-established
rules, the highly dynamic network conditions make it dif-
ficult to manually design and incorporate any pre-defined
rules in a hard-coded manner. To address this issue of
mobile networks, machine learning (ML) techniques have
been extensively considered in the literature which, has
also motivated us to explore and propose ML-based algo-
rithm in this paper. For instance, reinforcement learning
has been previously employed in different types of cog-
nitive radio networks (CRNs) for adaptive access of the
dynamic spectrum. Felice et al. presented a survey as well
as a proof-of-concept for the reinforcement learning-assisted
spectrum management of CRNs [17]. The categories of the
spectrum-sensing problem were further investigated in [18],
revealing that the sequential multi-channel selection in CRNs
leads to sensing-order and stopping rule problems. On the
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other hand, periodic and channel-specific spectrum sens-
ing was identified to be a cooperative sensing scheduling
(CSS) problem leading to an under-utilization of the available
spectrum. However, this work pointed out that a distributed
channel allocation in a CRN setting is recommended; how-
ever, it is challenging due to the aforementioned problems.
That said, none of the aforementioned work investigated
the coexistence of multiple frequency bands for the chan-
nel allocation problem, let alone taking into account the
relay-based topology and user/relay movement in emerg-
ing networks. This proves the novelty of our proposed
reinforcement learning-based ML algorithm, which provides
a distributed self learning channel allocation solution for
highly dynamic multi-band relay network.

The work in [19] demonstrated how different frequency
bands having various propagation properties, particularly in
the millimeter (mmWave) bands, affects the hand-off mech-
anism due to the need to select the best base-station via the
best possible frequency band. The UE-base-station hand-off
policy is developed as a MDP to achieve the optimal hand-
off decision by considering the remaining bandwidth of the
serving base station, link conditions, and the user’s maximum
pay per connection budget.

The lessons learned from the literature review are sum-
marized in this paragraph, depicting the motivation behind
our proposed algorithms and presenting the novelty of this
research work: The centralized decision algorithms are typ-
ically computationally hard and require non-deterministic
polynomial time. The use of such approaches in literature,
fail to consider the rapidly changing channel conditions.
This motivates us to explore distributed self learning algo-
rithm, known to be ML techniques, in order to propose
smart and adaptive decision approach. On the other hand,
the management of a limited buffer at RNs is also not con-
sidered in many existing research works, even though they
can have a detrimental effect on the packet latency in the
relay network. Furthermore, corner cases involving high and
low SNR, impacting throughput and delay performance of
RNss, are also not taken into account in the existing literature.
Hence, a system model to address these various aspects is
required, which we present in the following sections of this

paper.

lll. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we describe a system model for a multi-
band relay-based network. We then present an optimization
problem that considers the assignment of variable-frequency
band channels to the RNs. For ease of reference for the
readers, the major notations and symbols used throughout
this section and the remainder of the paper are listed in
Table 1.

Before we begin, a few assumptions need to be stated.
First, some mobile terminals have already been selected
as RNs, and the incentive/policy used by the network
operator allowing some mobile users to act as RNs is
beyond the scope of our current work. Second, spectrum
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TABLE 1. List of major technical notations and symbols used in the paper.

Notations Description
Fsr Data frame sent from SN to RN in bits.
Frq Data frame from RN to DN in bits.
tir Time at which RN starts receiving Fls,
tout Time at whic'h RN 'schedules the data frame
for re-transmitting it to DN (F}.4).
Th Time span of the header of the packet.
Tsr Time span of Fl,.
Trq Time span of F.4.
Total time span from the instant at which RN starts
Tyos receiving data frame from SN (Fs;) till the time
instant, DN completely receives the re-transmitted
data frame (F.4) from RN.
Dsr Rate at which SN transmits data frame to RN (Fjs,).
Dya Rate at which RN re-transmits data frame to DN (F}.4).
chid i-th frequency channel of j-th frequency band
s used by SN to transmit F§, to RN.
chmn m-th frequency channel of n-th frequency band used
rd by RN to re-transmit F.4 to DN.
Estimated SNR of the channel used by SN to
SNRsr .
transmit Fs, to RN.
Estimated SNR of the channel used by RN to
SNR:q .
re-transmit F}.; to DN.
buffsize Buffer size available to the node.
Frequency channel used by the RN to forward data packet
Fra to its next destined node.
Frequency channel used by the source node to transmit
Jor data packet to the RN.
« Learning rate of Q-Learning algorithm.
¥ Future reward parameter for future state/action.
Parameter for probability of choosing a random action.
¢ (1 — e), is probability of choosing greedy (best) action).

sensing [20], [21] is assumed to be performed by the
radios before accessing channels. Third, the Signal-to-Noise
Ratio (SNR) estimation [22] is assumed to be carried out
by the nodes before taking decisions. Any RN selection
approach [23], spectrum sensing algorithm, and SNR estima-
tion technique can be used for the practical implementation
of proposed algorithm. Note that the joint channel equaliza-
tion and estimation for multiple frequency bands is still an
open research issue. Since this is also beyond the scope of
this research, we consider the channel estimation information
to be available to the RNs, because this is assumed to have a
constant and relatively negligible effect on the packet latency
in our relay network.

It is to be noted that, subscripts sr and rd are used for
any pair of SN-RN (where RN receives data from SN) and
RN-DN (where RN needs to forward the same data packet
to DN), respectively. Moreover, for any particular RN, its
previous node is said to be the SN and the node ahead of
RN is said to be the DN. Once any RN starts receiving a
data packet Fj,, from its previous SN, at time ¢;- and channel
fsr» with a data rate Dy, the RN, being able to communicate
on multi-bands, can now commence forwarding the data
packet F,y to its DN, at #,, at data rate D,4, using some
another channel f;; from a different band. At this point,
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the RN needs to decide the feasible D,y, ., and f;4 values
suitable for the incoming data rate. The selection of D,y, f,y,
and f,4 depends on the resources available at the RN that
include available power P, size of the buffer (buffsize),
and availability/occupancy of frequency channels.

In the case where RN finds that all channels are occupied,
it forwards packet using DF scheme (that is on the same
channel, f,; = fi) by finding the best possible D,,;. In this
case:

Tiot = Ty + Tra, (la)
tout = tir + Tsr» (1b)
BO = Fy, — buffsize, (1c)

where, Ty, = Fy/Ds and T,y = Frq/D;q [6], defined as:
the packet time span calculated as frame size divided by
data rate as described in Table 1. T},; denotes the total time
needed for RN to complete its simultaneous reception and re-
transmission of Fg,. and F,4, respectively. BO represents the
observed buffer overflow in cases where buffsize is limited.

In the case where the RN finds the available channels with
an SNR better than that of the receiving channel (SNRyq >
SNRg;), the data packets can now be forwarded at a higher
data rate (D,; > Ds,). This results in T,y < Ty In this
case [6]:

Ttot = Tsrs (2a)
tour = tir + Ty — Tha, (2b)
BO = [(Tyq — (Tsy — Tp))Drq] — buffsize,  (2¢)

where T}, is the header time of Fy.. When the channel has
lesser SNR;q than SNRg;, the packet can be forwarded at
a lesser D,y than Dy,. This results in T,y > Tg.. In this
case [6]:

Tiot = Tra + T, (3a)
tout == tir + Th7 (3b)
BO = [(Ts — T,q)Ds] — buffsize. (3¢)

Considering this system model, we can now formu-
late the multi-band channel assignment to the RNs as a
minimization problem with the following pseudo equations,
where Eq. (4a) is the objective function, under several con-
straints (Eqs. 4b, 4c, 4d). Note that constraint Eq. (4c)
signifies the highly dynamic relay conditions since the SNR
of the links between the RNs (or relay-destination nodes)
is treated as a function of the link power, frequency bands
dynamics, and the changing distance under the effects of
mobility.

min (taut + Tra), (4a)
Drdxfrd

s.t. BO(Dy,, buffsize) < BOpin, (4b)

SNRq(Prd, frd, distrd) = SNRpin, (4¢)

Prq < Payail, (4d)

where BO(D;,, buffsize) is the observed buffer overflow
being a function of Dy and buffsize (Egs. lc, 2c, 3c),
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BO,,i, is the minimum allowed value of overflown buffer,
SNR;4(Pyq, fiq, distyq) is the SNR on certain channel being
a function of P4, f,q and dist,y Eq. (10), P,4 is the power
required to transmit at D,y and dist,4 is the distance between
the RN and its next DN and SNRy;, is the QoS constraint.

Based on our earlier work in [7], we can treat this
optimization problem as a computationally hard (NP)
problem that cannot be solved in polynomial time for a
relay network with a large number of RNs, frequency bands,
and channels. Furthermore, complete information across the
entire relay topology is required by a central oracle to solve
this problem even for a relatively small search space. Due
to these practicality issues, we explore how to remodel this
optimization problem in a distributed manner in the following
section.

IV. PROBLEM REFORMULATION AS MDP

In this section, we aim to reformulate the original
optimization problem Eq. (4) as an MDP from the perspec-
tive of a certain RN. This is required for a distributed optimal
decision regarding the multi-band channel allocation at the
RN level, where we are given only the local information
available to the RN. We first provide the preliminaries on
MDP, and then present the problem reformulation as an MDP.

A. MDP PRELIMINARIES

Markov processes are characterized by having future states
that depend only on the current state. For example, if at a
certain time, an agent is in state S;, a random action is being
taken A;, now the occurrence of the next state S;;; depends
on this current action, A;, only and not on action taken at the
previous instant, A;_1. Above is the property of any process
to be defined as a Markov process. Our proposed problem,
i.e., the RN choosing making a decision about forwarding
a data packet, is modeled as an MDP and is constructed in
such a way that it can learn from the random actions taken
in certain states.

For any system, these actions and states have certain val-
ues, which are defined by Bellman’s equations and can also
be observed from backup diagrams as shown in Fig. 2. The
following is the Bellman equation for the value of any state
S following policy m, denoted as Vj:

Ve(S) =) w(@A1) Y pS' D[R+ vV ()], &
A Y
where A is the action taken from state S, S’ is the next state,
y indicates the future reward parameter to give importance to
the value of the next state, V; (S'). Through this equation, the
values of a current and subsequent state(s) can be related as
depicted in Fig. 2(a). This can be regarded as foreseeing the
possible states in the future with respect to the current state,
each of which is denoted by an open circle. The state-action
pairs are presented as solid circles. As shown in Fig. 2(a),
the top (root) node signifies state s, from which any of the
three set of actions could be taken by adhering to a policy 7.
The environmental response could be a further sequence of
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"
(a) Backup diagram for value of a state while
following policy 7.

S,a

(b) Backup diagram for value of action when
following policy 7.

FIGURE 2. Backup diagrams demonstrating the MDP for values of a state and an
action, respectively, subject to a given policy.

succeeding steps that can be measured by a reward. The
reward calculation is done by a function p. By averaging
over all the possible states and weighing each state in terms
of its probability, Eq. (5) ascertains that the beginning state
value equals the sum of the expected next state and the
expected reward.

Similarly, the following is the Bellman equation for the
value of an action A taken according to a policy 7 from the
state S, donated as Q (S, A):

07 (S, 4) =) p(S'IA)[r+yVa(5)] (©6)
S/

Imagine the solid circle at the top of Fig. 2(b) as an action
taken from some state S. This action taken now has different
probabilities p of ending up in either of the next two states
shown in the figure. The Bellman equation for an action,
averages over all the possibilities of its successor states and
rewards, prioritizing each according to its likelihood. Thus,
Eq. (6) represents the beginning state value as sum of the
anticipated next state and its associated reward.

B. PROPOSED MDP MODEL

Based on the preliminaries, we can now formally trans-
form our original problem Eq. (4) as a distributed, finite-
state. MDP as depicted in Fig. 3. Our designed states,
actions, and rewards are presented in the figure. The
MDP model comprises seven states, denoted by § =
{81, 82, S3, S4, S5, S6, S7}, where an RN is an agent taking
actions and interacting with the environment under dynami-
cally changing channel conditions and considering mobility.

978

(Aa R)Sz

N
S1) ss 4, Low-P(Ss>

S2 JH-SNR / (A
, ~
s1 Qos (58)

$3)L-SNR \

TN\
S4) DF (4,R)s, S-tout (S7)

FIGURE 3. state diagram for proposed finite state MDP reinforcement learning
algorithm.

The set of states, and their corresponding action sets, rewards
sets and next state sets are discussed in detail as follows:

1) S is the initial state of RN, where RN performs spec-
trum sensing along with SNR estimation on a certain
frequency channel from any band. We refer this state
as the SS-state.

Actions Set: The set of actions at this state comprises of
set of frequency channels, to be sensed and estimated,
given as: A, = {f1, /2, ....fr}, where F presents the
total number of channels that can be picked in order
to be sensed. Hence, the number of possible actions
available for RN in this state is equals to F.
Rewards Set: The associated set of rewards for this
state is given as Ry, = {R}',R}',R}'}, such that
R]' > R}' > R}'. Here, rewards are being provided on
the basis of sensing results which could be either avail-
able with good SNR, available with bad SNR, or not
available at all. Once the RN pick say, f], and senses
it as free with high SNR, the environment assigns R‘;l
against action fi, leading the RN to the next state of
S»>. In the case where RN finds this channel to be free,
but with lower SNR, R;l gets assigned to the action
Jf1 with the next state as S3 and if the sensed channel
is occupied, R‘;l gets assigned to the action fi, leading
the agent to the next state of S4. The set of next states
for this state is given as 8] = {S, 53, S4}.

2) S5 is an intermediate state of proposed MDP model,
where RN has reached after finding out the initially
(at initial state) picked frequency channel to be free
with higher SNR. This state is referred to as the H-
SNR-state.

Actions Set: In this state, RN takes an action of picking
a data rate, achievable on this high SNR free channel.
Hence, the set of actions for this state can be given
as: Ay, = {DP*, Dy, ..., D;i}, where H denotes the
total number of data rates achievable at higher SNR
channels.

Reward Set: With reference to Fig. 4 and Eq. (2a),
the data rates chosen in this state does not impact
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3)

4)

the total time of simultaneous reception and transmis-
sion. Hence in this state, set of rewards are designed
as: Ry, = (R} o« (D)™ R} o« (DY)™!, ... R}
(D;_Z[)_l}, where rewards are being assigned against
actions (data rates) in an inversely proportional man-
ner, giving higher reward to the lesser data rate, as it
utilizes lesser power and lesser reward to higher data
rate as it utilizes more power. In other words: in this
state, the faster the data rate, the more the buffsize
and the more the power is required to re-transmit data
packet, without effecting total transmission time [6],
hence in this state, we are assigning the least reward
to the fastest data rate and the greatest reward to the
slowest data rate. If the selected data rate requires
power more than the P, of the RN, the environment
assigns a zero or negative reward (also known as bad
rewards) to the selected action and leads the agent to
next state of S5. On the other hand, if the selected
data rate ends up violating the QoS, the environment
drives the agent to state Se by assigning a bad reward
to the action. However, if both constraints are met, the
environment leads the agent to state S; by assigning
rewards in accordance with set Rg,. So for this state,
set of next states is given as: S}, = {Ss, Sg, S7}.

S3 is an intermediate state of the proposed MDP
model, where RN has reached after finding out the
initially (at previous state) picked frequency channel
to be free with lesser SNR. This state is referred to as
the L-SNR-state.

Action Set In this state, RN takes an action of picking
a data rate, achievable on this low SNR free channel.
The set of actions for this state can be given as: Ay, =
{Dy’, Dy, ..., D}}, where L is the total number of
data rates achievable at this state.

Rewards Set As can be seen from Fig. 4 and Eq. (3a),
the data rates selected in this state has direct impact on
the total time of simultaneous reception and transmis-
sion. Hence, in this state, set of rewards is designed as:
Rg, = {R} « DY\ Ry « Dy, ..., R} o« D}, where
rewards are being assigned to actions in a directly
proportional manner, giving higher rewards to actions
resulting in shorter total transmission time (higher data
rates) and assigning lesser rewards to actions resulting
in longer total transmission time (lower data rates). In
other words: in this state, the faster the data rate, the
lesser the buffsize and the lesser the total transmis-
sion time is required to forward the data packet [6],
hence in this state, we are assigning the greatest
reward to the fastest data rate and the least reward
to the slowest data rate. In this state, after an action
is taken, the environment follows the same criteria
for choosing the next states as discussed in case of
state S».

S4 is an intermediate state of the proposed MDP
model, where RN has reached after finding out
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Actions available _<

\ Actions available
to H-SNR State

R.g o (Dyg)!

to L-SNR State
R.q < Dy

(.

tout

FIGURE 4. High-level view of action sets available to Sp and S3 and their
corresponding rewards.

Actions available
to DF State =

R,q « Dyq

tout

FIGURE 5. High-level view of action sets available to S4 and its corresponding
rewards.

the previously chosen frequency channel to be
occupied/unavailable. This state is referred to as the
DF-state.

Actions Set: Here, the actions set is a union set of
all the data rates from states S and S3 given as:
Ag, = A, UAg,, depicting all data rates, achievable
on the frequency channels once they get free at time
tour (Eq. (1b) and Fig. 5).

Rewards Set: With reference to Fig. 5 and Eq. (la),
here the selected data rate has direct impact on total
transmission time. Hence, in this state, set of rewards is
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given as: Ry, = {Rsl4 104 Di“,R;“ 1o'¢ D;“, ... ,RSE“_H_[ 10¢
DSE“ 4> Where rewards are being assigned to actions in
a directly proportional manner, giving higher rewards
to actions resulting in shorter total transmission time
(faster data rates) and assigning lesser rewards to
actions resulting in longer total transmission time
(slower data rate). In other words, in this state, the
faster the data rate the lesser the total transmission
time is required to forward the data packet [6], hence
in this state, we are assigning the greatest reward to
the fastest data rate and the least reward to the slow-
est data rate. In this state, after an action is taken, the
environment follows the same criteria for choosing the
next states, as discussed for state S».

5) Ss is the bad terminal state of the proposed model,
where RN reaches from any of the states, S7, S3, S4
after taking an action (choosing data rate) requir-
ing power more than Pg.,;. We refer to this state
as Low-P-state. The actions causing this state, are
given poor/bad rewards to assist the further learning
process.

6) Sg is the bad terminal state of the proposed model,
where RN reaches from any of the states S7, S3, S
after taking an action (choosing data rate) resulting
in SNR lower than the minimum QoS requirement,
SNRin. We call this state the QoS-state. The actions
causing this state are given poor/bad rewards, to further
help the learning process.

7) §7 is the good terminal state of the proposed model,
where RN reaches from any of the states S, S3, S4
after taking a feasible action (choosing a feasible data
rate), in terms of P, and SNRyin. The actions caus-
ing this state are given rewards according to their
corresponding reward sets Ry,, Ry, R;,. We call this
state the S-,,,-state. At this state, the data packet gets
scheduled at ¢,,;, for re-transmission to the next node.

While the proposed MDP-based reformulated problem

model is theoretically elegant, estimating the transition prob-
abilities between the states and resolving an optimal channel
assignment is not trivial, and remains computationally expen-
sive for an individual RN. Therefore, a distributed learning
technique is needed to solve the MDP for optimal multi-
band allocation to RNs, which we design in the following
section.

V. PROPOSED REINFORCEMENT LEARNING-BASED
OPTIMAL MULTI-BAND ALLOCATION TO RNS

To solve the re-formulated MDP problem, we aim in this sec-
tion to design a reinforcement learning algorithm to capture
the ongoing process of interaction between an agent (i.e., a
RN) and its environment. The agent being in a certain state,
S, takes an action, A, according to some policy, and it con-
sults with its environment as shown in Fig. 6. According to
the action taken by the agent, the environment now assigns
a particular reward, R, against that action and also decides
the next state, S’, to which the agent can move. During these
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MDP AGENT
S = {81,5), 83,54, 85, 5,57}
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-
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Poouits SNRyin, Ry, R, —m—ro
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FIGURE 6. A high level illustration of the finite MDP reinforcement learning model to
solve the reformulated problem.

continuous interactions, the RN acts as the agent learning
the best sates and actions for itself. The actions are taken
on the basis of a certain policy that could be either totally
random, greedy or epsilon-greedy (e-greedy). The transition
from one state to the next has certain probabilities, known
as transition probabilities (p) and which can be written in
transition tables [9]. We represent the reformulated problem
as a finite MDP reinforcement learning model, which con-
sists of a stochastic 4-tuple of states, actions, rewards and
transition probabilities (S, A, R, p).

Next, we detail the proposed distributed Q-Learning algo-
rithm following an e-greedy policy. In order to find the
optimal value of the previously discussed Bellman equa-
tions (Egs. 6) and (5) of any MDP, the Q-Learning algorithm
can be used for finding the optimal decision solutions. In
MDP, each and every possible action is first taken so the
probabilities of their occurrence can be determined using
Bellman equations, and then the final optimal value of any
state and action can be found. On the other hand, Q-Learning
updates the estimates, based on other (already) learned esti-
mates, without waiting for a final outcome, a process also
known as bootstrapping. Eq. (7) is known to converge to
the optimal value of Eq. (6) for any MDP reinforcement
learning problem.

0(S,A) = O(S,A) + a[r + ymng(S’,A) —QO(S, A)} (7)

where o represents the learning parameter, which impacts
how fast the algorithm must learn. There are mainly three
policies which can be followed when selecting an action, i.e.,
random, greedy, and e-greedy [9]. In the random policy, the
agent takes an action randomly at each state, thereby explor-
ing the options. In the greedy policy, the agent always takes
the best action (i.e., the one with the highest Q(S, A) value),
thus exploiting the best known option. On the other hand,
in the e-greedy policy, the agent strikes a balance between
exploring and exploiting the options by selecting the best
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action using probability (1 — €) and taking a random action
with probability €. To ensure the best learning over time,
we design our reinforcement learning solution by employing
the e-greedy policy to customize Q-learning as follows:

Back-end continuous Q-Learning algorithm: We utilize the
Q-Learning algorithm as a continuous learning process for
dynamic channel environment and mobile RNs. Referring
to the steps provided in back-end Algorithm 1, there exists
a Q-table for each state, containing Q-values against each
action of that particular state. First, RN initializes all of
its Q-values for every state. Then, the learning process
starts where, RN has to update its Q-values for every state
Eq. (7), in an episodic manner. For each episode RN, being
a mobile node with varying channel conditions, first updates
its dist,q, its spectrum sensing results and also calculates its
updated SNR estimation results. Then, RN takes an action
(using afore-discussed epsilon-greedy policy) from the ini-
tial state, S, and reaches till its terminal state, following
the designed MDP as shown in Fig. 3. For each episode,
the path/sequence of the states from S; till any terminal
state, depends on the description provided in Section IV-B.
In each episode, RN runs its MDP (Fig. 3) and updates
its corresponding Q-values, for every visited state, on the
basis of its changed/updated channel environment and loca-
tion. Utilizing famous Shannon [24] and free space path loss
equations [25], the effect of mobility and changing channel
conditions on the specified system can be observed from
following equations [21]:

Frd
T == ) 8
" Drd ( )
D,y = BW log, (1 4+ SNRy), ©)
P.qh
SNRyg = 24 (10)
noise
C
hy—— < 11
d 4rfradist,y (v

where c is the speed of light, BW is the bandwidth, 4,4 is
the path loss function, dist,; denotes the parameter getting
affected with the mobility of the RN. As the RN changes its
location, the distance between itself and its DN needs to be
updated, which is being handled before every episode. The
parameters dist;y and noise directly affect the selection of
suitable D,; and f,4. This is a continuous learning process
which keeps running in the background. Once the RN learns
its environment from running the episodes multiple times,
Eq. (7), converges to the optimal decisions of D,y and f,4
for dynamic mobile environment.

Q-Value exploiting algorithm: After getting trained by
back-end Algorithm 1, RN’s each MDP state, now, knows its
converged optimal action, i.e., the actions having the highest
Q-value. In real-time, at the reception of packet from prior
node, these optimal actions get exploited by RN in order to
finally decide the optimal channel for packet re-transmission.
Through the steps of Algorithm 2, it can be seen that once the
packet is received, the RN fetches the optimal action from its
initial state’s Q-table, unlike the back-end algorithm where
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Algorithm 1: Backend Q-Learning Algorithm
Input: «, y, €, episodes
Output: 0*(S1,A), Q*(S2,4), 0*(S53,A), Q*(S4,A)
for S = 51,95, 53,54 do

for all actions do
| [Initialize Q(S, A) with any value

for S = S5, Sg, S7 do
for all actions do
| [Initialize Q(S, A) of terminal states with zero

for each episode do

Initialize S = S

Use current location for dist,q

Use current channel situation for SS and SNR
estimation

for each step of episode do
Choose action from available action set with

e-greedy policy

Send to environment

Observe corresponding reward (R) and next
state (S’)

UpdateQ(S, A) =

0(S,A) + afr + VmXXQ(S’, A) —0(S,A)]

L Return S’

L Return once S==terminal state

Algorithm 2: Current Time Optimum Q-Value (Q%)
Exploiting Procedure for Optimal Multi-Band Channel
Allocation to RN
Input: Fy., tir, D5, SNRg buffsize, fs, dist,q, SNRpin,
Poyail
Output: tout»Dra, frd
Save t;., the instant of receiving F,
for S =S51,5,,83,54 do
Get current value of maxQ(S, A) from back-end
L learning machine (Algorithm 1)
Select f;4 from action space of S having
maxQ(S1, A) == Q(S1, fra)
Get §' corresponding to action fy
Select D,y from action space of §' having
maxQ(S', A) == O(S’, D)
if ' == S, then
‘ tout = tir + Tsr —
elseif S == S3 then
‘ tour = tir + Ty,
elseif ' == S, then
‘ tour = tir + Tsr
return 7,,;

Trd

the system first has to perform an entire learning procedure
so as to reach to its decisions. The RN, continues exploiting
optimal actions from every state till it reaches its terminal
state, where the optimal channel can now be allocated for
packet forwarding.
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TABLE 2. Considered simulation parameters.

Parameters Values
For,Frqg 3000 (bits)
BW 20 MHz
SNRmin -5 dB
Standard data-rate set 6,9, 12, 18, 24,
36, 48, 54 (Mbps)
Number of RNs 4 nodes
buffsize [400, 600,. 200, 800]
(bits)
(1, 3, 5, 4]
P .
avatl (Watts)
Number of episodes 2000
€7, Q 0.1, 0.5, 0.1
0.9 ; :
I R
0.8 |- | I Greedy .
[IRandom
0.7 - | I OF J
06 J
g 05 ] i
()
€04 1
=
03+ J
02+ J
01t J

RNs

FIGURE 7. Comparison of the total transmission time for the considered methods
with a varying number of RNs.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed
reinforcement learning approach, based on computer-based
simulations. First, we compare our proposal with con-
ventional schemes (i.e., DF, random, and greedy chan-
nel selection [6] algorithms). Then, we also provide the
effect of varying Q-learning parameters « and y on the
learning process. MATLAB scripts [26] are used to con-
struct simulations using the parameters given in Table 2.
The starting data rate from the main SN is set as
Dy = 18 Mbps with SNRy, = 8dB for plotting the
results.

First, in Fig. 7, our proposed Q-Learning-based reinforce-
ment learning method is compared with the conventional DF
scheme, the random channel assignment, and the greedy-
heuristic algorithms [20] for the worst case scenarios where
only low SNR channels are available with respect to the
incoming packet’s channel. It can be noticed from the
results that using the conventional DF scheme (without
multi-band), the total transmission time delay is the longest
because the RNs are receiving and transmitting the data
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packets one at a time. In the random channel allocation,
the RNs arbitrarily select channels, resulting in an unfeasi-
ble channel selection, which results in the second longest
time to relay the data packets to DN. Furthermore, it can
be observed that the greedy algorithm performs somewhat
better than those of DF and random channel selection.
However, in the worst case scenario, the proposed reinforce-
ment learning algorithm provides more feasible, converged
results.

Next, in Fig. 8, we provide the buffer overflow results of
our proposal in contrast with the conventional DF scheme,
the random channel assignment, and the greedy-heuristic
algorithm. It can be seen from the results that even in the
worst-case scenario, the proposed learning model still con-
verges so as to induce a minimum number of buffer overflow
bits as compared with all other approaches. Also note that
the buffer overflow of DF scheme is the highest, which cor-
roborates the need for a multi-band channel selection method
at the distributed (RN) level.
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TABLE 3. Q values of each action available to initial state Sy for every 100

0.35 w w \
[ YN episode.
0.3r Episodes
‘ A 1 [ 100 [ 200 [ 300 | 400 [ 500 [ 600
0.25 ' o 1 Asy Q(S1,4), 8
\“ 475 GHz | 0.03,2 | 0.18,2 | 0.144 0.14,2 0.152 | 0.13,4 | 0.214
2 oo ,g‘” | 24GHz | 00 0,0 0,0 00 | 0014 | 0063 | 0.063
g ‘r‘ 4.4 GHz 0,0 0.04,3 | 0.04,3 | 0.079,3 0.11,3 | 0.14,3 0.19,3
E.I) 015 “ | 4.2 GHz 0,0 0.04,3 | 0.08,3 | 0.079,3 | 0.08,3 | 0.09,3 | 0.153
g “ 800 MHz 0,0 0.034 | 0.04,4 0.05,4 0.06,4 | 0.06,4 | 0.06,4
“ 4.5 GHz 0,0 0.06,2 | 0.09,2 0.11,2 0.13,2 | 0.36,2 | 0.40,2
0.1p B
|
| «=0.03
0.05 @01 |7 TABLE 4. Q values of each action available to intermediate sates S,, S3 and Sy for
| @=0.2 every 100th episode.
0 : : ‘ ‘ Episodes
0 100 200 300 400 500 1 ] 100 | 200 | 300 | 400 | 500 | 600
Episodes A,
Q(327 A)a s’
(Mbps)
FIGURE 10. Effect of varying « with constant y = 0.1. 24 20035 | 0235 | 0285 | 0295 | -0295 | -029.5 | -0.29.5
36 0,0 -0.23,5 | -0.28,5 | -0.29,5 | -0.29,5 | -0.29,5 | -0.29,5
I 48 0,0 -0.23,5 | -0.28,5 | -0.29,5 | -0.29,5 | -0.29,5 | -0.29,5
04F i 54 0,0 -0.24,5 | -0.24,7 | -0.29,5 | -0.29,5 0.19,7 0.19,7
Ass Q(Ss,A), 8"
0.35 ) v (Mbps)
i Y T m 6 00 | 0036 | -0046 | -0.046 | -0.046 | -0055 | -0.066
03 ( VA A 9 00 | 00 | 00 [0027 [0047 | 0057 | 0.09.7
2 f ! 12 0,0 | 0037 | 0067 | 0067 | 0067 | 0087 | 0.087
g 025 i 18 0,0 0.04,7 0.07,7 0.11,7 0.16,7 0.16,7 0.21,7
3 o2 1 Asa Q(S81,4), 5"
6] (Mbps)
0.15 . 6 0,0 -0.02,5 | -0.03,5 | -0.05,5 | -0.06,5 | -0.07,5 | -0.07,6
9 0,0 -0.03,5 | -0.03,5 | -0.05,5 | -0.06,5 | -0.07,5 | -0.07,5
0.1 4=0.06 b 12 0,0 -0.02,5 | -0.03,5 | -0.05,5 | -0.06,5 | -0.07,5 | -0.07,5
0.05 =01 | 18 0,0 -0.02,5 | -0.03,5 | -0.05,5 | -0.06,5 | -0.07,5 | -0.07,5
’ 4=0.3 24 0,0 -0.01,5 | -0.03,5 | -0.05,5 | -0.06,5 | -0.07,5 | -0.07,5
0 1 | L | 36 0,0 -0.01,5 | -0.03,5 | -0.05,5 | -0.06,5 | -0.07,5 | -0.07,5
0 100 200 300 400 500 48 0,0 -0.01,5 | -0.03,5 | -0.05,5 | -0.06,5 | -0.07,5 | -0.07,5
Episodes 54 0,0 | 0025 | -003,5 | 0055 | 0065 | -0.07,5 | -0.07,5

FIGURE 11. Effect of varying y with constanta = 0.1.

Next, we report the effective throughput performance of
the compared methods. The effective throughput is defined as
the number of successful packets received during total time
of relaying. It can be seen from Fig. 9 that the effective
throughput of the proposed reinforcement learning approach
is the highest due to its ability to maximize the time effi-
ciency while minimizing buffer overflow. On the other hand,
the DF method suffers from the least effective throughput
by exhibiting an exponential rise in the packet latency.

Fig. 10 demonstrates the effect of varying the learning
rate, «, of our proposed reinforcement learning algorithm
while keeping the future reward parameter, y, constant. If
the learning rate is too fast, the algorithm converges quickly,
but it does not maintain a stable value for long. On the other
hand, as the learning rate is made smaller, the algorithm takes
longer to reach to the convergence, but gets stable faster.

Fig. 11 demonstrates the effect of varying the future
reward parameter, y, of the proposed reinforcement learning
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algorithm while setting the learning rate, o, constant. When
the future rewards are given lower values, the algorithm
struggles to reach the optimum value. On the other hand,
the greater the value given to the future rewards, the more
easily the algorithm reaches its optimum value.

Finally, using Tables 3 and 4, a simulation example
is presented. This example is for an individual RN with
buffsize = 400, P = SW and the same common simula-
tion parameters as in Table 2. Table 3 shows the Q values
of each action available to the initial state S; for every 100"
episode. Table 4 shows the Q values of each action available
to intermediate sates Sp, S3 and Sy for every 100 episode.

It can be seen from the tables that as number of episodes
increase, the agent (RN) learns and converges to its optimal
action for each state. As shown in Table 3, for S, till 400"
episode, the RN is mostly inclined towards seeing, A;, =
4.75GHz channel and S’ = S5 as its best solution for S;. But
right after the 400" episode, the RN converges to its actual
optimum solution for Sy, which is Ay, = 4.5GHz channel
and ' = S.
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Since the initial state S7 has converged to its next state to
be S2, S2 is now considered to be the optimal intermediate
state. Which means now S, also needs to converge to its
optimal action. As shown in Table 4, for S,, by the 500"
episode, the RN has converged to A;, = 54Mbps data rate
and S’ = §7, which is a good terminal state of the system.

VIl. CONCLUSION

Relay-based networks have been increasingly adopted in a
wide range of scenarios, from device-to-device networks to
drone-cells for improved capacity and coverage. In 5G+ and
6G integrated networks, the role of relay-based networks
will be different from their predecessors for various reasons,
one of which is the introduction and incorporation of vari-
ous frequency bands and their simultaneous use by source,
destination, and RNs.

While high frequency bands provide much higher capac-
ity, they are constrained with more stringent path loss and
blocking. Even more, the channel conditions may drasti-
cally change in ultra-high frequency spectra in the upper
GHz and THz level, such as visual light communication
(VLC). Optimal channel allocation to these RNs to com-
bat the real-time traffic load variation and other network
dynamics including user mobility is shown to be a compu-
tationally hard problem, and attempting to solve which even
for a low number of RNs requires a centralized oracle-like
platform (e.g., a software defined network controller, or a
central cloud server) to compute optimal channel allocation
decisions. This is intractable for wireless RNs, which cannot
wait to receive a central decision while network dynamics
continue to change. This warrants a smart and distributed
solution native to the RNs.

In this paper, we addressed this complex problem as an
MDP, the optimal solution of which is also shown to be
expensive. This motivated us to customize a reinforcement-
learning method to solve the problem with near-optimal
performance in real-time at the RNs. Convergence shows the
fast-learning curve for the proposed approach. Comparative
results also demonstrate that proposed reinforcement
learning-based approach achieves comparable performance
to that of the centralized benchmark and also outperforms
several existing techniques in terms of packet transmission
time, buffer overflow, and effective throughput.
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