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ABSTRACT We consider a cell-free massive MIMO (CF-mMIMO) system in which multiple access points
(APs), connected to a common central processing unit (CPU) through unbounded fronthaul, collaboratively
serve multiple users in a heterogeneous scenario in which each user equipment (UE) has a different number
of antennas, and therefore is capable of communicating via distinct numbers of digital streams. For such a
user-heterogeneous system, new joint transmit (TX)/receive (RX) beamforming (BF) algorithms are then
proposed, both for downlink and uplink modes and integrated with two alternative transmit (TX) power
and spatial resource allocation strategies, which enable interference-free communications. To that end, a
novel tensor decomposition scheme is presented, based on an orthogonality-enforcing modification of the
recently-proposed multilinear generalized singular value decomposition (ML-GSVD). Simulation results
show both that the new orthogonality-enforcing ML-GSVD (OEML-GSVD) achieves greater accuracy
than the previous multilinear generalized singular value decomposition (ML-GSVD) without sacrificing
convergence speed, and that the corresponding OEML-GSVD-based proposed beamformers outperform
state-of-the-art (SotA) techniques, as well as an equivalent beamformer based on the previous ML-GSVD
alternative.

INDEX TERMS Cell-free massive MIMO (CF-mMIMO), beamforming design, tensor factorization,
multilinear generalized singular value decomposition (ML-GSVD).

I. INTRODUCTION

THE INTERNET of Things (IoT) has been an early
and strong force in the vision of fifth generation (5G)

systems [1]. Recently, vehicle to everything (V2X) has taken
an increasingly prominent role [2] in promoting the evolution
of wireless systems beyond fifth generation (5G+). In fact,
the stringent data-rate, coverage, reliability, and low-latency
requirements of applications such as autonomous connected
driving (ACD) are central motivations in various innovative
technologies now under consideration for sixth generation
(6G) systems [3].
A consolidated trend of 5G/6G systems is the expansion of

services towards millimeter wave (mmWave) bands [4]–[6],

which not only facilitates the employment of waveforms for
simultaneous communications and sensing/localization [7],
[8], both crucial to ACD applications, but also enables the
incorporation of multiple-input multiple-output (MIMO) and
massive MIMO (mMIMO) technologies. ndeed, meeting the
demands of perceived zero latency and infinite capacity typ-
ical of applications such as ACD and augmented and virtual
reality (AVR) would be almost impossible without the spec-
tral and spatial resources brought by mmWave and mMIMO
technologies [9]–[11].
After the initial excitement over the enormous poten-

tial of mMIMO demonstrated analytically [12], challenges
of a practical nature were identified. In particular, with
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regards to the scaling of the mMIMO approach [13]–[15],
which quickly led to the emergence of the cell-free mas-
sive MIMO (CF-mMIMO) concept [16]–[18]. For example,
it was shown in [19]–[21], that ideal optimized CF-mMIMO
in fact has the potential to greatly improve the spec-
tral efficiency of radio access in urban scenarios. A key
to this is the careful design of joint transmit (TX) and
receive (RX) beamforming (BF), conjugated with optimal
resource allocation.
In light of the above, much recent work has sought

to optimize various components of CF-mMIMO systems,
including (to name but a few) pilot signaling [22]–[24], chan-
nel estimation [25], clustering [26], resource allocation [27],
receiver design [28], and BF [29], [30]. However, a com-
mon factor among all the aforementioned contributions, and
in the majority of the CF-mMIMO literature, is the assump-
tion that user equipments (UEs) are equipped with the same
number of antennas. This “homogeneity” assumption limits
the practicality of corresponding methods, particularly in the
context of beyond 5G and 6G systems for the IoT, which
are quite to the contrary characterized by great heterogene-
ity among users, both in terms of the service requirements
– which may for instance translate into distinct numbers of
simultaneous digital streams per user – as well as in the
specifications of corresponding devices, including different
numbers of antennas at each UE.
In order to take full advantage of the spatial resources

of CF-mMIMO systems, it is thus imperative to design
optimization methods suited to heterogeneous setups in
which UEs have arbitrary (i.e., fundamentally distinct)
numbers of antennas and digital streams [31], [32].
Focusing on BF design, the challenge posed by this user-

heterogeneous paradigm can be readily understood when it
is considered that the singular value decomposition (SVD)
is well-known to be the key in the construction of optimal
beamformers that maximize the spectral efficiency (SE) for
MIMO communication systems under the assumption of per-
fect channel state information (CSI) and no interference [33].
With that in mind, a major problem is that extending the
optimal SVD-based BF strategy requires the generalization
of the SVD itself [34], which proves challenging outside
special cases such as that of two users [35] and commuta-
tive matrices [36]. Motivated by similar problems, tensor
algebra [37], [38] has recently emerged as a means to
enable the joint decomposition of multiple matrices of dif-
ferent sizes (collected as slices of a tensor) in a manner
such that some structure of the decomposed representations
is shared [38].
Among these and other methods [39]–[41], a recently-

introduced technique referred to as the multilinear gener-
alized singular value decomposition (ML-GSVD) can be
recognized as being particularly promising for applica-
tion in multiuser MIMO problems [42]. In particular, the
ML-GSVD scheme is a higher-order generalized singu-
lar value decomposition (HO-GSVD) which decomposes
each of the complex-valued slices Hk of a tensor H into

the components Bk, Ck, and AT, where A is common
to all the slices. The details will be further discussed in
Section III, but at this point it suffices to highlight that the
interesting property of the ML-GSVD is that it exposes to
the transmitter(s)/receiver(s) a common “interface” matrix
(namely AT), a feature that can then be exploited by
the TX/RX beamformer(s) to separate streams to be sent
to/by different users (in the downlink (DL)/uplink (UL),
respectively).
However, a limitation of the ML-GSVD method in the

context of TX/RX MIMO BF is that the technique in [42]
is not designed to promote the separation of the subspaces
of the common interface matrix A, a feature that the method
shares with other HO-GSVD approaches developed for appli-
cations in biochemistry (see e.g., [43]–[45]) and that does
not facilitate the construction of TX beamformers.
This article is motivated by all the above, aiming at gen-

eralizing the well-known optimal SVD-based point-to-point
MIMO BF scheme to a heterogeneous multi-user MIMO sce-
nario, thus contributing to the area of CF-mMIMO system
optimization as follows:
• New Tensor Decomposition: A variation of the recently-
proposed ML-GSVD tensor decomposition method
of [42] is presented, in which the orthogonalization of
the subspaces in A is promoted by means of a procedure
that enforces the sparsity in the matrix C. As a result
of this modification, the decomposition yields complete
separation of all subspaces in A, enabling interference-
free BF designs in the underloaded case in which the
number of spatial degrees LN of A is larger than the
total number of digital streams for the various users∑
Mk. In allusion to this feature, we refer to the novel

technique here presented as the orthogonality-enforcing
ML-GSVD (OEML-GSVD).

• New BF Design via Tensor Decomposition: Building
on the aforementioned feature of the proposed OEML-
GSVD, the design of joint TX/RX beamformers is
presented both for the DL and the UL modes, which
include two alternative power allocation schemes aiming
at maximizing the system’s total SE in either a greedy or
a fairness-aware manner. Thanks to the sub-space sep-
aration induced by OEML-GSVD, the resulting tensor
decomposition resembles the orthogonal sub-space sep-
aration of the conventional SVD. It is worth mentioning
that the application of ML-GSVD is limited to the DL
in the literature, indicating that this article is, to the
best of our knowledge, the first attempt to apply such
a tensor-based BF method also to UL communications.

In addition to the above, it is also confirmed via an exten-
sive computer simulations and detailed complexity analysis
that the proposed tensor-based BF outperform popular BF
design alternatives with lower or similar complexity. We
remark that as a consequence of the features of the OEML-
GSVD, the overhead associated with centrally coordinated
TX/RX beamforming is significantly reduced compared to
existing schemes, since in the proposed method, only the
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relatively small TX/RX BF matrices themselves need be dis-
tributed to UEs, as opposed to conventional methods which
require the dissemination of much larger CSI matrices. It
should be also be noted that although the OEML-GSVD
and corresponding beamforming method is addressed here
under the perfect CSI assumption, so as to enable direct
comparison with preceding literature.
Finally, we recall that in the mMIMO literature, CF-

mMIMO is regarded as a variation of mMIMO system –
similar to virtual multiple-input multiple-output (MIMO),
network MIMO, Distributed-MIMO (D-MIMO), and coor-
dinated multipoint (CoMP) – in which antennas are dis-
tributed geographically and which operate in underloaded
conditions [19]. In this article, we follow this common
understanding and consider CF-mMIMO systems under the
assumption that the spatial resources at the receiver is larger
than the number of transmitter(s).
Notation: The following notation is used hereafter

throughout the text. Real-valued column vectors and matrices
are denoted by letters in bold face (e.g., x) and capitalized
bold face (e.g., X), respectively, while their complex-valued
counterparts are represented in corresponding italic bold-
face (e.g., x and X), respectively. The n-th power of a
matrix X is denoted as Xn. Complex tensors are repre-
sented by bold capital letters in calligraphic font (e.g., X ),
while n-th mode unfolding is denoted by [X ](n). The �1, �2
and Frobenius norms are denoted by ‖·‖1, ‖·‖2 and ‖·‖F,
respectively. The transpose, conjugate, conjugate transpose,
(pseudo-)inverse, capped pseudo-inverse, trace, vectorize,
diagonalize and block diagonalize operations are represented
as (·)T, (·)∗, (·)H, (·)−1, (·)†, Tr[·], vec(·), diag(·), blkdiag(·),
respectively. The imaginary unit, the N ×N identity matrix,
the N × 1 all-1 column vector, and the Khatri-Rao product
are respectively denoted by j, IN , 1N , and �. The real and
complex Gaussian distributions with mean νn and variance
σ 2
n are denoted by N (νn, σ

2
n ) and CN (νn, σ

2
n ), respectively.

II. SYSTEM MODEL
Consider a CF-mMIMO system composed of L access points
(APs) distributed over a service area in a grid-like manner,
each equipped with N antennas and connected through wire
fronthaul links to a single common central processing unit
(CPU), and K UEs, each equipped with a non-equal number
Mk of antennas, k ∈ K, as illustrated in Fig. 1.
For the sake of simplicity, it is assumed that the wired

fronthaul links from the APs to the CPU have an unlimited
capacity (or considerably larger capacity compared with the
data-traffic volume), and that multi-antenna UEs are uni-
formly and randomly located within a square with side length
of D [m]. In addition, we assume channel duality between
UL and DL, and perfect CSI at both transmitter and receiver,
in similarity to related literature such as [35], [42]. Following
the original concept of CF-mMIMO systems [17], [19], [46],
we consider the case in which the total spatial resources at
the CPU is larger than that at the collection of UEs (i.e.,

FIGURE 1. Illustration of a user-heterogeneous CF-mMIMO system.

LN >
∑

k Mk), which is a common assumption in the litera-
ture on mMIMO and its variants. For the sake of generality,
however, the proposed tensor decomposition algorithm to be
introduced later is designed without this assumption, which
is instead applied only in the simulations of Section IV,
where the system model with specific antenna specifications
is studied.
Collecting the indices of all UEs and APs into the sets K �
{1, . . . ,K} and L � {1, . . . ,L}, respectively, and assuming
that spatial correlation and fading affect the channel H�,k

between the k-th UE and the �-th AP, the latter can be
modeled as [47], [48]

H�,k �
√

10
−δ(d�,k)

10 R1/2
�,k G�,k

(
T1/2

�,k

)T
, � ∈ L and k ∈ K, (1)

where T�,k ∈ C
N×N and R�,k ∈ C

Mk×Mk models the spa-
tially correlated scattering at the �-th AP and k-th UE,
respectively, the uncorrelated Gaussian matrix G�,k ∈ C

Mk×N
with vec(G�,k) ∼ CN (0, INMk) captures the small-scale
fading phenomena, while the mean channel power δ cap-
tures the large-scale fading coefficients determined by the
urban macro cell path loss model given by δ(d�,k) =
22.7+36.7 log10 (d�,k)+26 log10 (fc) [49], where fc denotes
the carrier frequency and d�,k is the distance between the
�-th AP and the k-th UE.

To further elaborate on equation (1), the spatial correlation
matrices T�,k and R�,k result from the outer product of the
array steering vectors at the �-th transmitting AP and the k-
th receiving UE [48], respectively, which can be written as

T�,k � a
(
θ t�,k

)
a
(
θ t�,k

)H
, (2a)

R�,k � a
(
θ r�,k

)
a
(
θ r�,k

)H
, (2b)
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where θ t�,k and θ r�,k denote the angles of departure (AoD)
at the �-th AP and of arrival (AoA) at the k-th UE, respec-
tively, and the array steering vector a(·) corresponding to
a uniform linear array (ULA) antenna with N elements is
given by

a(θ�,k) �
[
1ejπ cos θ�,k . . . ej(N−1)π cos θ�,k

]T
. (3)

Although we consider below two different scenarios (i.e.,
uplink and downlink), the addressed scenario should not be
confused with a full-duplex scenario (virtual or otherwise), in
which uplink and downlink transmissions are simultaneous.
The motivation of considering both uplink and downlink
scenarios is to show that the proposed algorithm can be
employed in both operation modes.

A. DOWNLINK CASE
It will prove convenient to define the following effective DL
channel matrix from the ensemble of APs to the k-th UE

Hk �
[
H1,k,H2,k, . . . ,HL,k

] ∈ C
Mk×LN, (4)

as well as the DL transmit and receive BF matrices Vd
k ∈

C
LN×Qk and Ud

k ∈ C
Qk×Mk , respectively, such that the DL

complex baseband signal yk ∈ C
Qk×1 at the k-th UE can be

written as

yk =
Intended signal at k−th UE

︷ ︸︸ ︷

Ud
kHkVd

ksk +

Downlink inter-user interference
︷ ︸︸ ︷

K∑

k′=1,k′ �=k
Ud
kHkVd

k′sk′ +
Colored noise
︷ ︸︸ ︷

Ud
knk ,

(5)

where sk ∈ C
Qk×1 denotes an informative symbol vec-

tor of length Qk while nk ∼ CN (0, σ 2IMk) describes
the additive white Gaussian noise (AWGN) vector at the
k-th UE.
From equation (5), it follows that the DL spectral

efficiency at the k-th UE is given by

ηk = log2

(
det

(
IMk + Ud

kHkFTX
k HH

k U
d
k
H
Ed−1

k

))
, (6)

with Ed
k �

∑K
k′=1,k′ �=k Ud

kHkFTX
k′ H

H
k U

d
k
H + σ 2

k F
RX
k , FTX

k �
Vd
kV

d
k
H
and FRX

k � Ud
kU

d
k
H
.

B. UPLINK CASE
Similarly to the above, also for the UL we can define the
following effective UL channel matrix from the k-th UE to
the ensemble of APs

Hu
k �

[
H1,k,H2,k, . . . ,HL,k

]T = HT
k ∈ C

LN×Mk , (7)

where we highlight that the UL channel matrix is simply
the transpose of its DL counterpart.
It follows from the definition of Hu

k that the UL complex
baseband signal y ∈ C

LN×1 received at the CPU as a result

of transmissions from the UEs precoded by the UL transmit
BF matrices Vu

k ∈ C
Mk×Qk can be written as

y =
K∑

k=1

HT
kV

u
ksk + n, (8)

where sk ∈ C
Qk×1 denotes the symbol vector of length Qk

transmitted by the k-th UE and n ∼ CN (0, σ 2ILN) describes
the AWGN vector at the ensemble of APs.
The CPU then combines the UL signal described above

via the BF matrices Uu
k ∈ C

Qk×LN in order to obtain the
estimate of the k-th UE, yielding

ŝk = Uu
ky

=
Intended k−th UE’s signal

︷ ︸︸ ︷
Uu
kH

T
kV

u
ksk +

Uplink inter-user interference
︷ ︸︸ ︷

K∑

k′=1,k′ �=k
Uu
kH

T
k′V

u
k′sk′ +

Colored noise
︷︸︸︷
Uu
kn .

(9)

From equation (9), it follows that the UL spectral
efficiency of the k-th UE is given by

ηk = log2

(
det

(
IQk + Uu

kH
T
kG

TX
k H∗kUu

k
HEu−1

k

))
, (10)

with Eu
k �

∑K
k′=1,k′ �=k Uu

kH
T
k′G

TX
k′ H

∗
k′U

u
k
H + σ 2GRX

k , GTX
k �

Vu
kV

u
k
H and GRX

k � Uu
kU

u
k
H.

We remark that for simplicity of notation in the above, we
avoided using the superscripts d and u when not necessary.
In particular, the quantities yk, sk, sk′ and nk in equation (5),
as well as ηk in equation (6), all obviously refer to DL, while
the quantities y, sk, n, ŝk and sk′ in equations (8) and (9),
as well as ηk in equation (10), all obviously refer to UL,
such that the use of the superscripts on those quantities
is unnecessary. In what follows, we shall also omit these
superscripts when referring to the TX and RX beamformers
whenever both cases can be considered interchangeably.
With that clarification, it is evident from equa-

tions (6) and (10) that the maximization of the system’s
DL and UL spectral efficiencies under the knowledge of
the channel matrices Hk requires the joint optimization of
the transmit and receive beamformers Vk and Uk, respec-
tively, for the corresponding DL and UL modes. And at this
point, it will prove convenient to collect all K components of
each these key system matrices into system-wide quantities,
which with Mk �= Qk for different UEs, can be achieved via
the introduction of tensor notation. In particular, define the
tensors

H �
H1HkHK = [Hk]K1 , (11a)

V �
V1VkVK = [Vk]K1 , (11b)

U �
U1UkUK = [Uk]K1 , (11c)

such that the matrices Hk, Vk and Uk are the k-th slice of
the corresponding tensors H, V and U , respectively.
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A simple optimization problem to maximize the total SE of
the system via the design of beamformers Vk and Uk subject
to total TX power P can then be compactly described as

maximize
V,U

f (V,U |H) �
K∑

k=1

ηk = η, (12a)

subject to

{∑K
k=1 ‖Vk‖2F = P in DL
‖Vk‖2F = Pk, ∀k in UL,

(12b)

‖Uk‖2F =
{
Qk ∀ k, in DL
Qk ∀ k, in UL,

(12c)

where ηk is given by equation (6) or (10), depending on the
operation mode of interest.
It is well-known that the problem described by equa-

tion (12) is not convex, due to the non-convexity of the
signal-to-interference-plus-noise ratio (SINR) embedded in
ηk and the fixed power constraints. Nevertheless, consid-
ering the vast literature on methods to relax and solve
non-convex [50] and in particular sum-rate optimization
problems [51], the non-convexity of the functional objective
f (V,U |H) is not the greatest challenge posed by equa-
tion (12). However, a key difference between this problem
and those covered in most of the literature is the fact that in
equation (12), the tensor slices Hk, Vk and Uk are of differ-
ent sizes. Also, it should be noted that the linear coupling
between Vk and Uk is another challenge that poses difficulty
in solving the problem.

III. TENSOR-BASED BF-DESIGN FOR CF-MMIMO
A. PRELIMINARIES: STATE-OF-THE-ART BACKGROUND
Given the formulation described above and its challenges, we
address in this section the design of transmit and receive BF
matrices to optimize the spectral efficiency of CF-mMIMO
systems.
Before we introduce our novel tensor-based mecha-

nism, however, it is didactic to briefly review a couple
of well-established BF design techniques, which will also
serve as references for the performance assessment of our
proposed method. To begin with, consider BF schemes based
on the classic maximum ratio combiner (MRC) such as
in [16], [19], which in the context hereby can be succinctly
described by

Vd
k =

Qk∑

q=1

pk,q · HH
k

‖HH
k ‖F

and Ud
k = IMk , (13a)

Vu
k =

√
Pk
Mk
· IMk and Uu

k = H∗k , (13b)

where pk,q denotes the TX power allocated to the q-th stream
of the k-th UE, which shall be addressed later, while P and
Pk denotes the TX power available to the k-th UE in UL.

The MRC BF approach summarized for the DL and UL
cases in equations (13) is known for its simplicity, but on
the other hand has the limitation that it only maximizes
the power of the desired signal without considering the
effect of interference. In contrast, BF schemes based on

the classic minimum mean square error (MMSE) approach
aim to simultaneously maximize the desired signal power
while minimizing interference [16], [17], [52], and can
summarized, for the DL and UL modes respectively by

Vd
k =

Qk∑

q=1

pk,q ·
(∑

k′ H
H
k′Hk′ + σ 2

k ILN
)−1

HH
k∥

∥
∥
(∑

k′ H
H
k′Hk′ + σ 2

k ILN
)−1

HH
k

∥
∥
∥
F

(14a)

Ud
k = IMk , (14b)

Vu
k =

√
Pk
Mk
· IMk (14c)

Uu
k = H∗k

(
∑

k′
HT
k′H
∗
k′ + σ 2

k ILN

)−1

. (14d)

As for TX power allocation, in conventional systems this is
typically resolved in either of two primary ways, depending
on system priorities. The first (and also most common) is the
water-filling strategy [53], which under the assumption that
the effect of shadowing is negligible, such that the average
power of different streams of any given UE can be considered
identical, is known to maximize the sum SE and is given by

pk,q = 1

Qk

√

P
‖Hk‖2F∑
k ‖Hk‖2F

. (15a)

The second is when fairness of resource sharing among
users is also enforced, in which case TX power is allocated
on the basis of channel power inversion [53], yielding

pk,q = 1

Qk

√
√
√
√

P

‖Hk‖2F
∑

k
1

‖Hk‖2F
. (15b)

In light of the above, it can be said that despite the key
difference regarding how interference is handled, the MRC
and MMSE beamformers have in common – as clarified by
equations (13), and (14) – the fact that both rely fundamen-
tally on a single-sided interference mitigation, i.e., precoding
at the DL and receiver combining at the UL, leaving the other
side merely the task of aggregating/distributing (in DL/UL,
respectively) the received/transmitted signals in a manner
that does not exacerbate inter-symbol interference (ISI).
Furthermore, both of these conventional linear approaches

also share the limitation that inter-user interference is not
mitigated in the DL, as evidenced by equations (13) and (14),
since in neither scheme the BF matrix Vk towards the k-
th user is designed with knowledge of the channels Hk′ �=k
towards all other users. For all the above, it is fair to say
that both the classic MRC and MMSE beamformers sub-
utilize the antenna resources available to optimize the SE of
CF-mMIMO systems; this implies that both solutions are far
from being the global optimizer of equation (12), although
the constraints of equations (12b) and (12c) are satisfied by
both methods.
To conclude this discussion, it is worth mentioning that

in the particular case of a DL MIMO system with only
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two UEs, it was shown, e.g., in [35] that the pair of chan-
nel matrices (H1,H2) corresponding to both users can be
jointly decomposed via the GSVD, such that two mutually
orthogonal subspaces, each associated with one of the users
and a common mutual-interference subspace are exposed.
Exploiting these features, the design of optimized TX-RX
BFs is achieved [35], in particular, in the form of transmit
precoders matched to the right generalized singular vectors
that place the streams of each user into its own subspace,
combined with the corresponding receive combiners based on
unitary matrices matched to the left singular vector matrices.
Despite being a step in the right direction, solutions such

as those offered in [35] are largely academic, because the
practical relevance of CF-mMIMO systems with only two
users is very limited; moreover, the UL BF problem is left
altogether unaddressed. With the challenges associated with
the optimization of the SE of CF-mMIMO as per equa-
tion (12), as well as the limitations of the classical MRC
and MMSE, and with the above-described two-user solu-
tions clarified, we next turn our attention to a state-of-the-art
framework aiming to maximize the SE from an optimization
perspective.
In particular, we introduce a conventional fractional pro-

gramming (FP)-based BF design such as that in [54] with
the aim of maximizing the total SE of the system. As consid-
ered in [54], the total SE maximization problem for a joint
TX/RX BF design defined in equation (12) can be relaxed
for fixed UE BFs into the following:

maximize
Vd,Uu

η (16a)

subject to

{∥
∥Vd

k

∥
∥2
F ≤

∑Qk
q=1 pk,q, ∀k∥

∥Uu
k

∥
∥2
F ≤ Qk, ∀k,

(16b)

for fixed UE BFs given by

Ud
k = IMk , (17a)

Vu
k =

√
Pk
Mk
· IMk . (17b)

Due to the logarithm of fractions, the optimization
problem defined by equations (16) is non-convex, which
can be efficiently convefixied through FP techniques.
More specifically, one can apply the lagrangian dual

transform (LDT) [54], [55] to the latter problem and trans-
form each summation in the objective function into a relaxed
variant denoted by fLDT as in equation (18), with auxiliary
variables updated as

�d
k = VdH

k HH
k E

d−1

k HkVd
k, (19a)

�u
k = H∗kUuH

k Eu−1

k Uu
kH

T
k . (19b)

Even though the LDT enables decoupling of the SINR
from the logarithm function, the resultant objective given
in equation (18), as shown at the bottom of the page is
still non-convex due to the fractional terms. Following [54],
making use of the quadratic transform (QT) [55] we obtain

maximize
Vd,Uu

∑

k∈K
fQTk (20a)

subject to

{∥
∥Vd

k

∥
∥2
F ≤

∑Qk
q=1 pk,q, ∀k∥

∥Uu
k

∥
∥2
F ≤ Qk, ∀k

(20b)

where fQTk is given by equation (21), as shown at the bottom
of the page, and �d

k and �u
k denotes a newly-introduced

auxiliary variable updated for fixed Vd
k and U

u
k , respectively,

according to

�d
k =

(

σ 2IMk +
∑

k′∈K
HkVd

k′V
dH
k′ H

H
k

)−1

HkVd
k, (22a)

�u
k =

(

σ 2Uu
kU

uH
k +

∑

k′∈K
Uu
kH

T
k′H
∗
k′U

uH
k

)−1

Uu
kH

T
k . (22b)

According to the optimization problem defined in equa-
tion (20), we can compute tentative BF matrices by finding
the root of the Lagrangian as shown in equation (23), as
shown at the bottom of the next page with a Lagrangian
multiplier μk ∈ R optimally determined as

minimize
μk≥0

μk (24a)

subject to

{∥
∥Vd

k

∥
∥2
F ≤

∑Qk
q=1 pk,q∥

∥Uu
k

∥
∥2
F ≤ Qk

(24b)

which can be solved by the bisection search.
For the sake of convenience, we summarize the

conventional FP-based BF design for the considered

f LDTk =

⎧
⎪⎪⎨

⎪⎪⎩

log2
(
det

(
IMk + �d

k

))− Tr
(
�d
k

)− Tr

(
(
IMk + �d

k

)(
σ 2IMk + VdH

k HH
k E

d−1

k HkVd
k

)−1
)

, for DL

log2
(
det

(
IMk + �u

k

))− Tr
(
�u
k

)− Tr

(
(
IMk + �u

k

)(
σ 2Uu

kU
uH
k +H∗kUuH

k Eu−1

k Uu
kH

T
k

)−1
)

, for UL
(18)

fQTk =
⎧
⎨

⎩

log2
(
det

(
IMk + �d

k

))− Tr
(
�d
k

)+ Tr
((
IMk + �d

k

)(
2�

[
�dH
k HkVd

k

]
−�dH

k

{
σ 2IMk +

∑
k′∈KHkVd

k′V
dH
k′ H

H
k

}
�d
k

))
, for DL

log2
(
det

(
IMk + �u

k

))− Tr
(
�u
k

)+ Tr
((
IMk + �u

k

)(
2�

[
�uH
k Uu

kH
T
k

]
−�uH

k

{
σ 2Uu

kU
uH
k +

∑
k′∈K Uu

kH
T
k′H
∗
k′U

uH
k

}
�u
k

))
, for UL

(21)

VOLUME 3, 2022 745



ANDO et al.: USER-HETEROGENEOUS CF-mMIMO DOWNLINK AND UPLINK BF

Algorithm 1 CONVENTIONAL FP-BASED BF
Input: Channel tensor H.
Output: BF tensors U or V .

1: Initialize BF with MMSE as in equations (14), and (15);
2: while Convergence criteria are not satisfied do
3: Update �k,∀k as in equation (19);
4: Update �k, ∀k as in equation (22);
5: Bisection search of μk, ∀k as equations (24) and (23);
6: Update V′k or U′k as in equation (23);
7: end while
8: Collect V′k into V as in equation (11b), and U′k into U as in equation

(11c), respectively.

user-heterogeneous CF-mMIMO systems in Algorithm 1
with convergence criteria

∑

k

∥
∥V′k − Vk

∥
∥2
F/

∑

k

∥
∥V′k

∥
∥2
F < 10−8, (25a)

∑

k

∥
∥U′k − Uk

∥
∥2
F/

∑

k

∥
∥U′k

∥
∥2
F < 10−8, (25b)

such that the algorithm is terminated when either of them is
triggered.

B. TENSOR DECOMPOSITION FRAMEWORK
We seek a CF-mMIMO BF mechanism in which:

• Each UE can be equipped with any number of antennas;
• All the available spatial resources are exploited via
design of joint TX/RX BF;

• No restriction on the number of users is imposed;
• Both ISI and multi-user interference (MUI) are
mitigated.

To that end, consider the DL complex baseband signal
model of equation (5), which after incorporating the SVD
of the channel matrix Hk becomes

yk = Ud
k Bk�kAT

k︸ ︷︷ ︸
=Hk

Vd
ksk +

K∑

k′=1,k′ �=k
Ud
k Bk�kAT

k︸ ︷︷ ︸
=Hk

Vd
k′sk′ + Ud

knk,

(26)

where the right and left singular vectors of Hk are given by
the matrices1 A∗k and Bk, while the corresponding singular
values are in the diagonal entries of the diagonal matrix �k.

As evidenced by the terms AT
kVk′ with k′ �= k in equa-

tion (26), performing the SVD of each channel matrix Hk

separately cannot yield a BF strategy in which MUI is

1. We highlight the slightly unusual definition of the right singular matrix,
which is adopted here for future convenience.

FIGURE 2. Illustration of OEML-GSVD.

effectively mitigated. Instead, it is clear that the problem
requires the channel matrices Hk to be processed collectively,
or in other words, a tensor decomposition of the tensor H.

Although many methods to decompose tensors exist [38],
[39], [41], [56], we develop our own variation of the tech-
nique referred to as the ML-GSVD recently proposed in [42]
and illustrated in Figure 2, in which each k-th slice Hk of
the tensor H is decomposed into

Hk = Bk

�Ck
︷ ︸︸ ︷
diag

{〈CT〉k
}
AT, (27)

where 〈X〉k denotes the k-th column of the matrix X, Bk ∈
C
Mk×LN , with BkBH

k = IMk is a unitary matrix akin to the
left singular vectors in a conventional SVD, A ∈ C

LN×LN is
a square matrix also similar to the right singular vectors of
a conventional SVD except for the fundamental difference
that it is common to all slices of H, and C ∈ [0, 1]K×LN is
a binary block diagonal matrix, such that the k-th row of C
is used to construct the diagonal matrix Ck ∈ C

LN×LN .
At this point it is important to remark that, in light of

the transpose relationship between the effective DL and UL
channel matrices as described by the definition of Hu

k , the
tensor decomposition of channel tensor H as given in equa-
tion (27) can be exploited both by DL and UL beamformers,
as discussed later in Section III-C.
Therefore, our motivation continues to be the tensor

decomposition ofH with a focus on the DL case, but without
loss of generality. From equation (27), the complex baseband
signal model can be written as

yk = Ud
kBkCkATVd

ksk +
K∑

k′=1,k′ �=k
Ud
kBkCkATVd

k′sk′ + Ud
knk.

(28)

Before we proceed to describing the algorithm here
proposed to construct the decomposition described by equa-
tion (27), let us highlight the role and key property of each
of the component matrices, bearing in mind the intended
application to the BF design of CF-mMIMO systems.

Vd
k =

(

μd
kILN +

∑

k′∈K
HH
k′�

d
k′(IMk′ + �d

k′)�
dH
k′ Hk′

)−1

HH
k �d

k

(
IMk + �d

k

)
(23a)

vec
(
Uu
k

) =
(

μu
kILNMk +

(

σ 2ILN +
∑

k′∈K
HH
k′Hk′

)

⊗�u
k(IMk + �u

k)�
uH
k

)−1

· vec
(
�u
k

(
IMk + �d

k

)
H∗k

)
(23b)

746 VOLUME 3, 2022



Starting with the common matrix A, it is evident from
equation (28) that the purpose of the DL TX beamformer
is to orthogonalize the transmission over the channel tensor,
by assigning each transmit symbol vector sk′ to a dedicated
subspace of the common matrix A, so as to mitigate MUI.

In other words, it is desired that each TX-BF matrix Vk∈
C
LN×Qk be aligned with the common matrix A. In turn, the

binary matrix C must be such that only the entries of its
k-th row associated with the private subspace of the k-th
user, only the corresponding diagonal entries of the matrix
Ck – are non-zero. Altogether, it is desired that any given
j-th column of C has only one non-zero element (set to 1),
and if such unit entry occurs at the k-th row, then it can be
said that the j-th one-dimensional subspace of the channel
tensor H is private to the k-th UE.
We again highlight a fundamental difference between the

tensor decomposition introduced here and the ML-GSVD
method proposed in [42], which is the fact that in the ML-
GSVD of [42] the entries of the matrix C are not binary.
Furthermore, we note that the orthogonal separation of all
subspaces in the channel tensor H (i.e., interference-free
decomposition) is only possible if LN ≥∑

k Qk, with Qk ≤
Mk, ∀ k. In turn, in case LN <

∑
k Qk or Qk > Mk for some

k, it follows that some subspaces of H will be overlapped
or shared by the corresponding UEs. Such shared subspaces
are referred to as common subspaces.
With these objectives clarified, we follow [41] and initial-

ize A and C as the left singular matrix of
∑K

k=1 H
H
k Hk and

C as a random matrix with entries taken randomly and uni-
formly from the interval [0, 1]. In other words, if we denote
the initial A and C respectively by A(0) and C(0), then

A(0) = X with X�XH =
K∑

k=1

HH
k Hk, (29)

C(0) =
[
c(0)
n,m

]LN,LN

1,1
with c(0)

n,m ∼ U(0, 1), (30)

where U(0, 1) denotes the uniform distribution in the interval
[0, 1] and (n,m) ∈ {1, . . . ,LN}.

In possession of a so-initialized pair of matrices A(0) and
C(0), and anticipating that both will be subsequently updated
such that their construction at the i-th iteration are similarly
denoted by A(i) and C(i), respectively, the corresponding i-th
construction of the matrices Bk can be obtained as follows.

First, consider the linear equation

Hk =
�Ĥ(i)

k
︷ ︸︸ ︷

B(i)
k C(i)

k A
(i)T

︸ ︷︷ ︸

�D(i)
k

+W(i)
k , (31)

where W(i)
k ∈ C

Mk×LN denotes a fitting error matrix and we

have implicitly defined the auxiliary matrices Ĥ
(i)
k and D(i)

k ,
such that in the future we may also define the tensor

Ĥ �
Ĥ1̂Hk̂HK =

[
Ĥk

]K

1
, (32)

Having clearly highlighted that the matrices A(i), B(i)
k and

C(i)
k are to be updated iteratively, for the sake of notational

simplicity we omit hereafter the super index (i) whenever
unnecessary.
Given equation (31), the following direct fitting problem

constrained by the unitarity of Bk can be formulated:

Bk = argmin
Bk

Tr
(
WkWH

k

)
subject to BkBH

k = IMk , (33)

which readily yields the Lagrangian,

L = Tr
(
WkWH

k

)+ Tr
(
Lm

(
BkBH

k − IMk

))
, (34)

where Wk = Hk − BkDk and Lm ∈ C
Mk×Mk denotes the

Lagrange multiplier matrix.
By virtue of Wirtinger calculus, a closed-form solution to

equation (33) can be given by [57],

B(i)
k = HkDH

k

(
DkHH

k HkDH
k

)− 1
2 . (35)

It will prove convenient to define the tensor

B �
B1BkBK = [Bk]K1 , (36)

which collects all the K matrices Bk.
Once a new update of Bk is obtained from equation (35),

C needs to be updated for a fixed Bk and A. In the ML-
GSVD algorithm proposed in [42], the update rule of C is
given by

C = D(3)

(

diag

{
1

‖〈A〉1‖22
, . . . ,

1

‖〈A〉LN‖22

}

(A � ILN)H

)T

,

(37)

where � denotes the row-wise Khatri-Rao tensor product
such that [ a bc d ] � [ 1 0

0 1 ] = [ a 0 c 0
0 b 0 d ]T, and D(3) is the third

mode unfolding [37] of the tensor D, defined2as

D �
DT

1DT
kDT
K =

[
DT
k

]K
1 . (38)

Notice, however, that the update rule given by equa-
tion (37) allows for C to be complex-valued, while here it is
desired that C is binary. Departing from [42], we therefore
introduce the following additional updates onto the matrices
A and C

〈A〉�n = |〈C〉�n |〈A〉�n , (39)

〈C(i)〉�n =
∣
∣〈C〉�n

∣
∣

max(|〈C〉�n |, ε)
, (40)

where �n ∈ {1, . . . ,LN}, | · | denotes element-wise abso-
lute value and 0 < ε � 1. In plain words, by means
of equation (39) any scaling effect (related to the chan-
nel power) contained in C is moved to A, while by means
of equation (40) all entries of C are projected onto the
domain (0, 1).

Next, we invoke the dimension theorem [58] and recall
equation (27) to argue that it is sufficient that only up to Mk
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elements of each k-th row 〈CT〉k of C – or equivalently only
Mk diagonal elements of Ck – are nonzero in order for the
decomposition of Hk to be as in equation (27). Consequently,
we project the entries of C onto the binary domain as follows.

Define the sets Zk which collect, for each k-th row of C,
the indices of its smallest LN −Mk elements. Then we set

c(i)k,�n = 0,∀�n ∈ Zk. (41)

We remark that especially in the case when LN <
∑

k Mk,
which corresponds to an “overloaded” system in the sense
that the degrees of freedom available at the receiver is
lower than the total degrees of freedom of the collection
of transmitters, equations (40) and (41) play a significant
role in separating the spaces allocated to different UE, with
important consequences in the application of the tensor
decomposition to TX/RX BF in CF-mMIMO systems.
In particular, as a consequence of these projections, a

pressure is created within the construction of Ck to allo-
cate to a given user its subspaces with the largest singular
values. Specifically, if two users k and k′ are such that
ck,�n � ck′,�n , the tendency is for equations (40) and (41) to
produce ck,�n → 1 and ck′,�n → 0, even in overloaded con-
ditions. It is this feature that motivates us to dub the tensor
decomposition here presented the orthogonality-enforcing
ML-GSVD (OEML-GSVD), although it must be clear to
the reader that in the overloaded case orthogonality cannot
be ensured, such that occasionally overlapped subspaces will
result, which must then be orthogonalized by means of an
orthogonal resource allocation scheme which, in the context
of this article, is part of the BF methods described in the
next subsection.
In turn, in underloaded conditions that are of interest in

this article, i.e., if LN ≥ ∑
k Mk, the projection enforced

by equation (41) may cause some k-th rows of C not to
have the same number of non-zero elements as Mk. In order
to avoid this underutilization of available spatial resources
and take full advantage of the degree of freedom (DoF) of
H, the following projection is applied to C if and only if
LN ≥∑

k Mk. To that end, the set F of free dimensions is
first constructed, defined as

F �
{
�n
∣
∣‖〈C〉�n‖1 = 0, ∀ �n ∈ {1, . . . ,LN}}. (42)

Next, F is randomly partitioned into K mutually-exclusive
subsets Fk, each with cardinality |Fk| = Mk−‖〈CT〉k‖1 such
that

Fk ∩ Fk′ =
{

∀ (k, k′)|k �= k′,
K⋃

k=1

Fk ⊂ F
}

. (43)

Then, the subspaces in Fk are allocated to the k-th
user, i.e.,

c(i)k,�n = 1,∀ �n ∈ Fk, ∀ k. (44)

2. We call attention to the fact that, for convenience, the tensor D is
defined based on the transposes of the matrices Dk , therefore differing from
the definitions of other tensors given in equations (11).

Algorithm 2 ORTHOGONALITY-ENFORCING ML-GSVD
Choice Parameters: ε, δ, ξ , ωmax sufficiently small, and imax
sufficiently large.
Input: H∈CK×Mk×LN
Output: Bk∈CMk×LN, C∈{0, 1}LN×LN , A∈CLN×LN

1: Initialize A and C as in equations (29) and (30);
2: while ‖H− Ĥ‖2/‖H‖2 > ωmax or i ≤ imax do
3: for k = 1, 2, ...,K do
4: Construct Bk as in equation (35);
5: end for
6: Update C as in equations (37), (40) and (41);
7: if LN ≥∑

k Mk then
8: Update C further as in equation (44);
9: end if
10: Update A as in equaiton (45)
11: Increment iteration counter i← i+ 1;
12: end while

In possession of the latest updates of Bk as per equa-
tion (35), and of all entries of C as per equations (40), (41),
and (44) (when applicable), the final update of the common
generalized right singular matrix A is obtained as

A(i)T =D(1)blkdiag

{
〈C〉H1

‖〈C〉1‖22 + δ
, . . . ,

〈C〉HLN
‖〈C〉LN‖22 + δ

}

+ ξILN ,

(45)

where D(1) denotes the first mode unfolding [37] of the ten-
sor D, and δ and ξ are sufficiently small quantities inserted
to avoid divergent ratios and ensure the full-rankness of A,
respectively.
The updates given in equations (35)–(45) are repeatedly

computed until the solution converges. In allusion to the
feature that private subspaces are allocated to each UE, thus
ensuring their orthogonality as long as LN ≥∑

k Mk, while
also creating a “pressure” for all subspaces to be private even
when LN <

∑
k Mk, unlike the method proposed in [42], we

refer to our tensor decomposition described in this subsec-
tion as the Orthogonality Enforcing ML-GSVD, which for
convenience is presented as pseudo-code in Algorithm 2.

C. BEAMFORMING DESIGN
Similar to the SVD-based point-to-point MIMO BF design,
our goal is to take advantage of the tensor decomposi-
tion described above in order to enable interference-free
communications even in multi-user MIMO scenarios.
In case the total spatial degree is larger than the total

number of UE antennas (i.e., LN ≥ ∑
k Mk), we ensure

Qk = Mk for all k UEs, while in case of LN <
∑

k Mk, we
resort to Qk ≤ Mk streams, with LN = ∑

k Qk.
3 In other

words, in what follows TX and RX BF matrices will be
designed such that each k-th user can receive Qk streams
free of ISI and MUI, to which it suffices that Vk ∈ C

LN×Qk .
With these remarks in mind, and as illustrated in Figure 3,

the BF strategy is to exploit and complement the orthogo-
nality enforcing feature of the OEML-GSVD-based tensor

3. Although this case is outside the scope of this article, for the sake of
completeness, the proposed algorithm is presented for general conditions
including the case LN <

∑
k Mk .
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FIGURE 3. Illustration of Orthogonality Enforcing ML-GSVD-based beamformer.

decomposition described in the preceding subsection as
follows.
On the transmitter side, each TX BF matrix Vk should both

diagonalize the common right singular matrix A, and select
from it a subspace of dimension Qk that best fits the k-th
UE, in accordance with the corresponding non-zero diag-
onal entries of Ck. Before we proceed, it is worth noting
that although A is in theory always invertible, occasion-
ally ill-conditioning might arise due to numerical issues. To
circumvent that problem, the pseudo-inverse adopted here-
after will be taken as the capped pseudo-inverse, whose
construction is described as follows.
Consider the singular value decomposition A = WLWH

R
and let ̄ be the capped singular value matrix given by

̄ � diag(max(diag(), κ1LN×1)), (46)

in which κ denotes a small constant.
Then, the capped pseudo-inverse of A is defined as

A† � WR̄−1WH
L . (47)

Hence, the q-th column of the DL/UL TX BF matrices
corresponding to the k-th user can be designed as

〈Vd
k〉q = pk,q

(
AT)†〈Jk〉q

∥
∥
∥
(
AT)†〈Jk〉q

∥
∥
∥
F

for q ∈ {1, 2, . . . ,Qk}, (48a)

〈Vu
k〉q = pk,q

B∗k〈Jk〉q∥
∥B∗k〈Jk〉q

∥
∥
F

for q ∈ {1, 2, . . . ,Qk}, (48b)

where pk,q denotes the allocated TX power to the q-th stream
of the k-th UE and the subspace selection matrix Jk is
designed such that an orthogonal subspace of dimension
Qk is allocated to the k-th user.
The construction of the subspace selection matrix Jk

depends on the loading conditions. In general, the �n-row
of the q-th column of Jk denoted jk�n,q is defined in binary
and if the �n-th resource is allocated to the q-th dimension
of the k-th user, their value is 1, otherwise it is 0.

jk�n,q =
{

1 allocated
0 otherwise,

(49)

with �n = {1, . . . ,LN}.
In case LN ≥∑

k Qk, the OEML-GSVD described above
yields a block diagonal matrix C with ‖〈CT〉k‖1 = Qk, ∀ k
and ‖〈C〉�n‖1 ≤ 1, ∀ �n. In other words, in this case all sub-
spaces constructed via the OEML-GSVD are private, such

that Jk is then given simply by the Qk non-zero columns of
Ck. Defining then the operator P[ · ] that punctures out all
zero column vectors of a matrix, we can compactly express
Jk in the underloaded and fully-loaded cases as

Jk = P[Ck]. (50)

In turn, in case LN <
∑

k Qk, the total spatial DoFs
available are insufficient to allocate to all users private sub-
spaces of dimensions Qk, such that the OEML-GSVD yields
a matrix C with ‖〈C〉�n‖1 > 1 for some dimensions �n. For
future convenience, let us then define the set S of shared
dimensions

S �
{
�n
∣
∣‖〈C〉�n‖1 > 1, ∀ �n ∈ {1, . . . ,LN}}. (51)

The orthogonal allocation of shared dimensions in the BF
problem here studied is similar to the subcarrier allocation
problem in multiuser orthogonal frequency-division multiple
access (OFDMA) systems, and can be achieved through dif-
ferent strategies. For example, in order to maximize the sum
SE, the indices in S can be allocated one by one in a greedy
fashion, such that each dimension from S is allocated to the
user that results in the largest increase in

∑
k ηk in [59], until

all users have their private subspace with dimension Qk. For
simplicity of reference, we shall denote this allocation as

S −→
greedy

{
QG

1 , . . . ,QG
K

}
, (52a)

with
⋃K

k=1 QG
k = S , and where QG

k denotes the set of indices
from S allocated to the k-th user under a greedy strategy.
Alternatively, a fairness-aware strategy is also possible, in

which the minimum SE over all UEs is maximized, and for
which a low-complexity near-optimal scheme exists [60] in
the context of subcarrier allocation in OFDMA systems. In
similarity with the above, we denote this allocation as

S −→
fair

{QF
1, . . . ,QF

K

}
, (52b)

where QF
k denotes the set of indices from S allocated

exclusively to the k-th user under a fairness-aware strategy.
Once the orthogonal allocation of the shared spaces to

all users is completed following equation (52a) or (52b),
as desired, the corresponding selection matrix for all users
can be obtained by appending the allocated subspaces to the
private subspaces; this can be expressed as

Jk =
[
P[Ck], 〈Ck〉q∈Qk

]
, (53)

where in the latter equation Qk may be interpreted as QG
k

or QF
k , depending on the optimization criterion followed.

Turning our attention to the receiver, as illustrated in
Figure 3, the DL RX BF strategy is used for the matri-
ces Uk to diagonalize the left RX unitary matrix Bk of the
channel tensor and to match the private subspace assign-
ment performed at the transmitter, such that we can write
concisely

Ud
k = JTkB

H
k . (54a)
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Algorithm 3 OEML-GSVD-BASED BF
Choice Parameters: Singular value cap κ
Input: OEML-GSVD decomposed tensor H in the form of B, C
and A.
Output: BF tensors U and V

1: Obtain the capped inverse of A as in equation (47);
2: Construct selection matrices Jk as in equation (50);
3: if LN <

∑
k Mk then

4: Construct set of shared subspaces S as described in equation
(51) and allocate them according to greedy or fairness-aware
strategies as in equations (52a) and (52b), respectively;

5: Augment selection matrices Jk as in equation (53);
6: end if
7: Calculate the TX powers pk,q as in equations (55) or (56), depending

on the allocation strategy adopted (greedy or fairness-aware) and on
the transmission mode (DL or UL);

8: Construct TX beamformers Vk as in equation (48);
9: Construct RX beamformers Uk as in equation (54);
10: Collect Vk into V as in equation (11b), and Uk into U as in equation

(11c), respectively.

In the UL case, we obtain straightforwardly

Uu
k = JTkA

†. (54b)

Finally, to complete the joint TX/RX BF scheme, the trans-
mit powers allocated to each stream of each user under the
greedy and fairness-aware strategies are respectively set to

pk,q =
√
√
√
√P

∥
∥Ck · 〈Jk〉q

∥
∥2
F∑

k′ ‖Ck′ · Jk′ ‖2F
, (55a)

pk,q =
√
√
√
√
√P

∥
∥Ck · 〈Jk〉q

∥
∥2
F

∑
k′
‖Ck·Jk‖4F
‖Ck′ ·Jk′ ‖2

F

. (55b)

For the UL case, we have

pk,q =
√
√
√
√Pk

∥
∥Ck · 〈Jk〉q

∥
∥2
F

‖Ck · Jk‖2F
, (56)

where we remark that in the UL case, a fairness-aware strat-
egy is impractical due to the required assumption that the
matrices Ck′ and Jk′ , is known to all k-th UE, with k′ �= k.
For convenience, we summarize the proposed OEML-

GSVD-based BF scheme for heterogeneous CF-mMIMO
systems in Algorithm 3.

IV. PERFORMANCE ASSESSMENT
In this section, we assess the performance of both the
OEML-GSVD tensor decomposition and the corresponding
heterogeneous TX/RX DL and UL BF schemes for CF-
mMIMO proposed above and summarized in Algorithms 2
and 3, respectively. The assessment is conducted using
Monte Carlo simulations both in terms of the convergence
of the OEML-GSVD method itself, and in terms of the
consequently attained gains in SE4in comparison with the
state-of-the-art (SotA) MRC, MMSE, and FP beamform-
ers. In addition, in order to highlight the gains obtained
by the OEML-GSVD technique here described, the results
are compared against those of beamformers obtained as

TABLE 1. Simulation parameters.

described by Algorithm 3, but employing the ML-GSVD
tensor decomposition scheme of [42] instead.
Unless indicated otherwise in the caption or titles of cor-

responding figures, all simulations were carried out using
the simulation parameters which are set according to recent
related work, in particular [17], [61] and summarized in
Table 1.

A. COMPLEXITY ASSESSMENT
Let us start by assessing the computation complexity of the
MMSE DL and UL BFs in the context of the article. The
arithmetic complexity analysis in this section is based on
the number of floating point operations required to execute
a given BF algorithm.5 First, notice that the most expensive
operation in the MMSE scheme is the pseudo-inversion of
the LN × LN matrix

∑
k′ H

H
k′Hk′ +σ 2

k ILN , which is required
to design the DL TX BF matrix Vd

k as per equation (14),
or equivalently of the LN × LN matrix

∑
k′ H

T
k′H
∗
k′ + σ 2

k ILN
of the UL RX BF matrix Uu

k , as per equation (14). That
is, a MMSE BF requires a complexity of order O((LN)3)

both for the DL and UL. In addition, the MMSE also needs
K multiplications (i.e., one per user) of the result of the
latter inverse and the LN × Mk k-th channel matrix con-
jugate transpose HH

k , in the case of equation (14), or the
channel matrix Mk × LN k-th channel matrix conjugate, in
the case of equation (14), with corresponding complexity
of order O((LN)2 ∑K

k=1 Mk). Furthermore, the computation
of the terms

∑
k′ H

H
k′Hk′ +σ 2

k ILN and
∑

k′ H
T
k′H
∗
k′ + σ 2

k ILN
themselves requires the evaluation of the products HH

k′Hk′
and HT

k′H
∗
k′ , respectively, each of order O(Mk(LN)2), for all

k′ ∈ {1, . . . ,K}, resulting in another computational cost con-
tribution of O(K(LN)2 ∑K

k=1 Mk) for all users. Consequently,
the total computation complexity associated with DL and UL
MMSE beamforming in CF-mMIMO systems is

O
(

(LN)3 + (LN)2(K + 1)

K∑

k=1

Mk

)

, (57)

4. We remark that SE is the standard metric to evaluate the performance
of CF-mMIMO systems as discussed in [16], [17].

5. The interested reader is kindly referred to related literature such as [62].
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which readily reduces to

O
(

max

{

(LN)3, (LN)2K
K∑

k=1

Mk

})

, (58)

where max{·} returns the largest quantity among the inputs.
Next, we turn our attention to the computation com-

plexity required by the FP-based BF design summarized
in Algorithm 1. First of all, in order to design the FP
based BF, the MMSE BF needs to be designed as the
initial BF, which requires the computational complexity
defined in equation (57). Since the required operations differ
between DL and UL, we hereafter describe each complexity
separately.
In DL, the FP-based BF requires updating �k with

inversion of the Mk × Mk matrix Ed
k and several matrix-

multiplication operations. Consequently, updating �k, ∀k
accounts forO(

∑K
k=1{2(LN)2KMk+LNKM2

k+2M3
k }) in total,

followed by the auxiliary variable � that contains inversion
of the Mk×Mk matrix (σ 2I+∑k∈KHkVkVH

k H
H
k ) and several

matrix-multiplication operations. In turn, in order to calcu-
late �k, ∀k, one needs O(

∑K
k=1{(2K + 1)(LN)2Mk + (K +

1)LNM2
k +M3

k }). Denoting ζ as the number of iterations for
bisection search to solve equation (24), the complexity for
Vk ∀k can be estimated as O(ζ((LN)3 +∑K

k=1(LN)2(K +
1)Mk + LN(3K + 2)M2

k )). All in all, the total dominant
computational complexity of the FP-based BF in DL is

O
(

(1+ βζ)(LN)3 + (LN)2{β(ζK + ζ + 4K + 1)+ (K + 1)}
K∑

k=1

Mk

+ LNβ(3ζK + 2ζ + 2K + 1)

K∑

k=1

M2
k + 3β

K∑

k=1

M3
k

)

, (59)

where β is the number of outer-loop iterations
in Algorithm 1.
The latter expression can be conveniently written as

O (
max

{
Td

1 ,Td
2 ,Td

3 ,Td
4

})
, (60)

where

Td
1 = βζ(LN)3, (61a)

Td
2 = βζ(LN)2K

K∑

k=1

Mk, (61b)

Td
3 = βζLNK

K∑

k=1

M2
k , (61c)

Td
4 = β

K∑

k=1

M3
k . (61d)

As for UL, the associated complexity is the same as
that of DL except for updates of Uk for all k, the
most expensive operation of which is the inversion of an
LNMk×LNMk matrix and the Kronecker product of LN×LN
and Mk×Mk matrices, amounting to O(ζ

∑K
k=1{(LNMk)

3+
(LN)2Mk(1 + 2Mk) + LNM2

k + 3M3
k }), such that the total

dominant complexity for the FP-based BF design for UL is
given by

O
(

(LN)3

(

1+ βζ

K∑

k=1

M3
k

)

+ (LN)2
K∑

k=1

Mk{β(ζK + 2ζMk + 4K + 1)+ (K + 1)}

+ LNβ(ζ + 2K + 1)

K∑

k=1

M2
k + 3(ζ + 1)

K∑

k=1

M3
k

)

, (62)

which again can be rewritten as

O(
max

{
Tu

1 ,Tu
2 ,Tu

3 ,Tu
4

})
, (63)

with

Tu
1 = βζ(LN)3

K∑

k=1

M3
k , (64a)

Tu
2 = βζ(LN)2

K∑

k=1

Mk(K +Mk), (64b)

Tu
3 = LNβ(ζ + K)

K∑

k=1

M2
k , (64c)

Tu
4 = βζ

K∑

k=1

M3
k . (64d)

Finally, let us address the complexity of the proposed
OEML-GSVD-based DL and UL BF scheme. To that end, we
must take into account both the complexities of the OEML-
GSVD tensor decomposition described in Algorithm 2, as
well as the design of TX and RX DL and UL beamforming
matrices Vd

k , U
d
k , V

u
k and Uu

k , as described in Algorithm 3.
One of the most expensive operations in Algorithm 2

is the update of Bk, as per equation (35), which requires
both the inversion and square-rooting (·)− 1

2 , whose cost if
implemented via SVD is of order O((LN)3+(LN)2) per UE,
and the various matrix multiplications, whose complexities
add up to O((LN)3 +Mk(LN)2) per UE. The total cost of
updating Bk is therefore O(K(LN)3+(LN)2(K+∑K

k=1 Mk)).
In turn, the matrix multiplications required to update the

matrices C and A, as per equations (37) and (45), also
contribute with additional computational costs. In particu-
lar, equation (37) requires the multiplication of K × (LN)2,
(LN)2 × (LN), and LN × LN matrices, at cost O(K(LN)3 +
K(LN)2), while equation (45) involves the multiplication of
LN × LNK and LNK × LN matrices, at cost O(K(LN)3).
Collecting all these contributions, the total computation
complexity of Algorithm 2 is of order

O
(

αK(LN)3 + α(LN)2

(

K +
K∑

k=1

Mk

))

, (65)

where α is the number of outer-loop iterations
in Algorithm 2.
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Next we turn our attention to the computational complex-
ity of the DL and UL BF schemes of Algorithm 3, given
the decomposed tensor H in the form of the tensor B and
the matrices C and A obtained from Algorithm 2.
There the first major cost is the computation of the capped

pseudo-inverse of the matrix A ∈ C
LN×LN described by equa-

tion (47), which has complexity of order O((LN)3+ (LN)2)

due to the required SVD of the matrix A.
Additional major costs are the matrix multiplications

required for the computation of the beamforming matrices
themselves, as per equations (48) and (54). In particular, in
the DL, the TX BF matrix Vd

k is constructed row-by-row as
in equation (48a), at the cost O(Qk(LN)2) per user, while the
RX BF matrix Ud

k is obtained as in equation (54a), with cost
of order O(LNMkQk) per user. Similar costs are required to
evaluate equations (48b) and (54b) in order to obtain the UL
TX and RX BF matrices Vu

k and Uu
k , respectively. All in all,

the total complexity of Algorithm 3 is of order

O
(

(LN)3 + (LN)2
K∑

k=1

Qk + LN
K∑

k=1

MkQk

)

, (66)

such that altogether, the computational complexity order of
the proposed OEML-GSVD-based DL and UL BF schemes,
including both Algorithms 2 and 3, is

O
(

(αK + 1)(LN)3

+ (LN)2

(

αK + α

K∑

k=1

Mk + Qk
)

+ LN
K∑

k=1

MkQk

)

,

(67)

which can be simplified by specifying the dominant term as

O(
max{Tpro

1 ,Tpro
2 ,Tpro

3 }
)
, (68)

with

Tpro
1 = αK(LN)3, (69a)

Tpro
2 = α(LN)2(K +

K∑

k=1

Mk), (69b)

Tpro
3 = LN

K∑

k=1

MkQk. (69c)

A very interesting insight can be concluded from the
coarse complexity analysis made above. In particular, con-
sider a fully-loaded system in which the total number of user
antennas is equal to the number of antennas of the collection
of APs, i.e.,

∑K
k=1 Mk = LN, which can therefore be seen

as an upper bound in terms of computational complexity as∑K
k=1 Mk < LN is assumed. Then, the analysis indicates that

the conventional MMSE BF scheme in a CF-mMIMO setup
has complexity of order

O
(
(LN)3 + (LN)2(K + 1)LN

)
= O

(
K(LN)3

)
, (70)

which implicates that the worst case scenario for a CF-
mMIMO employing MMSE beamforming is the fully-loaded
full-capacity scenario, when the system serves a number
K = LN of single-antenna users, with complexity

O
(
(LN)4

)
. (71)

In turn, with the proposed OEML-GSVD-based beam-
forming scheme, fully loaded conditions imply, besides∑K

k=1 Mk = LN, also the equality Mk = Qk for all k, which
yields complexity

O
(

(αK + 1)(LN)3 + αK(LN)2 + LN
K∑

k=1

M2
k

)

≤ O
(
(αK + 2)(LN)3 + αK(LN)2

)
, (72)

where the latter upper-bound follows from the Cauchy-
Schwartz inequality.
Comparing equations (70) and (72), we can conclude that

the complexity of the proposed OEML-GSVD-based beam-
forming scheme for CF-mMIMO systems under fully loaded
conditions is of the same order of magnitude (i.e., cubic on
LN), as that of the SotA alternative based on MMSE.
Better still, in the fully loaded full-capacity case when the

equality Mk = Qk = 1 also holds, equation (72) reduces to

O
(
α(LN)4

)
. (73)

Therefore, when the number of iterations α is small
enough, the complexity of the OEML-GSVD is similar to
that of the MMSE beamforming approach in fully loaded
CF-mMIMO under full user capacity conditions, as given in
equation (71).
Finally, recall that the FP-based approach is of a signif-

icantly larger complexity order than the OEML-GSVD, as
shown in (63). As shall be shown in Section IV-C, despite
having MMSE-like computational complexity, the proposed
OEML-GSVD-based beamforming scheme yields significant
spectral efficiency gains over the MMSE approach, which
qualifies the relevance of our contribution.

B. CONVERGENCE
In this subsection, we evaluate the convergence of our
proposed OEML-GSVD. The state-of-the-art ML-GSVD
algorithm [42] is based on a direct fitting (DF) algo-
rithm whose convergence is guaranteed [39]. Although the
proposed OEML-GSVD algorithm is also based on the DF
algorithm, a nonlinear flipping operation is incorporated
so as to enforce the orthogonality in Algorithm 2, which
imposes a challenge in theoretically guaranteeing conver-
gence. Thus, the convergencce of the proposed decompostion
algorithm is evaluated empirically for different parameter
setups, in which we evaluate the convergence not only for
the underloaded scenarios LN >

∑
k Mk but also for fully-

and over-loaded conditions for the sake of completeness. In
order to evaluate the convergence of the algorithm, let us
introduce the mean aggregate normalized fitting error, which
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captures the overall average error of a tensor decomposition
and is given by

E(i) � E

⎡

⎢
⎣

∑
k

∥
∥
∥W(i)

k

∥
∥
∥

2

F∑
k‖Hk‖2F

⎤

⎥
⎦, (74)

whereW(i)
k is the fitting error of the k-th slice of the tensorH

at the i-th iteration of the decomposition, and the expectation
E[·] is taken over multiple realizations of H.
Using the latter metric, the convergence of the proposed

OEML-GSVD in underloaded, fully loaded, and overloaded
conditions are depicted in Figure 4. For the sake of com-
parison, plots for the ML-GSVD algorithm of [42] are
also shown. It is found that OEML-GSVD outperforms the
preceding ML-GSVD in terms of accuracy by a factor of 10,
both in under- and fully-loaded conditions, without a signif-
icant penalty in terms of the required number of iterations
until convergence.
This gain is attributed to the orthogonality-enforcing oper-

ations represented by equations (39) to (44), which in under-
and fully-loaded conditions lead to binary and maximally
sparse matrices C. In the underloaded case in particular,
when LN >

∑
k Mk, the matrix C outputted by the OEML-

GSVD algorithm contains exactly LN − ∑
k Mk all-zero

columns, in contrast to the ML-GSVD method where such
a structure of the matrix C is not allowed, even in the
underloaded set up.
On the other hand, it is also seen that the orthogonality-

enforcing operations cause small fluctuations in normalized
error E(i) in OEML-GSVD, which result form equations (41)
and in particular (44), where a subset of free subspaces are
randomly allocated to different slices of the tensor H in
order to fully exploit available spatial resources.
In fact, this crucial distinction between the OEML-GSVD

and the ML-GSVD methods diminishes in the overloaded
case, which is why the OEML-GSVD is found to outperform
the ML-GSVD only slightly in the overloaded case, with the
advantage of the former over the latter more pronounced in
the fully-loaded case and more so in the underloaded case.
All in all, the results motivates the claim that the OEML-

GSVD tensor decomposition is generally superior to ML-
GSVD, yielding a more accurate representation of the tensor
H in subspaces with as little overlap among its slices as
possible, in comparison to current literature.

C. SINGLE-ANTENNA VS MULTI-ANTENNA USERS
Our first comparisons aim at avoiding any possible miss-
understanding that a system serving UEs equipped with
multiple antennas could be optimized in a manner equiv-
alent to a system with a larger number of single-antenna
UEs.
In particular, we highlight that such equivalence only holds

in the ideal case of fully-uncorrelated channels per antenna,
while it is considered that spatial correlation may occur, as
modeled by the matrix R�,k ∈ C

Mk×Mk in equation (1).

FIGURE 4. Convergence behaviors of OEML-GSVD and ML-GSVD methods.

Figures 5 and 6 compare the cumulative distribution func-
tion (CDF) of the total SE η in DL and UL scenarios,
respectively, with CDFs obtained from multiple UE posi-
tions and channel realizations. In the figures, we compare
the performance of the OEML-GSVD-based joint TX/RX
DL and UL BF schemes against results obtained with the
MRC, MMSE, and FP-based beamformers, as well as with
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FIGURE 5. Total SE performances of CF-mMIMO systems with different
user/antenna configurations, in DL.

the preceding ML-GSVD scheme. As for the power alloca-
tion schemes employed, we offer results for all these methods
both under the greedy (G) and the fairness-aware (F) resource
allocation strategies described in equations (52a) and (52b),
respectively.
The figures clearly illustrate the fact that the SEs in DL

and UL differ under the presence of spatial correlation, as
expected. Interestingly, it is in fact found from this compari-
son that the proposed OEML-GSVD-based CF-mMIMO-BF
scheme not only outperforms all other alternatives in both
DL and UL, but also achieves its own best performance in
the scenario where all UEs are single-antenna devices due to
the fact that the single-antenna scenario results in additional
spatial DoF in comparison with multiple-antennas scenario
thanks to the absence of spatial correlation.
The results indicate that the orthogonality between

UEs enforced by the flipping operation in the proposed
method indeed yields performance improvement over the
preceding ML-GSVD scheme by better suppressing inter-
user interference. It is worth emphasizing that this enforced
orthogonality also results in better decomposition accuracy

FIGURE 6. Total SE performances of CF-mMIMO systems with different
user/antenna configurations, in UL.

as already shown in Figure 4. In turn, in the comparison
between OEML-GSVD and conventional BF designs such
as MRC, MMSE, and FP-based BF, the gain is brought
by the joint TX and RX BF capability of the proposed
method, which comes with significantly lower communica-
tion overhead and computational complexity as shown in the
complexity analysis of the previous subsection.
Notice that we consider BF capability only at APs for the

conventional BF designs, since to the best of our knowledge,
there is no existing mechanism to jointly design TX and
RX BFs and power allocation for user-heterogeneous CF-
mMIMO systems. Although the FP-based BF design can
be extended to a joint TX/RX BF design in an alternative
optimization manner, in which TX and RX BFs are iteratively
updated, this comes with additional complexity costs and
higher overhead to unicast the BF matrix to each UE, which
jointly limit the scalability of the CF-mMIMO system.

D. SE ANALYSIS: MULTI-ANTENNAS UEs
Having clarified the fact that the SE performance indeed dif-
fers between single and multiple antennas UEs, which might
be obvious to some readers but which is worthy to avoid
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FIGURE 7. Distribution of DL SE achieved with conventional and proposed
OEML-GSVD beamformers.

any doubts, we further offer different CDF comparisons in
this section to seek deeper insight on the advantage of the
proposed OEML-GSVD approach. In Figure 7 and 8, a set
of CDFs of the SE performance of all the BF methods in DL
and UL is respectively shown to analyse the SE from differ-
ent aspects. To elaborate, Figure 7(a) and 8(a) corresponds to

the total SE performance in DL and UL, respectively, while
Figure 7(b) and 8(b) respectively shows the CDF of the DL
and UL SE performance obtained at each UE. In turn, the
CDF of the minimum SE performance among all the UEs
for a given channel realization is respectively shown for DL
and UL cases in Figure 7(c) and 8(c).
We remark that in the DL case depicted in Figure 7,

the greedy and fairness-aware strategies of the MRC,
MMSE and FP-based methods reduce to mere greedy
and fairness-aware power allocations in accordance with
equations (15a) and (15b), due to limitations of these
schemes. In contrast, in the proposed OEML-GSVD-based
BF scheme, these strategies include the allocation of orthog-
onal subspaces as described in equations (52a) and (52b),
as well as the corresponding power allocations of equa-
tions (55a) and (55b). It is found, non-surprisingly, that the
proposed joint TX/RX BF scheme based on the OEML-
GSVD tensor decomposition here introduced significantly
outperforms the conventional MRC, MMSE, and FP, as well
as the method based on the ML-GSVD tensor decomposition
of [42]. The OEML-GSVD-based BF design can outper-
form the FP-based BF due to the fact that the proposed
method exclusively allocates spatial resources to UEs simi-
larly to orthogonal multiple access (OMA) systems, nearly
eliminating inter-user interference if spatial resources are
sufficient.
Since CF-mMIMO systems are originally and generally

referred to as a distributed MIMO setup with the number of
APs greater than the number of UEs [17], [19], the proposed
method is especially suited for CF-mMIMO systems. In
terms of user-fairness, it can also be seen from Figure 7(c)
that the fairness-aware (F) resource allocation strategy results
in significant fairness performance improvements over the
greedy (G) counterpart.
Comparing the proposed method with the MRC and

MMSE, it is noticeable that fairness-aware OEML-GSVD
greatly outperforms the classic alternatives even in full
greedy mode. It can also be seen, furthermore, that the
gap between the results obtained with the proposed scheme
with greedy and fairness-aware allocations is much wider
than those observed with the MRC and MMSE beamform-
ers, which highlights the role of the improvements achieved
thanks to the new OEML-GSVD.
Similar results can be seen also from Figure 8 in the UL

case, where the proposed algorithm demonstrates superior
performance against the other methods from three dis-
tinct SE aspects. Besides that, we also emphasize that the
curves corresponding to the ML-GSVD method included in
Figure 8 are also original, since the application of the tensor
decomposition to the UL case was not considered in the
original article [42].
All in all, the set of comparisons above demonstrates

that the proposed OEML-GSVD beamformer is effective
in mitigating inter-user interference, allocating the avail-
able resources to users more efficiently than existing
approaches.
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FIGURE 8. Distribution of UL SE achieved with conventional and proposed
OEML-GSVD beamformers.

V. CONCLUSION
In this article, we proposed an improved tensor-
decomposition method enforcing exclusive use of available
spatial resources, dubbed the orthogonality-enforcing ML-
GSVD (OEML-GSVD), paving the way towards a new
framework for the design of effective DL and UL BF

schemes for CF-mMIMO. Thanks to this improved tensor
decomposition, the multiple streams sent to and received
from the users of a CF-mMIMO system can be separated into
dedicated private subspaces without inter-user interference,
selected according to a mapping that leads to better spectral
efficiency with or without fairness, and allocated to the var-
ious users with corresponding optimized powers, regardless
of the differences in the number of antennas among them.
Numerical results demonstrate that the proposed OEML-

GSVD method outperforms its predecessor ML-GSVD in
accuracy without sacrificing convergence speed, and that as a
result the corresponding joint TX/RX DL and UL beamform-
ers yield superior performance compared both to classical
state-of-the-art methods such as MMSE, MRC, and FP-based
approaches, as well as similar methods based on the ML-
GSVD tensor decomposition. The complexity analysis of the
proposed method compared to the conventional MMSE alter-
native indicates that these gains also are reaped without a
significant increase in computational complexity order over
that classic approach.
As a follow up work, it would be relevant to further extend

the proposed BF design to incorporate practical aspects such
as scalability and/or CSI imperfection. A possible extension
to improve scalability is to combine user-centric cluster-
ing mechanisms with the tensor-based BF design, aiming at
reducing the CSI collection overhead at the CPU the cen-
trality of the operation. The resulting system would likely
not exhibit the same performance of those shown here,
but such an extension might offer an excellent compromise
between the SE performance and scalability. Another possi-
ble extension is to revise the system design so as to improve
robustness against CSI imperfection. To that end, assuming
that CSI imperfection can be modeled as an additive error,
robustness can be obtained by observing that such CSI imper-
fection/error can be incorporated into the fitting error W(i)

k
of equation (31). Then, if statistical knowledge on the CSI
imperfection is available, the optimization of Bk shown in
equation (33) can be modified accordingly, for instance, by
replacing the objective Tr

(
WkWH

k

)
with the mean square

error E
[
Tr
(
WkWH

k

)]
.

Finally, in order to accommodate for further robustness
such as cases in which channel estimation is affected by
pilot contamination, a joint CSI estimation and beamform-
ing design would be required. To that end, however, the
authors consider that smart way to go would be to integrate
the channel estimation and beamforming design, leading
to a joint channel estimation and beamforming approach.
Inspiring examples in that direction are the joint channel esti-
mation design proposed for massive MIMO systems in [63],
and the method for CF-mMIMO systems with single-antenna
UEs proposed in [30].
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