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ABSTRACT This paper develops mathematical models for molecule harvesting transmitters in diffusive
molecular communication (MC) systems. In particular, we consider a communication link consisting of
a spherical transmitter nano-machine and a spherical receiver nano-machine suspended in a fluid envi-
ronment. The transmitter and the receiver exchange information via signaling molecules. The transmitter
is equipped with molecule harvesting units on its surface. Signaling molecules which come into contact
with the harvesting units may be re-captured by the transmitter. For this system, we derive closed-form
expressions for the channel impulse response and harvesting impulse response. Furthermore, we extend the
harvesting transmitter model to the case of continuous signaling molecule release. In particular, we derive
closed-form expressions for the average received signal at the receiver and the average harvested signal
at the transmitter for different temporal release rates namely, constant, linearly increasing, and linearly
decreasing release rates. Finally, we validate the accuracy of the derived mathematical expressions via
particle-based simulations.

INDEX TERMS Transmitter modeling, molecule harvesting, energy harvesting transmitter, diffusive
molecular communication.

I. INTRODUCTION

MOLECULAR communication (MC) enables syn-
thetic communication at nano-scale. In MC systems,

molecules are exploited as carriers of information for the
exchange of messages between transmitter and receiver
nano-machines [1]–[3]. Examples of MC systems are abun-
dant in nature. This includes, among many others, the
communication between cells via signaling molecules and
quorum sensing of bacteria via autoinducers. MC systems
may find application in health monitoring, nano-medicine,
environmental and industrial monitoring, see, e.g., [1], [2].
Communication systems can be designed and optimized

with respect to several key performance indicators (KPIs)
such as reliability, energy efficiency, latency, etc. However,
independent of the KPI adopted, the mathematical modeling
of the components of the communication system, i.e., the
transmitter, the channel, and the receiver plays a crucial role
for design and optimization [4]. Without meaningful compo-
nent models, design and optimization are very cumbersome

and heuristic approaches must be adopted. Hence, developing
mathematical component models is an important first step
for system design. In diffusive MC systems, the transmit-
ter nano-machine releases signaling molecules into a fluid
environment, where the released molecules are transported
via passive diffusion, without consuming extra energy. The
transport of the signaling molecules can also be affected by
external factors such as flow and chemical reaction networks.
In particular, the impact of flow on the performance can be
constructive or destructive depending on the direction, mag-
nitude, and randomness of the flow. Furthermore, signaling
molecules entering the channel can be consumed by chem-
ical reaction networks and degraded, such that they do not
reach the receiver nano-machine. Signaling molecules that do
reach the receiver nano-machine can potentially be observed
and exploited for decoding the conveyed message [4].
The transmitter nano-machine can mitigate to some extent

the disruptive effects of the impairments introduced by the
channel. For instance, one approach to mitigate the impact of
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degradation reactions and/or flow in an undesired direction
is for the transmitter nano-machine to control the release
of the signaling molecules by increasing the number of
released molecules and prolonging the release duration. On
the other hand, the production of signaling molecules is an
energy consuming process in general. For instance, in nature,
cells produce signaling molecules by consuming adenosine
triphosphate (ATP), see [5]. As a result, although releasing
more signaling molecules seems promising, this comes at the
expense of a higher energy consumption. In nature, there are
also other mechanisms for increasing the number of avail-
able signaling molecules. One relevant approach employed
by neurons is via harvesting previously released signaling
molecules. In particular, neurons are equipped with re-uptake
units, e.g., dopamine transporters, responsible for harvesting
of signaling (dopamine) molecules, see [6]. Thus, developing
meaningful models for transmitters that can harvest signal-
ing molecules is of particular importance for the design of
synthetic MC systems and is the focus of this paper.
Transmitter modeling at nano-scale involves several differ-

ent aspects. Aspect 1) concerns the temporal release pattern
of the signaling molecules, e.g., 1-a) instantaneous or 1-b)
continuous release. Aspect 2) concerns the physical and
chemical properties of the transmitter; including 2-a) the
chemical reaction networks responsible for the production
of signaling molecules, 2-b) the mechanisms responsible for
the internal transportation of the produced molecules to the
transmitter surface, and 2-c) the mechanisms controlling the
release of the signaling molecules into the channel. In the
MC literature, the majority of works adopt a point trans-
mitter model with instantaneous release, see, e.g., [7]–[11].
In [12], the impact of 2-a) for a point transmitter with
limited signaling molecule storage capacity and adaptive
continuous release is considered. In [13], a point trans-
mitter model taking 1-b) into account is proposed, where
exponential and rectangular temporal release patterns are
investigated. In [14], a volume transmitter model is con-
sidered, where molecules are initially uniformly distributed
inside the volume of the transmitter and instantaneously
released. Furthermore, it is assumed that the surface of the
transmitter is transparent and does not impede the diffusion
of signaling molecules. The authors of [14] and [15] fur-
ther relax the assumption of a transparent transmitter surface
and numerically investigate volume transmitter models with
fully reflective surfaces. In [16], ion-channel-based trans-
mitter models are developed with the main focus on aspect
2-c). Ion-channel-based transmitters are equipped with ion-
channel gates embedded in the transmitter membrane for
controlling the release of signaling molecules. The opening
and closing of the gates are controlled by a so-called gating
parameter such as a voltage or a ligand. The model proposed
in [16] does not consider the impact of 2-a) and assumes
passive diffusion for the transportation of the particles inside
the transmitter. In [17]–[19], transmitter models taking into
account jointly aspects 2-a) and 2-b) are developed. There,
mesoscopic models are employed and the corresponding
reaction-diffusion equation is numerically solved to capture

the joint impact of 2-a) and 2-b). In the most recent work,
the authors of [20] proposed membrane fusions-based (FB)
transmitter models with the main focus on aspects 2-b)
and 2-c). In particular, in [20], it is assumed that signaling
molecules are encapsulated in vesicles, where the transporta-
tion of the vesicles inside the transmitter is modeled via
passive diffusion. The molecules are released by fusion of
the vesicles with the transmitter membrane, which is mod-
eled via a chemical reaction. We note that none of the works
mentioned above, i.e., [14]–[20], takes signaling molecule
harvesting into account. High-level discussions of molecule
harvesting mechanisms in the context of MC systems are
presented in [21]. In [22], the concept of molecule harvest-
ing is employed at the relay node of a two-hop relay network,
where a deterministic chemical reaction model is used for
describing the molecule harvesting mechanism. In [23], the
problem of molecule harvesting in the context of neurons is
investigated. The harvesting process (referred to as re-uptake
in [23]) is modeled via Stochastic chemical reactions. There,
the joint effects of diffusion, degradation in the channel, and
spill over are taken into account. In [23], the geometry of the
transmitter and receiver are modeled as finite plains moti-
vated by the geometry of neurons, and the instantaneous
release of signaling molecules is assumed.
To the best of the authors’ knowledge, this paper is the first

work that accounts for the joint effects of 1-b) continuous
release, degradation in the channel, and the 2-c) controlled
release together with the harvesting of signaling molecules at
the transmitter. Furthermore, we illustrate some of the bene-
fits of molecule harvesting (MH) transmitters, which include
1) inter-symbol-interference (ISI) reduction, 2) the possibil-
ity of performing transmitter-side channel state information
(CSI) acquisition, and 3) molecule harvesting (recycling) for
future transmissions. In particular, we make the following
contributions.

• We derive mathematical closed-form expressions for the
channel impulse response and the harvesting impulse
response. The channel impulse response (harvesting
impulse response) represents the probability of observ-
ing (harvesting) a single molecule after its release
from the surface of the transmitter at the receiver
(transmitter), while taking degradation in the chan-
nel and absorption on the transmitter surface into
account.

• We conduct a dimensional analysis and present the par-
tial differential equations describing the channel and
harvesting impulse responses in dimensionless form.
The dimensional analysis generalizes our system model
and reduces the number of variables that appear in the
relevant expressions.

• Equipped with the expressions for the channel and
harvesting impulse responses, we derive closed-form
expressions for the average received signal at the
receiver and the average harvested signal at the trans-
mitter, respectively, for continuous release of signaling
molecules by the transmitter nano-machine while taking
aspect 2-c) into account. Here, three different temporal
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release rates namely, constant, linearly increasing, and
linearly decreasing release rates are studied.

• We assess the accuracy of the derived mathematical
expressions with particle-based simulations and provide
insight for system design.

The rest of this paper is organized as follows. In Section II,
we introduce the system model. In Section III, we derive
closed-form analytical expressions for the channel and
harvesting impulse responses and perform a dimensional
analysis. Then, in Section IV, we exploit the channel and
harvesting impulse responses to derive analytical expressions
for the expected received signal and the expected harvested
signal, respectively. In Section V, we present simulation and
analytical results, and, finally, the conclusions of the paper
are drawn in Section VI.

II. SYSTEM MODEL
In this section, we describe the system model considered
in this paper. An unbounded three-dimensional fluid envi-
ronment with constant temperature and constant viscosity is
considered. The receiver is modeled as a passive sphere1

with radius arx. We assume that the center of the receiver
is located at �rrx = (xrx, yrx, zrx) in a three dimensional
Cartesian coordinate system. The transmitter is modeled
as a hard sphere (i.e., reactive with signaling molecules)
with radius atx and the center located in the origin of the
coordinate system, i.e., �rtx = (xtx, ytx, ztx) = (0, 0, 0). The
transmitter uses a specific type of molecule, denoted by type
A and referred to as information or signaling molecule, for
communication with the receiver. The surface of the trans-
mitter is covered by components that control the release of
the signaling molecules and are referred to as release units.
Furthermore, we assume that each release unit has two states,
namely, an open state and a closed state. When the release
units are open, signaling molecules are released from the
surface of the transmitter with a rate of μ(t) [molecule/s].
On the other hand, when the release units are closed, no
signaling molecule is released from the surface of the trans-
mitter, see Fig. 1. Ion-channels embedded in the membrane
of cells are one example of release units in nature, where the
opening and closing is mediated by a gate parameter, e.g.,
a voltage or ions [5]. In this work, we model the external
stimulus (e.g., gate parameter in ion-channels) controlling the
opening and the closing of the release units only implicitly.
In other words, we assume that there is a one-to-one map-
ping between the presence (absence) of the stimulus and the
opening (closing) of the release unit. We refer the interested
reader to [16] for a detailed discussion of ion-channel trans-
mitter models. Moreover, we assume that the release units,

1. In this work, in order to keep the analysis mathematically tractable,
we assume a transparent receiver model. However, we note that transparent
receiver models are good candidates for modeling passive measurement
devices, such as pH sensors, see, e.g., [24]. Furthermore, the extension of
the results reported in this work to other receiver models, such as absorb-
ing receivers and reactive receivers, is an interesting direction for future
research.

FIGURE 1. Schematic diagram of the considered system. Transmitter and receiver
are shown as a gray sphere in the center of the coordinate system and a yellow
sphere, respectively. The surface of the transmitter is partially covered with
harvesting unit molecules of type B, shown in orange color, where each harvesting
unit is modeled as a circular patch with radius aabs. One sample trajectory of an A
molecule that is harvested (or absorbed) by a B molecule is depicted by a dashed
arrow. The release units on the surface of the transmitter are shown in green color,
and can assume two different states, i.e., the open state and the closed state. Two
sample trajectories of an A information molecule (denoted by a black dot) that result
in a degraded molecule (circle with a “−” inside) and a displacement via diffusion are
illustrated by solid arrows.

Ui, i ∈ {1, 2, . . . ,Umax}, are uniformly distributed across the
surface of the transmitter. In the remainder of this paper, we
denote the symbol duration by Tsym [s]. We further assume
that Tsym is split into two parts namely, Ton and Toff. During
Ton an external stimulus is applied (Ton ≤ Tsym [s]), such
that A molecules are discharged from the release units with
rate μ(t) [molecule/s], while all release units are closed for
a duration of Toff = Tsym − Ton [s], see Fig. 2.
In addition to the release units, we assume that the

transmitter is equipped with a component that is able to
harvest signaling molecules. We refer to this component as
harvesting unit.2 One example of harvesting units in nature
are neurotransmitter transporters embedded in the membrane
of pre-synaptic neurons and responsible for re-uptake of
previously released neurotransmitters such as dopamine and
serotonin. Another example for such a mechanism is receptor
internalization in autocrine signaling, see [26] and refer-
ences therein. In nature, autocrine signaling is the process
of binding the signaling molecule of a cell to the cell’s own
receptors [5]. Autocrine signaling regulates many physiologi-
cal cell processes, for instance, it helps cells to reinforce their
correct identities during their growth and division. Moreover,
it also plays an important role during the homeostatic process

2. Molecule harvesting units can be realized and integrated into practical
MC transmitters, see, e.g., [25]. Examples of biological building blocks
that can potentially realize the functionalities of a molecule harvesting unit
include: a) light-driven inward proton pumps, capable of transporting pro-
tons (signaling molecules) from the surrounding medium into the interior
of the transmitter, b) adenosine triphosphate (ATP)-driven and light-driven
active calcium ion transporters, capable of harvesting calcium ions (signaling
molecules), c) dopamine transporters capable of harvesting dopamine neu-
rotransmitters in the synaptic cleft. In fact, the integration of such molecule
harvesting units in future practical MC transmitters and their experimental
demonstration are interesting research directions.
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FIGURE 2. A sample received signal in terms of the number of molecules observed
at the receiver. During the Ton period, A molecules are released from the surface of
the transmitter with rate µ(t), and some of them may reach the receiver. During the
Toff period, no molecules are released, i.e., µ(t) = 0. Tsym = Ton + Toff.

which characterizes the macrophages of the immune system.
Receptor internalization is a step in which the ligand-receptor
complex is transported inside the cell leading to the dis-
sociation of the binding ligand, see [26] for a detailed
discussion of autocrine signaling and receptor internaliza-
tion modeling. For the sake of the mathematical tractability
of our analysis, here, we model the interaction of the sig-
naling molecules with the harvesting units as a second-order
irreversible bi-molecular reaction given as follows

A+ B
kabs−→ A+ E, (1)

where B represents the harvesting unit molecule, E denotes
any potential product molecule other than the signaling
molecule, and kabs is the harvesting or absorbing microscopic
reaction rate constant in [molecule−1m3s−1]. Eq. (1) is also
used in [23] for modeling the re-uptake process in neurons
and in [26] for modeling receptor internalization. In this
work, we model the harvesting unit molecules as circular
patches with radius aabs, and assume that they are uniformly
distributed across the surface of the transmitter.
Information molecules discharged from the release units

perform a random walk in the environment in all direc-
tions and some of them may reach the receiver. Thereby,
we assume that the diffusion processes of different signaling
molecules are mutually independent. We denote the diffusion
coefficient of information molecule A by DA. Furthermore,
we assume that A molecules performing the random walk
can be uniformly degraded in the entire environment (or
channel) via a reaction mechanism of the form

A
kd−→ ∅, (2)

where kd is the degradation reaction constant in [s−1] and
∅ is a species of molecules which is not recognized by
the receiver. Eq. (2) models a first-order reaction but can
also be used to approximate higher order reactions, see,
e.g., [27]–[29].

III. CHANNEL AND HARVESTING IMPULSE RESPONSES
In this section, we first formulate the problem that needs
to be solved for derivation of the channel and harvesting

impulse responses. Subsequently, we perform a dimensional
analysis and convert the formulated problem into its dimen-
sionless form. Finally, we obtain the Green’s function of the
system as a key building block for calculation of the channel
and harvested impulse responses.

A. DEFINITIONS
Here, we formally define the channel impulse response and
the harvesting impulse response as follows.
Definition 1 (Channel Impulse Response): We define the

channel impulse response as the probability of observing a
given A molecule inside the volume of a transparent receiver
between time t and t + dt. Here, we assume that the given
A molecule was discharged at time t0 from a release unit,
uniformly distributed on the surface of a spherical transmitter
and located at a distance |�r0| = r0 = atx from the center
of the transmitter. Moreover, the released A molecule may
undergo either one of the two reactions specified in (1)
and (2) during time t. We denote this probability as PA(t|r0).
Definition 2 (Harvested Impulse Response): The harvested

impulse response is defined as the probability of harvesting
a given A molecule at the transmitter up until time t. Here,
we assume that the given A molecule was discharged at
time t0 from a release unit uniformly distributed on the
surface of a spherical transmitter and located at a distance
|�r0| = r0 = atx from the center of the transmitter. Moreover,
the released A molecule may undergo either one of the two
reactions specified in (1) and (2) during time t. We denote
this probability as PHarvA (t|r0).

B. PROBLEM FORMULATION
Let us assume, for the moment, that the entire surface of
the transmitter is covered with infinitely many harvesting
molecules B. In other words, for the moment, we neglect
the physical dimension of the harvesting molecules B. This
assumption facilitates the derivation of closed-form expres-
sions for PA(t|r0) and PHarvA (t|r0). Later, at the end of this
section, we relax this idealistic assumption to account for
the non-zero dimension and finite number of B molecules.
To this end, we will use the technique of “boundary
homogenization”, see [30] and references therein.
In the following, we first define another probability term,

which will be exploited for calculation of both PA(t|r0)
and PHarvA (t|r0). In particular, the probability that a given A
molecule released uniformly at a distance r0 from the center
of the transmitter at time t0 = 0 is at location [�r, �r + d�r)
at time [t, t + dt), given that this molecule may undergo
either one of the two reactions introduced in (1) and (2)
by the time [t, t + dt), is denoted by PA(�r, t|r0). Now, let
us assume that PA(�r, t|r0) is known. Then, we can evaluate
the incoming probability flux,3 −J(�r, t|r0), at the surface of

3. We note that the probability flux refers to the flux of the position prob-
ability of a single A molecule, whereas the conventional diffusive molecule
flux (used in Fick’s first law of diffusion) refers to the flux of the average
number of A molecules. For further details on probability flux, we refer
the interested reader to [31, Ch. 3].
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the transmitter by applying Einstein’s theory of diffusion as
follows [31, eq. (3.34)]

− J(�r, t|r0)
∣
∣�r∈�tx

= DA∇PA(�r, t|r0)
∣
∣�r∈�tx

, (3)

where ∇ is the gradient operator in spherical coordinates
and �tx is the surface of the transmitter. Now, given
−J(�r, t|r0), −J(�r, t|r0)d�txdt is the probability that a given
A molecule reacts with the infinitesimally small surface ele-
ment d�tx of the transmitter during infinitesimally small
time dt. Integrating this function over time and the surface
of the transmitter yields a relation between PHarvA (t|r0) and
PA(�r, t|r0) as follows [31, eq. (3.35)]

PHarvA (t|r0) = −
ˆ t

0

‹
�tx

J(�r, τ |r0)d�txdτ. (4)

Moreover, still assuming PA(�r, t|r0) is known, integrating
PA(�r, t|r0) over time and the volume of the receiver yields
a relation between PA(t|r0) and PA(�r, t|r0) as follows

PA(t|r0) =
‹

νrx
PA(�r, t|r0)d�r, (5)

where νrx describes all points in space that are inside the
volume of the receiver. Thus, for evaluation of both PA(t|r0)
and PHarvA (t|r0), we first need to determine PA(�r, t|r0).
Clearly, the evaluation of (3) requires knowledge of

J(�r, t|r0) only on the surface of the transmitter, i.e., on �tx.
However, since we assume that both type B molecules and
the release units are uniformly distributed on the surface of
the transmitter, J(�r, t|r0) and PA(�r, t|r0) are only functions
of the magnitude of �r, denoted by r, and not of �r itself. In
other words, due to symmetry, J(�r, t|r0) in (4) is independent
of azimuth angle θ and polar angle φ and only depends on
r. In the remainder of this paper, we substitute �r with its
magnitude r in (3), (4), and (5) without loss of generality.
As a result, (3) and (4) can be combined as

PHarvA (t|r0) =
ˆ t

0
4πa2

txDA
∂PA(r, τ |r0)

∂r

∣
∣
∣
∣
r=atx

dτ. (6)

In the following, we formulate the problem of finding
PA(r, t|r0) for the system model specified in Section II and
for the case where the entire surface of the transmitter is
covered by infinitely many zero-dimensional harvesting unit
B molecules. To this end, we start with the general form of
the reaction-diffusion equation for the degradation reaction
in (2), which can be written as follows [32]

∂PA(r, t|r0)
∂t

= DA∇2PA(r, t|r0) − kdPA(r, t|r0), (7)

where ∇2 is the Laplace operator in spherical coordinates.
Due to the uniform distribution of the release units, the
release of a given A molecule at distance r0 at time t0 = 0
can be modeled by the following initial condition

PA(r, t → 0|r0) = 1

4πr2
0

δ(r − r0), (8)

where constant 1/(4πr2
0) is a normalization factor and δ(·)

is the Dirac delta function. The boundary conditions of

the system model for the assumed unbounded environment
and the reaction mechanism in (1) on the surface of the
transmitter can be written as follows [33, eqs. (3), (4)]

lim
r→∞PA(r, t|r0) = 0, (9)

and

4πa2
txDA

∂PA(r, t|r0)
∂r

∣
∣
∣
∣
r=atx

= kabsPA(r → atx, t|r0). (10)

The solution of reaction-diffusion equation (7) with initial
and boundary conditions (8)-(10) is the Green’s function4 of
our system model.
To summarize, obtaining PA(t|r0) and PHarvA (t|r0) requires

knowledge of PA(r, t|r0) which is the Green’s function based
on (7).

C. DIMENSIONAL ANALYSIS
In this subsection, in order to simplify our derivations and
generalize our results, we provide a dimensional analysis
and rewrite our system model and problem formulation in
dimensionless form, where we denote the dimensionless vari-
ables by superscript “′”. Given the dimensionless variables,
the corresponding dimensional variables can be obtained by
scaling the dimensionless variables by reference variables.
Let us denote the reference distance in m and the refer-

ence number of molecules by rref and NAref, respectively.
Then, we define the dimensionless time as t′ = DAt/r2

ref
and the dimensionless radial distance from the center of the
transmitter as r′ = r/rref. The dimensionless reaction rate
constants in (1) and (2) can be written as

k′abs = kabsNAref
DArref

and k′d = kdr2
ref

DA
. (11)

For consistency of notation, we also denote PA(r, t|r0),
PHarvA (t|r0), and PA(t|r0) for dimensionless variables r′, t′,
and r′0 as P′

A(r
′, t′|r′0), P′Harv

A (t′|r′0), and P′
A(t

′|r′0), respec-
tively. In the following, without loss of generality, we choose
rref = atx = r0 and NAref = 1. Thus, in what follows r′0 can
be set to 1. Specifically, (6) in dimensionless form can be
written as

P′Harv
A (t′|r′0) =

ˆ t′

0
4π

∂P′
A(r

′, τ ′|r′0)
∂r′

∣
∣
∣
∣
r′=1

dτ ′. (12)

Furthermore, reaction-diffusion equation (7) becomes

∂P′
A(r

′, t′|r′0)
∂t′

= ∇2P′
A(r

′, t′|r′0) − k′dP′
A(r

′, t′|r′0), (13)

where

∂P′
A(r

′, t′|r′0)
∂t′

= a2

DA

∂PA(r, t|r0)
∂t

,

∇2P′
A(r

′, t′|r′0) = a2∇2PA(r, t|r0). (14)

4. The solution of an inhomogeneous partial differential equation for an
initial condition in the form of a Dirac delta function is referred to as the
Green’s function [34].
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Initial condition (8) and the first boundary condition (9)
can be written as

PA(r
′, t′ → 0|r′0) = 1

4πr′0
2
δ(r′ − r′0) (15)

and

lim
r′→∞

P′
A(r

′, t′|r′0) = 0, (16)

respectively. The second boundary condition, given in (10),
simplifies in dimensionless form to

4π
∂P′

A(r
′, t′|r′0)

∂r′

∣
∣
∣
∣
r′=1

= k′absPA
(

r′ → 1, t′|r′0
)

. (17)

D. GREEN’S FUNCTION
In this subsection, we derive a closed-form analytical expres-
sion for the Green’s function of the system, P′

A(r
′, t′|r′0). To

this end, we adopt the methodology introduced in [35]. In
particular, we decompose P′

A(r
′, t′|r′0) as follows

P′
A(r

′, t′|r′0) = U′(r′, t′|r′0) + V ′(r′, t′|r′0
)

, (18)

where function U′(r′, t′|r′0) is chosen such that it satisfies
both the reaction-diffusion equation (13) and initial condi-
tion (15). On the other hand, function V ′(r′, t′|r′0) is chosen
such that it satisfies (13), but at the same time, also satisfies
jointly with function U′(r′, t′|r′0) boundary conditions (16)
and (17). With this approach, we can decompose the orig-
inal problem into two sub-problems as follows. In the first
sub-problem, we solve the reaction-diffusion equation

∂U′(r′, t′|r′0)
∂t′

= ∇2U′(r′, t′|r′0
)− k′dU′(r′, t′|r′0

)

, (19)

with initial condition

U′(r′, t′ → 0|r′0) = 1

4πr′0
2
δ(r′ − r′0). (20)

In the second sub-problem, we solve the reaction-diffusion
equation

∂V ′(r′, t′|r′0)
∂t′

= ∇2V ′(r′, t′|r′0) − k′dV ′(r′, t′|r′0), (21)

with the initial condition

V ′(r′, t′ → 0|r′0) = 0. (22)

Finally, the solutions of both sub-problems are combined,
cf. (18), such that they jointly satisfy boundary conditions (9)
and (10). The solution for the Green’s function is given in
the following theorem.
Theorem 1 (Green’s Function): The probability of finding

a given A molecule at dimensionless time t′ at dimension-
less distance r′ ≥ r′0 from the center of the transmitter,
given that it was released from a release unit at dimen-
sionless distance r′0 = 1 at dimensionless time t0′ = 0 and
potentially degraded via first-order degradation reaction (2)
(with dimensionless reaction constant k′d) and/or harvested
by a harvesting unit on the transmitter surface via second-
order reaction (1) (with dimensionless harvesting reaction

rate constant k′abs) during dimensionless time t′, is given as
follows

P′
A(r

′, t′|r′0) = exp
(−k′dt′

)

4πr′

[
1√
π t′

× exp

(

−(r′ − 1
)2

4t′

)

− α′ exp
(

α′(r′ − 1
)+ (α′)2t′

)

× erfc

(
r′ − 1√

4t′
+ α′√t′

)]

, (23)

where erfc (·) is the complementary error function and
constant α′ is defined as

α′ = 1 + k′abs
4π

(24)

Proof: The proof is provided in Appendix A.
Given (23), P′

A(t
′|r′0) and P′Harv

A (t′|r′0) are obtained via (5)
(in its dimensionless form) and (12), respectively. In partic-
ular, P′

A(t
′|r′0) is calculated as

P′
A(t

′|r′0) = VrxP
′
A(r

′
rx, t

′|r′0), (25)

where Vrx is the volume of the receiver and we invoked the
uniform concentration assumption5 Similarly, P′Harv

A (t′|r′0) is
obtained as follows

P′Harv
A (t′|r′0) = k′abs

4π

[ −α′

(α′)2 − k′d
exp

((

α′)2
t′ − k′dt′

)

× erfc
(

α′√t)+
√

k′d
(α′)2 − k′d

× erfc

(√

k′dt′
)

+ 1

α′ +
√

k′d

]

.

(26)

E. PHYSICAL PROPERTIES OF HARVESTING UNITS
So far, we neglected the physical dimension of the B
molecules and modeled them as infinitely many zero-
dimensional points on the surface of the transmitter. In order
to take the size (i.e., circular patches with radius a′

abs) and
the finite number of the B molecules into account, boundary
condition (17) has to be modified to represent only that part
of the transmitter surface which is covered by B molecules.
However, this makes the derivation of P′

A(r
′, t′|r′0) very dif-

ficult, if not impossible. One approach to circumvent this
difficulty is to use the boundary homogenization technique,
see [30] and references therein. For boundary homogeniza-
tion, a non-homogenized surface is substituted with a virtual
homogenized surface with properly modified chemical and
physical properties. For the problem at hand, the transmit-
ter’s surface partially covered with B molecules is substituted
with a transmitter whose surface is covered with infinitely
many zero-dimensional B molecules (the case that was con-
sidered at the beginning of this section) but with a modified

5. The uniform concentration assumption implies that the concentration
of the signaling molecules at any point inside the volume of the receiver
is equal to that in the center of the receiver [28].
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k′abs. We denote this modified absorption rate by k�abs. It can
be shown6 [30] that k�abs is given by

k�abs = 4πk′absϕ′

k′abs(1 − ϕ′) + 4π
,

ϕ′ = M
(

a′
abs

)2(
k′abs + 4π

)

(

1 − Mπ(a′
abs)

2

4π

)
(

πa′
absk

′
abs + 16π

)+M
(

a′
abs

)2(
k′abs + 4π

)
,

(27)

where M is the total number of harvesting units on the
surface of the transmitter. Specifically, k�abs is substituted
instead of k′abs in (23), (24), (25), and (26).

IV. EXPECTED RECEIVED AND HARVESTED SIGNAL
MODELS
In this section, we derive mathematical expressions for
the dimensionless expected (average) received signal at
the receiver, denoted by N′(t′), and the dimensionless
average harvested signal at the transmitter, denoted by
N′
Harv(t

′), during a dimensionless symbol duration T ′
sym,

assuming that the transmitter releases A molecules with
dimensionless rate μ′(t′). In the following, for compact-
ness, we drop the term “dimensionless” when we refer to
dimensionless parameters, wherever possible without causing
ambiguity.

A. TRANSMITTER RELEASE RATE MODELING
In nature, signaling molecules that are released from biolog-
ical cells can follow very complex temporal release patterns.
For instance, it is shown in [36] that the concentration of
neurotransmitters inside the vesicle carrying the neurotrans-
mitters decreases approximately exponentially as a function
of time when the vesicle fuses with the pre-synaptic mem-
brane and opens to release the neurotransmitters. However,
in this paper, we focus on linear release patterns, i.e., we
assume that μ′(t′) = μ′

0 + q′t′, where μ′
0 is an arbitrary

positive constant and q′ determines the slope of μ′(t′). The
reasons for adopting a linear release pattern are two fold.
First, the linear release pattern facilitates the derivation of
closed-form expressions for N′(t′) and N′

Harv(t
′). Second,

both the complex theoretical models developed so far for
the release patterns of natural biological systems [16], [20],
[36] and experimentally obtained release patterns [24] can
be well approximated by piece-wise linear functions.7 Thus,

6. We refer the interested reader to [30] for the detailed derivation of the
modified reaction rate constant.

7. Theoretical and experimental release patterns potentially can take the
followings effects into account: 1) signaling molecule generation (e.g., via
chemical reaction networks) at a given location inside the transmitter at a
certain distance from the surface, 2) transportation of the generated signaling
molecules (e.g., via diffusion or molecular motors) to the surface of the
transmitter, and 3) mechanisms that control the release of the signaling
molecules (e.g., voltage-gated ion channels). To facilitate the analysis of
the end-to-end MC system, the resulting highly non-linear release patterns
can be approximated by the piece-wise linear release patterns considered
in this paper.

we model the release pattern of the considered system as
follows

μ′(t′) =
{

μ′
0 + q′t′ if t′0 ≤ t′ ≤ T ′

on + t′0
0 if T ′

on + t′0 ≤ t′ ≤ T ′
on + t′0 + T ′

off.

(28)

Remark 1: The special case of a constant release can be
modeled by (28) after setting q′ = 0.

B. EXPECTED RECEIVED SIGNAL
Now, we focus on the derivation of N′(t′) based on P′

A(t
′|r′0).

As P′
A(t

′|r′0) is the channel impulse response of the system,
N′(t′) can be evaluated via the convolution of P′

A(t
′|r′0) and

μ′(t′) as follows

N′(t′) = P′
A(t

′|r′0) ∗ μ′(t′) =
ˆ ∞

t′0
P′
A(τ

′|r′0)μ′(t′ − τ ′)dτ ′,

(29)

where ∗ denotes convolution. In (29), due to the limited
duration of function μ′(t′), N′(t′) can be split into two parts
namely, N′

on(t
′) and N′

off(t
′), where N′

on(t
′) is the solution for

t′0 ≤ t′ < T ′
on + t′0, i.e., N′

on(t
′) = ´ t′t′0 P′

A(τ
′|r′0)μ′(t′ − τ ′)dτ ′,

whereas N′
off(t

′) is the solution for T ′
on + t′0 ≤ t′ ≤ T ′

on +
t′0 + T ′

off, i.e., N
′
off(t

′) = ´ t′t′−T ′
on−t′0 P

′
A(τ

′|r′0)μ′(t′ − τ ′)dτ ′.
The solution of (29) for the linear release rate μ′(t′) in (28)
and P′

A(t
′|r′0) in (25) is provided in the following theorem.

Theorem 2 (Expected Received Signal): The expected
received signal at a passive receiver located at dimensionless
distance r′rx from the center of a harvesting transmitter releas-
ing signaling A molecules with the dimensionless release rate
μ′(t′), given in (28), where every released molecule may
undergo either one of the two reactions introduced in (1)
and (2), is given by

N′
on(t

′) = 
∣
∣
τ ′=t′ − 

∣
∣
τ ′=t′0 , t

′
0 ≤ t′ < T ′

on + t′0
N′
off(t

′) = 
∣
∣
τ ′=t′ − 

∣
∣
τ ′=t′−T ′

on−t′0 ,

T ′
on + t′0 ≤ t′ ≤ T ′

on + t′0 + T ′
off (30)

where  is defined as follows

 = 1 − q′ε′(21 + 22). (31)

Here, we define ε′ = Vrx
4π(r′rx)

, and 1, 21, and 22 are
given in (32), (33), and (34), shown at the bottom of the
next page, respectively.
Proof: The proof is provided in Appendix B.
In the following, we analyze some special cases of the

expected received signal.
Corollary 1 (Constant Release With Degradation): For this

special case  in (31) reduces to  = 1. This result can
be easily obtained after setting q′ = 0 in (31).
Corollary 2 (Constant Release Without Degradation): For

constant release of the signaling molecules by the transmitter
and no degradation reaction in the channel,  in (31) is
obtained as follows
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 = 1

∣
∣
∣
∣
k′d→0

= ε′μ′
0

α′

[

−erf

(
r′rx − 1√

4τ ′

)

− exp
(

α′(r′rx − 1
)

+ (α′)2τ ′)erfc
(
r′rx − 1√

4τ ′ + α′√τ ′
)]

.

(35)

For the special cases considered in Corollaries 1 and 2,
N′(t′) scales linearly with μ′(t′). Furthermore, Corollary 2
shows that for constant release without degradation the
behavior of N′(t′) for large times can be approximated with
the first term (erf (·)) in the brackets in (35), as the second
term approaches zero.
We note that the expression derived for the expected

received signal in (30) is complex and may not provide
immediate meaningful insights about the interplay of the
different system parameters influencing N′(t′). However, two
main benefits of the expressions in (30)-(34) are as follows;

• The time needed for evaluation of (30)-(34) is less
than that needed for a particle-based simulation. For
particle-based simulation, the positions of individual
signaling molecules and their interactions with other
entities in the environment must be tracked over time.
This makes particle-based simulations computationally
very expensive and also time inefficient. Moreover, for
assessing the performance of MC systems, we are typ-
ically interested in the evaluation of the corresponding
bit/symbol error rates, which requires the transmis-
sion of several thousands of symbols. This requirement
makes particle-based simulations even more inefficient
for evaluation of the symbol/bit error rate of MC
systems. On the other hand, the expressions in (30)-(34)
can be calculated once, stored offline, and employed for
Monte Carlo simulation of symbol/bit error rate.

• N′(t′) can be employed for parameter estimation prob-
lems in MC systems. In particular, when N′(t′) in (30) is

1 = ε′(μ′
0 + q′t′

)

⎡

⎢
⎣

−α′e−k′dτ ′
(

(α′)2 − k′d
) exp

(

α′(r′rx − 1
)+ (α′)2τ ′)erfc

(
r′rx − 1√

4τ ′ + α′√τ ′
)

− e−(r′rx−1)
√
k′d

2
(

α′ +
√

k′d
)

× erf

(
r′rx − 1√

4τ ′ −
√

k′dτ ′
)

− e(r
′
rx−1)

√
k′d

2
(

α′ −
√

k′d
)

(

erf

(
r′rx − 1√

4τ ′ +
√

k′dτ ′
)

− 1

)

− e−(r′rx−1)
√
k′d

2
(

α′ −
√

k′d
)

⎤

⎥
⎦ (32)

where erf (·) is the error function.

21 = −e−
√
k′d(r′rx−1)

4k′d
√

k′d

[(√

k′d
(

r′rx − 1
)+ 1

)

erf

(
r′rx − 1√

4τ ′ −
√

k′dτ ′
)

+
(√

k′d
(

r′rx − 1
)− 1

)(

e2
√
k′d(r′rx−1)

× erf

(
r′rx − 1√

4τ ′ +
√

k′dτ ′
)

− e2
√
k′d(r′rx−1) + 1

)]

− 1√
πk′d

√
τ ′ exp

(

−(r′rx − 1
)2

4τ ′ − k′dτ ′
)

(33)

22 =
⎡

⎢
⎣

α′e−
√
k′d(r′rx−1)

2
(

α′ +
√

k′d
)√

k′d

⎛

⎜
⎝τ ′+ α′

(

(α′)2 − k′d
)+

(

2
√

k′d(r′rx − 1) + 1
)

4
√

k′d

⎞

⎟
⎠+ α′e−

√
k′d(r′rx−1)

8k′d
(

α′ −
√

k′d
)√

k′d

⎤

⎥
⎦×erf

(
r′rx − 1√

4τ ′ −
√

k′dτ ′
)

+
⎡

⎢
⎣

α′e
√
k′d(r′rx−1)

(

2
√

k′d
(

r′rx − 1
)− 1

)

8k′d
(

α′ −
√

k′d
)√

k′d
− α′e

√
k′d(r′rx−1)

8k′d
(

α′ +
√

k′d
)√

k′d
−
(

τ ′ + α′
(

(α′)2 − k′d
)

)
⎛

⎜
⎝

α′e
√
k′d(r′rx−1)

2
(

α′ −
√

k′d
)√

k′d

⎞

⎟
⎠

⎤

⎥
⎦

×
(

erf

(
r′rx − 1√

4τ ′ +
√

k′dτ ′
)

− 1

)

− α′e−
√
k′d(r′rx−1)τ ′

2
(

α′ +
√

k′d
)√

k′d
erf

(
r′rx − 1√

4τ ′ −
√

k′dτ ′
)

− e
√
k′d(r′rx−1)τ ′

2
(

α′ −
√

k′d
)√

k′d

× erfc

(
r′rx − 1√

4τ ′ +
√

k′dτ ′
)

+
(

α′)2√
τ ′

k′d
√

π
(

(α′)2 − k′d
) exp

(

−
(

r′rx − 1
)2

4τ ′ − k′dτ ′
)

−
(

τ ′ + α′
(

(α′)2 − k′d
)

)

α′e−k′dτ ′
(

(α′)2 − k′d
)

× exp
(

(α′)2τ ′ + α′(r′rx − 1
))

erfc

(
r′rx − 1√

4τ ′ + α′√τ ′
)

− α′e−
√
k′d(r′rx−1)

8k′d
(

α′ +
√

k′d
)√

k′d
− (α′)2e−

√
k′d(r′rx−1)

2
(

α′ −
√

k′d
)√

k′d
(

(α′)2 − k′d
)

+
α′e−

√
k′d(r′rx−1)

(

2
√

k′d
(

r′rx − 1
)− 1

)

8k′d
(

α′ −
√

k′d
)√

k′d
(34)
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converted into its dimensional form, it can be employed
for estimation of parameters (individually or jointly)
such as the distance between transmitter and receiver,
diffusion coefficient of signaling molecules, degradation
reaction constant, molecule release rate, etc. We refer
the interested reader to [37] for parameter estimation
techniques in MC systems.

C. EXPECTED HARVESTED SIGNAL
In this section, we calculate N′

Harv(t
′) based on the harvested

impulse response P′Harv
A (t′|r′0) in (26). Similar to the eval-

uation of N′(t′), N′
Harv(t

′) is obtained by convolving μ′(t′)
and P′Harv

A (t′|r′0), i.e.,
N′
Harv(t

′) = P′Harv
A (t′|r′0) ∗ μ′(t′)

=
ˆ ∞

t′0
P′Harv
A (τ ′|r′0)μ′(t′ − τ ′)dτ ′. (36)

Here, we split N′
Harv(t

′) into two parts, i.e., N′
Harv, on(t

′) and
N′
Harv, off(t

′). In particular, N′
Harv, on(t

′) and N′
Harv, off(t

′) are
the solutions of the convolution in (36) for dimensionless
times t′0 ≤ t′ ≤ T ′

on + t′0 and T ′
on + t′0 ≤ t′ ≤ T ′

on + t′0 + T ′
off,

respectively. The solution of (36) for the linear release rate
μ′(t′) given in (28) and P′Harv

A (t′|r′0) in (26) is provided in
the following theorem.
Theorem 3 (Expected Harvested Signal): The expected

harvested signal at a molecule harvesting transmitter releas-
ing signaling A molecules with the dimensionless release rate
μ′(t′), given in (28), where every released molecule may
undergo either one of the two reactions introduced in (1)
and (2), is given as follows

N′
Harv,on(t

′) = �
∣
∣
τ ′=t′ − �

∣
∣
τ ′=t′0 , t

′
0 ≤ t′ ≤ T ′

on + t′0
N′
Harv,off(t

′) = �
∣
∣
τ ′=t′ − �

∣
∣
τ ′=t′−T ′

on−t′0 ,

T ′
on + t′0 ≤ t′ ≤ T ′

on + t′0 + T ′
off (37)

where � is defined as

� = �1 − q′�2. (38)

Here, �1 and �2 are defined in (39) and (40), shown at the
bottom of the page, respectively.
Proof: The proof is provided in Appendix C.
We note that based on the definition of P′Harv

A (τ ′|r′0) pro-
vided in (12), i.e., P′Harv

A (τ ′|r′0) being the probability of
harvesting a given A molecule until time t′, N′

Harv(t
′) repre-

sents the accumulated number of harvested molecules. As
a consequence, given N′

Harv(t
′), we can calculate the total

number of harvested A molecules during small observation
window �t′ as follows

Ñ′
Harv(t

′) = N′
Harv(t

′ + �t′) − N′
Harv(t

′)
�t′

. (41)

In the following, we refer to Ñ′
Harv(t

′) as the average
molecule harvesting rate.
In the following, we analyze some special cases of the

expected harvested signal.
Corollary 3 (Constant Release With Degradation): For this

special case, � in (38) reduces to � = �1. This result can
be easily obtained by setting q′ = 0 in (38).
Corollary 4 (Constant Release Without Degradation): For

the constant release of signaling molecules by the transmitter
and no degradation reaction in the channel, � in (38) can
be obtained as follows

� = k′absμ′
0

4π

[ −1

(α′)3

(

exp
((

α′)2
τ ′)

× erfc
(

α′√τ ′
)

+ 2α′τ ′
√

π

)

+ τ ′

α′

]

. (42)

Proof: Eq. (42) is obtained by evaluating �1 in the limit
of k′d → 0.

�1 = k′abs
(

μ′
0 + q′t′

)

4π

⎡

⎢
⎣

−α′
(

(α′)2 − k′d
)2

⎛

⎝exp
((

α′)2
τ ′ − k′dτ ′)erfc

(

α′√τ
)+ α′

√

k′d
erf

(√

k′dτ ′
)
⎞

⎠+
√

k′d
(α′)2 − k′d

×
⎛

⎜
⎝

erf
(√

k′dτ ′
)

2k′d
−

√
τ ′ exp

(−k′dτ ′)
√

πk′d
+ τ ′erfc

(√

k′dτ ′
)

⎞

⎟
⎠+ τ ′

α′ + k′d

⎤

⎥
⎦ (39)

�2 = k′abs
4π

⎡

⎢
⎣

−α′
(

(α′)2 − k′d
)3

{

−1
√

π
(

k′dτ ′)3/2

[

α′(τ ′)3/2
((

α′)2 − k′d
)(

e−k′dτ ′√
k′dτ ′ −

√
π

2

(

erf

(√

k′dτ ′
)

− 1

))]

+ exp
(((

α′)2 − k′d
)

τ ′)erfc
(

α′√τ ′
)((

α′)2
τ ′ − k′dτ ′ − 1

)

− α′
√

k′d
erf

(√

k′dτ ′
)
⎫

⎬

⎭
+

√

k′d

8
(

(α′)2 − k′d
)

×
{

3
(

k′d
)2

× erf

(√

k′dτ ′
)

− 2
√

τ ′
√

π
(

k′d
)3/2

e−k′dτ ′(
2k′dτ ′ + 3

)+ 4
(

τ ′)2erfc

(√

k′dτ ′
)}

+ (τ ′)2

2(α′ +
√

k′d)

⎤

⎦ (40)
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Corollary 5 (Linear Release Without Degradation): For the
linear release of signaling molecules by the transmitter and
no degradation reaction in the channel, � is given by (38),
where �1 is reduced to (42) and �2 is given by

�2 = −k′abs
4πα′

[
1

(α′)4
exp

((

α′)2
τ ′)erfc

(

α′√τ ′
)

×
((

α′)2
τ ′ − 1

)

+
2
√

τ ′
((

α′)2
τ ′ − 3

)

3
√

π(α′)3
−
(

τ ′)2

2

]

.

(43)

Proof: Eq. (43) is obtained by evaluating �2 in the limit
of k′d → 0.
We can observe from Corollaries 3, 4, and 5 that for all

these special cases, N′
Harv(t

′) scales linearly with μ′(t′). Also,
for the case of constant release with k′d = 0, for large τ ′,
� in (42) scales linearly with τ ′, while �2 in (43) scales
with (τ ′)2.
The expression obtained for the expected harvested signal

in (37), similar to (30), is very involved and may not provide
meaningful insight at first. However, two main benefits of
the closed-form expressions in (37)-(40) are as follows.

• The time needed for evaluation of the expressions
in (37)-(40) is less than that needed for correspond-
ing particle-based simulations. As explained before, the
expected harvest signal can be computed once, stored
offline, and employed for Monte Carlo simulations.

• When the expressions in (37)-(40) are converted to their
dimensional form, they can be employed for parameter
estimation at the transmitter. Generally, parameter esti-
mation and CSI acquisition at the transmitter has not
been studied for MC systems so far, due to the simplis-
tic adopted transmitter models. However, the transmitter
model developed in this work, enables channel param-
eter estimation and CSI acquisition at the transmitter.
In conventional communication systems, the CSI acqui-
sition is performed at the receiver and provided to the
transmitter via a feedback channel. However, in MC
systems, due to the slow motion of signaling molecules,
relying on a feedback channel may not be a feasi-
ble solution for obtaining CSI at the transmitter. For
instance, when the parameters of the channel, such as
the viscosity, temperature, and distance between trans-
mitter and receiver change over time, the CSI acquired
at the receiver may become outdated by the time it is
received at the transmitter via a feedback channel. Thus,
having transmitter models that are capable of CSI acqui-
sition and/or estimating the parameters of the channel
at the transmitter itself are of particular importance for
MC system design. The transmitter models developed
in this work constitute a crucial first step towards the
realization of this objective.

V. SIMULATION RESULTS
In this section, we present simulation and analytical results
for evaluation of the accuracy of the derived closed-form

TABLE 1. Simulation parameters.

expressions for the expected received and harvested signals,
respectively. The particle-based simulations are performed
based on the algorithm introduced in [30, Sec. V].
For our simulations, we adopted the parameters in Table 1.

In addition, we further assume that for a given μ(t), every
release unit releases A molecules with a rate of μ(t)/Umax.
This assumption makes the results provided in this section
independent of Umax as far as μ(t) is concerned. Finally,
the symbol duration T ′

sym is chosen equal to the entire sim-
ulation time. The only parameters that are varied are k′d,
k′abs, μ′(t), and T ′

on. The simulation results are averaged
over 104 independent realizations and a simulation step size
of 5 × 10−9s was chosen. Before discussing the provided
results in detail, we note that all analytical results shown in
Figs. 3-8 are in excellent agreement with the corresponding
simulation results.8 In the following, the simulation results
for the expected received signal and the expected harvested
signal are provided in Sections V-A and V-B, respectively.

A. EXPECTED RECEIVED SIGNAL
In this subsection, we assess the accuracy of the analytical
expression derived for the received signal N′(t′) and pro-
vide insight regarding some design aspects of synthetic MC
systems.
In Fig. 3, N′(t′) is plotted as a function of dimensionless

time t′ for the system parameters in Table 1 and the constant
release scenario, i.e., q′ = 0, with μ0 = 2 × 109 molecule

s
(μ′

0 = 3150.05).
In Fig. 3a, the impact of the harvesting reaction rate on

the received signal is shown. It is assumed that the trans-
mitter releases molecules during the entire symbol duration,
i.e., T ′

on = T ′
sym, k

′
abs = {0, 2, 4, 8}, and k′d = 0. As can be

seen, for all values of k′abs, N′(t′) is an increasing function
of t′ during T ′

sym. This is because, unlike for an impulsive
release, here signaling molecules are continuously released
by the transmitter. Furthermore, as can be observed, for
larger values of k′abs, the magnitude of the received signal
decreases, as for larger k′abs, more molecules are harvested
by the transmitter and, consequently, fewer molecules arrive
at the receiver.

8. We note that the simulation parameters are chosen to minimize the
computational time required for stochastic simulation of the diffusion pro-
cess and the chemical reactions. However, based on the dimensionless
analysis provided in Section III-C, the simulation results can be easily scaled
to reflect practical values for the simulation parameters. For instance, adopt-
ing the diffusion coefficient of neurotransmitter particles reported in [23]

(DNT = 3.3 × 10−10 m2

s ), the dimensionless time t′ axis for all simulation
results in this section is scaled by a factor of 3.3 × 10−2.
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FIGURE 3. N′(t′) as a function of t′; impact of (a) k ′
abs, (b) T ′

on, and (c) k ′
d.

Fig. 3b shows the impact of the duration of the molecule
release, T ′

on, on the received signal. For Fig. 3b, it is assumed
that k′abs = {2, 10}, k′d = 0, and the release duration is

chosen as T ′
on = {1, 0.8, 0.5, 0.3} × T ′

sym. As can be seen in
Fig. 3b, for all cases, N′(t′) first increases for t′ ≤ T ′

on and
then decreases for t′ > T ′

on. Moreover, for smaller T ′
on, both

the maximum number of observed molecules and the time
instant when the maximum occurs decreases. Also, when
T ′
on = 0.5×T ′

sym, we can observe that by increasing k
′
abs from

2 to 10, the magnitude of the received signal is decreased
in both time intervals, i.e., t′ ≤ T ′

on and t′ ≥ T ′
on.

Fig. 3c studies the impact of degradation reaction rate
k′d on the received signal. Here, we adopt k′abs = 2 and
T ′
on = 0.5T ′

sym, and k′d = {0, 0.025, 0.05, 0.1, 0.2} is var-
ied. As can be observed in Fig. 3c, in case of degradation,
i.e., k′d > 0, the magnitude of the received signal is smaller
during the entire range of times considered compared to
the case where k′d = 0. This reduction in the magnitude
of the received signal is larger for larger values of k′d.
This is expected since for larger k′d > 0, the probability of
degradation in the channel is larger and, as a result, fewer
molecules arrive at the receiver. Furthermore, an interesting
observation can be made in Fig. 3c. In particular, as k′d
increases, the received signal during T ′

on becomes flatter.
This is due to the fact that for sufficiently large k′d, the degra-
dation process in the channel and the production process at
the transmitter compensate each other.
Some important takeaways from the results provided in

Fig. 3 are as follows. First, comparing MH and none-
molecule harvesting (N-MH) transmitters, both types of
transmitters can control the received signal level at the
receiver by adjusting the release duration T ′

on. However,
MH transmitters can also control N′(t′) via k′abs. Second,
MH transmitters can be effectively employed to improve
the communication link reliability by reducing inter-symbol-
interference (ISI). In particular, ISI is reduced as the tail of
expected received signal is decreased for larger k′abs, see, e.g.,
Fig. 3b. This leads to less overlap between two consecutive
received signals and reduces ISI.
In Fig. 4, N′(t′) is depicted as a function of t′ for the

system parameters in Table 1 and a linearly increasing
release rate μ′(t′), i.e., q′ > 0, with μ0 = 2 × 109 molecule

s ,
which corresponds to dimensionless μ′

0 = 3150.05.
In Fig. 4a, the impact of the variation of the release rate

N′(t′) is studied. We adopted system parameters T ′
on = T ′

sym,
k′abs = 2, k′d = 0, and q = {0, 1, 2, 3, 4} × 105 molecule

s2

(q′ = {0, 1, 2, 3, 4} × 49.6141). Fig. 4a shows that when
q > 0, N′(t′) increases faster with t′ compared to the case
with q = 0. This result is expected since for q > 0, more
signaling molecules are released by the transmitter over
time, and eventually more molecules arrive at the receiver.
Furthermore, for a given t′, the gap between N′(t′) when
q = 0 and N′(t′) when q > 0 is larger for larger values of q.

In Fig. 4b, the impact of k′d on N′(t′) is investigated. Here,
it is assumed that T ′

on = 0.5T ′
sym, k

′
abs = 2, and two sets of

system parameters are considered. For Set 1, k′d = 0.025 is
fixed and q = {1, 2, 3, 4} is varied, while for Set 2, q =
1 × 105 is kept constant and k′d = {0.05, 0.1, 0.2} is varied.
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FIGURE 4. N′(t′) as a function of t′ for linearly increasing release rates µ′(t′).

First, it can be observed that for all considered cases, i.e.,
Set 1 and Set 2, N′(t′) increases at first and then decreases
since T ′

on = 0.5T ′
sym is chosen. Second, for Set 1, we can

see that by reducing q, N′(t′) decreases for the entire range
of times considered. Similarly, for Set 2, N′(t′) decreases as
k′d increases, since for larger k′d more signaling molecules
are degraded in the channel.
In Fig. 5, N′(t′) is depicted as a function of t′ for

linearly decreasing release rate μ′(t′), i.e., q′ < 0, with
μ0 = 10 × 109 molecule

s , which corresponds to dimensionless
μ′

0 = 15750.25.
In Fig. 5a, the impact of release rate variations on N′(t′) is

studied for q < 0. Specifically, it is assumed that T ′
on = T ′

sym,
k′abs = 2, k′d = 0, and q = {−1,−2,−3,−4,−5} × 105

molecule
s2 (q′ = {−1,−2,−3,−4,−5} × 49.6141). Fig. 5a

shows that for all considered cases, N′(t′) first increases over
time, since it takes some time for the first released molecules

FIGURE 5. N′(t′) as a function of t′ for linearly decreasing release rate µ′(t′).

to arrive at the receiver. However, eventually N′(t′) starts
to decrease as fewer molecules are released later in time.
Furthermore, the reduction of N′(t′) is larger for smaller
values of q < 0, see, e.g., the curve for q = −5 × 105. This
is due to the fact that μ′(t′) decreases faster for smaller
values of q < 0.

In Fig. 5b, the impact of k′d on N′(t′) is studied. Here,
we adopt T ′

on = 0.6T ′
sym, k

′
abs = 2, q = −5 × 105 molecule

s2

(q′ = −5 × 49.6141), and k′d = {0.025, 0.05, 0.1, 0.2}. The
overall impact of the degradation reaction rate is similar to
the cases studied in Figs. 3c, 4b, i.e., degradation reduces
N′(t′), 0 ≤ t′ ≤ T ′

sym, and flattens N′(t′), 0 ≤ t′ < T ′
on.

However, an interesting observation can be made regarding
the interplay between k′d and μ′(t′) by comparing the results
in Figs. 3c, 4b, and 5b. In particular, when q′ = 0, μ′

0
and k′d have an opposite impact and compensate each other.
This leads to a flat N′(t′) curve with constant slope, in the
interval 0 ≤ t′ < T ′

on, see, e.g., Fig. 3c for k′d = 0.2. When
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q′ > 0, Fig. 4b shows that the production process, μ′(t′),
dominates the impact of the degradation process. This leads
to a linearly increasing N′(t′) curve with a positive slope, in
the interval 0 ≤ t′ < T ′

on, see, e.g., Fig. 4b for k′d = 0.2. On
the other hand, when q′ < 0, as in Fig. 5b, the degradation
process is dominant over the production process, and leads
to a linearly decreasing N′(t′) curve with negative slope, in
the interval 0 ≤ t′ < T ′

on, see, e.g., Fig. 5b for k′d = 0.2.
Now, we provide some insights for MC design problems

based on the results provided in Figs. 4 and 5. In par-
ticular, the transmitter model developed in this paper can
be exploited for effective system design to compensate the
effect of degradation in the channel. For instance, when k′d
is changing over time, our developed transmitter model may
be employed to adjust the release pattern μ′(t′) over time to
maintain a certain magnitude of the received signal at the
receiver. Moreover, novel algorithms can be developed to
estimate the slope of N′(t′) during 0 ≤ t′ < T ′

on as a means
to obtain information regarding μ′(t′) at the receiver.

B. EXPECTED HARVESTED SIGNAL
In this subsection, we assess the accuracy of the analyt-
ical expressions derived for the average harvested signal,
N′
Harv(t

′), and provide some insight for synthetic MC design
problems.
In Fig. 6, the impact of different system parameters on the

harvested signal, N′
Harv(t

′), is studied for a constant release
rate. Here, the same set of system parameters as for Fig. 3
is assumed.
In Fig. 6a, the impact of the absorption (or harvesting) rate,

k′abs, on N′
Harv(t

′) is investigated. As expected, when k′abs = 0,
no signaling molecules are harvested by the transmitter. On
the other hand, when k′abs > 0, the probability of harvesting
A molecules increases. This probability is larger for larger
values of k′abs, which leads to the harvesting of more A
molecules. Furthermore, we observe that N′

Harv(t
′) increases

over time due to the cumulative nature of N′
Harv(t

′). The
impact of k′d is illustrated for two choices of k′abs = {2, 4}.
In particular, the number of harvested A molecules decreases
for larger k′d. This is because for larger k′d, the likelihood
that a released A molecule degrades between the time of
release and the time of harvesting increases.
In Fig. 6b, the impact of the release duration T ′

on on
N′
Harv(t

′) is shown. It can be observed that for all consid-
ered cases, i.e., T ′

on = {1, 0.8, 0.5, 0.2} × T ′
sym, N

′
Harv(t

′)
first increases for 0 ≤ t′ ≤ T ′

on, as A molecules constantly
enter the channel, and later saturates to a constant value for
t′ > T ′

on, as no new A molecule are released by the trans-
mitter and the previously released A molecules that have not
been captured yet have diffused away from the transmitter.
The effectiveness of recycling signaling molecules for

future transmissions is evident from the results presented
in Fig. 6a and Fig. 6b. In particular, in Fig. 6b, for the
case T ′

on = 0.5T ′
sym, by the end of the symbol duration

(T ′
sym), the MH transmitter has approximately harvested

N′
Harv(t

′) = 1.0689 × 104 signaling molecules. Given that

FIGURE 6. N′
Harv(t′) as a function of t′ for a constant release rate.

for this case μ′
0 = 3150.05 and q′ = 0, the total number of

released molecules during T ′
on is equal to 1.0001×105. This

shows that, in every symbol duration, the MH transmitter
can recycle 1.0689×104

1.0001×105 = 0.1068 (10.68%) of the released
molecules for future transmissions. The recycling capability
can be improved by increasing k′abs. As another example,
in Fig. 6a, for the case T ′

on = T ′
sym, k

′
abs = 8, the MH

transmitter harvests approximately N′
Harv(t

′) = 6.1460 × 104

signaling molecules. Given that μ′
0 = 3150.05 and q′ = 0,

the total number of released molecules during T ′
on = T ′

sym is
equal to 2.0003×105. Thus, in this case, the MH transmitter
can recycle approximately 30.72% of the molecules released
in every symbol duration.
In Fig. 7, the impact of different system parameters on the

signal harvesting rate, Ñ′
Harv(t

′), is investigated for linearly
increasing and decreasing release rates, respectively.
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FIGURE 7. Ñ′
Harv(t′) as a function of t′ for linearly increasing or decreasing release

rates µ′(t′), respectively.

In Fig. 7a, Ñ′
Harv(t

′) is plotted versus t′ for the same
system parameters as in Fig. 4a, except that T ′

on is changed to
T ′
on = 0.8T ′

sym. First, when comparing the results of Fig. 7a
(Ñ′

Harv(t
′)) and Fig. 4a (N′(t′)), we can observe that the

increase of Ñ′
Harv(t

′) immediately after the start of the release
of the A molecules is much faster than the increase of N′(t′).
This is due to the fact that particles released at the transmitter
have to diffuse for a longer time to reach the vicinity of
the receiver to be observed, while they can potentially be
harvested immediately after their release by the transmitter.
Second, Fig. 7a shows that for 0 ≤ t′ ≤ T ′

on and when
q = 0, Ñ′

Harv(t
′) eventually saturates to a constant value.

This implies that when the transmitter releases signaling
molecules constantly, after an initial transition period, on
average a constant number of A molecules are harvested.
Third, for the case where q > 0 and 0 ≤ t′ ≤ T ′

on, Ñ
′
Harv(t

′)
increases over time as μ′(t′) increases. For a given time

FIGURE 8. Ñ′
Harv(t′) as a function of t′; impact of k ′

d (a) and M (b).

t′, the increase is larger when q is larger. Fourth, it can
be observed that for t′ > T ′

on, when the transmitter stops
releasing new molecules into the channel, the rate at which
molecules are harvested decreases sharply.
In Fig. 7b, Ñ′

Harv(t
′) is plotted versus t′ for the same

system parameters as in Fig. 5a except that T ′
on is changed

to T ′
on = 0.8T ′

sym. Similar to the curves in Fig. 7a, during
0 ≤ t′ ≤ T ′

on, Ñ
′
Harv(t

′) increases quickly at first. However,
due to the reduction in μ′(t′), Ñ′

Harv(t
′) decreases eventually.

The rate of the decrease is faster for smaller values of q, see,
e.g., results for q = −4 × 105. Furthermore, for t′ > T ′

on,
Ñ′
Harv(t

′) decreases rapidly.
In Fig. 8a, the impact of k′d on Ñ′

Harv(t
′) is investigated for

two sets of system parameters. For the first set, it is assumed
that q = 1 × 105 and T ′

on = 0.8T ′
sym. For the second set,

q = −1 × 105 and T ′
on = 0.5T ′

sym are adopted. For both
sets, k′abs = 2 and k′d is changed, i.e., k′d = {0, 0.1, 0.2}. As

404 VOLUME 3, 2022



expected, for both considered parameter sets, k′d > 0 leads
to a reduction of the harvesting rate of the A molecules.
Furthermore, this reduction increases for larger values of k′d.
Moreover, the above observations are valid during the times
when the transmitter releases A molecules and when it is
silent.
In Fig. 8b, the impact of the number of harvesting units,

M, on Ñ′
Harv(t

′) is studied. Here, we assume that k′abs = 2,
k′d = 0, T ′

on = 0.5T ′
sym, and only M = {2, 3, 4, 5} × 103

is varied. Fig. 8b clearly shows that by increasing M the
average number of harvested A molecules increases. This
is due to the fact that by increasing M, the effective area
for harvesting signaling molecules on the surface of the
transmitter is increased, which, in turn, increases the overall
probability of harvesting a given released A molecule.

The results provided in Figs. 6, 7, and 8 reveal one
important feature of MH transmitters compared with N-MH
transmitters. In particular, MH transmitters can be used to
acquire knowledge about the channel (also referred to as
channel state information) based on the harvested signal.
For instance, based on the developed analytical expressions,
novel algorithms for estimation of k′d based on N′

Harv(t
′)

at the transmitter can be developed. As can be seen from
Fig. 6a, different values of k′d affect the slope of N′

Harv(t
′).

Thus, estimating the slope of N′
Harv(t

′) in a certain range
allows the transmitter to acquire information regarding the
value of k′d in the channel, and then, to adjust the release
rate μ′(t′) accordingly. When mathematical expression for
the average harvested signal is converted to its dimensional
form, potentially, N′

Harv(t
′) can be employed for estimation

of other channel parameters such as the diffusion coefficient
of the signaling molecules, which also reflects variations in
the temperature and/or viscosity of the channel.

VI. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we introduced novel mathematical models
for MC transmitters with molecule harvesting capability.
In particular, motivated by the existing molecule harvesting
mechanisms in nature, we considered a transmitter whose
surface is equipped with molecule harvesting units capable
of capturing signaling molecules after their release on the
surface of the transmitter. Furthermore, we derived closed-
form expressions for the average observed signal at the
receiver and the average harvested signal at the transmitter
assuming a linear release pattern for the signaling molecules.
The accuracy of the developed mathematical expressions
was confirmed by particle based simulation. Our simula-
tion and analytical results show the intricate interplay of
the different parameters on the expected received and har-
vested signals. For instance, the results revealed the interplay
between degradation and production processes, where for
linearly increasing (decreasing) release rates, the production
(degradation) process dominates the degradation (production)
process and leads to a linearly increasing (decreasing) har-
vested signal rate during the window that transmitter absorbs
signaling molecules. Moreover, the results showed that the

magnitude of the degradation reaction constant influences
the slope of the harvested received signal. This characteris-
tic of the harvested received signal can be exploited for the
design of more advance MC transmitters that are cable of
probing the environment and adapting their molecule release
pattern to the channel conditions.
The development of transmitter architectures that exploit

the harvested signaling molecules for estimation of the
parameters of the channel, such as the degradation rate,
viscosity, temperature, diffusion coefficient, is an interested
topic for future research. Furthermore, investigating the
impact of molecule harvesting on the energy efficiency of
MC systems is also a promising research direction.

APPENDIX A
PROOF OF THEOREM 1
We denote the Fourier, inverse Fourier, Laplace, and inverse
Laplace transforms by F{·}, F−1{·}, L{·}, and L−1{·},
respectively.
Let us start by solving (19) taking initial condition (20)

into account. To this end, we take the Fourier transform of
both (19) and (20) with respect to r′ and solve the resulting
equations. This leads to

U′(r′, t′|r′0) = exp(−k′dt′)
8πr′r′0

√
π t′

exp

(

−(r′ − r′0)2

4t′

)

. (44)

In the next step, we solve (21) for initial condition (22).
Here, by applying the Laplace transform with respect to t′ to
both (21) and (22) and then solving the resulting equations,
we arrive at

V(r′, s|r′0) = C

r′
exp

(

−r′
√

s+ k′d
)

, (45)

where V(r′, s|r′0) = L{V ′(r′, t′|r′0)}, i.e.,

V(r′, s|r′0) =
ˆ ∞

0
V ′(r′, t′|r′0

)

exp(−st′)dt′. (46)

In (45), C is a constant that can be used to ensure that
U′(r′, t′|r′0) and V ′(r′, t′|r′0) jointly satisfy boundary condi-
tion (17). We note that to obtain (45), we used the fact that
U′(r′ → ∞, t′|r′0) = 0 (see (44)). Thus, V ′(r′ → ∞, t′|r′0) =
0 in order to satisfy (9).

Now, in order to obtain C, one must calculate the
Laplace transform of 1) L{P′

A(r
′, t′|r′0)} = PA(r′, s|r′0) =

L{U′(r′, t′|r′0)} + L{V ′(r′, t′|r′0)} and 2) boundary condi-
tion (17), and solve the resulting equations for C. Calculating
L{U′(r′, t′|r′0)} and using (45), we obtain

PA
(

r′, s|r′0
) =

exp
(

−
√

s+ k′d(r′ − r′0)
)

8πr′r′0
√

s+ k′d

+ C

r′
exp

(

−r′
√

s+ k′d
)

, (47)

where we used [38, eq. (29.3.84)]

L

{
1√
π t′

exp

(−b2

4t′

)}

= exp(−b√s)√
s

(48)
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for evaluation of L{U′(r′, t′|r′0)}. Taking the Laplace trans-
form of (17) leads to

∂PA(r′, s|r′0)
∂r′

∣
∣
∣
∣
r′=1

= k′abs
4π

PA(r
′, s|r′0). (49)

Solving (47) and (49) for C, and substituting the result back
into (47), we arrive at

lClPA(r
′, s|r′0 = 1) =

exp
(

−
√

s+ k′d(r′ − 1)
)

4πr′
√

s+ k′d

−
[

4π + k′abs
4π

√

s+ k′d + 4π + k′abs

×
exp

(

−
√

s+ k′d(r′ − 1)
)

4πr′
√

s+ k′d

]

. (50)

Taking the inverse Laplace transform of (50) yields (23),
where we used [38, eq. (29.3.90)]

L−1
{

exp(−n√s)√
s(m+ √

s)

}

= exp
(

nm+ m2t′
)

× erfc

(
n

2
√
t′

+ m
√
t

)

. (51)

APPENDIX B
PROOF OF THEOREM 2
Both N′

on(t
′) and N′

off(t
′) are the solution of the following

integral with different integration limits

 =
ˆ
P′
A(τ

′|r′0)μ′(t′ − τ ′)dτ ′. (52)

Thus, in the following, we solve (52). Using (28), we can
write

 =
ˆ
((

μ′
0 + q′t′

)− q′τ ′)P′
A(τ

′|r′0)dτ ′

=
ˆ
(

μ′
0 + q′t′

)

P′
A(τ

′|r′0)dτ ′
︸ ︷︷ ︸

1

−
ˆ
q′τ ′P′

A(τ
′|r′0)dτ ′

︸ ︷︷ ︸

2

.

(53)

We first solve 1. Given (25) and using integration by parts
(i.e.,

´
udv = uv− ´ vdu ) with u = exp(−k′dτ ′) and

dv = ε′
√

πτ ′ exp

(

−(r′rx − 1
)2

4τ ′

)

+ ε′α′ exp
(

α′(r′rx − 1
)

+ (α′)2τ ′)erfc
(
r′rx − 1√

4τ ′ + α′√τ ′
)

, (54)

1 can be written as 1 = (μ′
0 + q′t′)[uv − ´ vdu]. Let

us first solve (54). For compactness, we define x̃2(τ ′) =
(r′rx − 1)2/(4τ ′), ỹ(τ ′) = α′(r′rx − 1) + (α′)2τ ′, and z̃(τ ′) =
(r′rx − 1)/

√
4τ ′ + α′√τ ′. Then, it is straightforward to show

that 1/
√

πτ ′ = 2/(α′√π)[dx̃(τ ′)/dτ ′ + dz̃(τ ′)/dτ ′]. After
taking the integral of both sides of (54), we have

v = ε′
ˆ

2

α′√π

(
dx̃(τ ′)
dτ ′ + dz̃(τ ′)

dτ ′

)

exp
(

−x̃2(τ ′)
)

− α′ exp
(

ỹ(τ ′)
)

erfc
(

z̃(τ ′)
)

dτ ′,

= 2ε′

α′√π

ˆ
dx̃(τ ′)
dτ ′ exp

(

−x̃2(τ ′)
)

dτ ′

− ε′

α′

ˆ
d

dτ ′
(

exp
(

ỹ(τ ′)
)

erfc
(

z̃(τ ′)
))

dτ ′,

= ε′

α′
[

erf
(

x̃(τ ′)
)− exp

(

ỹ(τ ′)
)

erfc
(

z̃(τ ′)
)]

. (55)

Considering (55) and u = exp(−k′dτ ′), 11 = uv can be
obtained after back substituting x̃(τ ′), ỹ(τ ′), and z̃(τ ′). Now,
let us solve

´
vdu. Given (55) and du = −k′d exp(−k′dτ ′),

we can write
ˆ
vdu = −k′dε′

α′

[ˆ
erf

(−(r′rx − 1)√
4τ ′

)

exp
(−k′dτ ′)dτ ′

︸ ︷︷ ︸

12

−
ˆ

exp
(

α′(r′rx − 1
)+

(

(α′)2 − k′d
)

τ ′)

︸ ︷︷ ︸

13

× erfc

(
r′rx − 1√

4τ ′ + α′√τ ′
)

dτ ′

︸ ︷︷ ︸

13

]

. (56)

In (56), 12 can be solved via (74) (in Appendix E) after sub-
stituting α′ = 0, r′ = r′rx, and erfc (·) = 1−erf (·). Moreover,
the solution of integral 13 is provided in Appendix F, and
is obtained after substituting x = τ ′ and r′ = r′rx in (77),
shown at the bottom of the p. 18. Given 11, 12, and 13,
1 can be calculated as follows

1 = (

μ′
0 + q′t′

)
[

11 +
(
k′dε′

α′

)

[12 − 13]

]

. (57)

This leads to (32).
Next, we calculate integral 2 in (53). In particular, 2

can be split into two integrals as follows

2 = q′ε′
ˆ

τ ′
√

πτ ′ exp

(

−(r′rx − 1
)2

4τ ′ − k′dτ ′
)

dτ ′

︸ ︷︷ ︸

21

+ q′ε′
ˆ

−α′τ ′ exp
(

α′(r′ − 1
)+ (α′)2τ ′ − k′dτ ′)

︸ ︷︷ ︸

22

× erfc

(
r′ − 1√

4τ ′ + α′√τ ′
)

dτ ′

︸ ︷︷ ︸

22

. (58)

To solve 21, we use the change of variable
√

τ ′ = x. Then,
21 can be written in the form of (65), with the solution
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given in (73) in Appendix D. This leads to the expression
for 21 given in (33). For deriving 22, let us define

f (τ ′) = exp
(

α′(r′ − 1
)+ (α′)2τ ′ − k′dτ ′)

× erfc

(
r′ − 1√

4τ ′ + α′√τ ′
)

. (59)

Then, employing integration by parts, we can write

22 = τ ′
ˆ
f (τ ′)dτ ′ −

ˆ
dτ ′

(ˆ
f (τ ′)dτ ′

)

, (60)

where
´
f (τ ′)dτ ′ is solved via (77) in Appendix E after

substituting x with τ ′, and
´
dτ ′(
´
f (τ ′) dτ ′) is obtained by

exploiting both (77) in Appendix E and (78) in Appendix E.
The final expression for 22 is given in (34).

APPENDIX C
PROOF OF THEOREM 3
Both N′

Harv,on(t
′) and N′

Harv,off(t
′) are the solution of � =´

P′Harv
A (τ ′|r′0)μ′(t′ − τ ′)dτ ′ with different limits of integra-

tion. Given (28), this integral can be split as follows

� =
ˆ
(

μ′
0 + q′t′

)

P′Harv
A (τ ′|r′0)dτ ′

︸ ︷︷ ︸

�1

− q′
ˆ

τ ′P′Harv
A (τ ′|r′0)dτ ′

︸ ︷︷ ︸

�2

. (61)

Let us first evaluate �1. Given (26), we obtain

�1 = k′abs
(

μ′
0 + q′t′

)

4π

×
[ ˆ −α′

(α′)2 − k′d
exp

((

α′)2
τ ′ − k′dτ ′)

︸ ︷︷ ︸

�11

× erfc
(

α′√τ
)

dτ ′
︸ ︷︷ ︸

�11

+
ˆ √

k′d
(α′)2 − k′d

erfc

(√

k′dτ ′
)

dτ ′

︸ ︷︷ ︸

�12

+
ˆ

1

α′ +
√

k′d
dτ ′

︸ ︷︷ ︸

�13

]

.

(62)

In (62), �11 can be solved via (77) (in Appendix E) after
setting r′ = 1. �12 is obtained from (78) (in Appendix F)

after setting a = 0 and b =
√

k′d. Furthermore, the solution

of �13 is equal to τ ′
α′+√

k′d
. Eventually, this leads to (39).

Now, we evaluate �2. To do so, using (26), we arrive at

�2 = k′abs
4π

[ ˆ −α′τ ′

(α′)2 − k′d
exp

((

α′)2
τ ′ − k′dτ ′)

︸ ︷︷ ︸

�21

× erfc
(

α′√τ
)

dτ ′
︸ ︷︷ ︸

�21

+
ˆ √

k′d
(α′)2 − k′d

τ ′erfc
(√

k′dτ ′
)

dτ ′

︸ ︷︷ ︸

�22

+
ˆ

τ ′

α′ +
√

k′d
dτ ′

︸ ︷︷ ︸

�23

]

. (63)

In (63), evaluating �21 requires the same steps as solving
22 (in Appendix B) after setting r′ = 1. For �22, after
applying integration by parts twice, we obtain

�22 =
√

k′d
(α′)2 − k′d

[
(τ ′)2

2
erfc

(√

k′dτ ′
)

+
√

k′d
2
√

π

(

− 1

k′d
× exp

(−k′dτ ′)(τ ′)3/2

+
ˆ

3

2k′d
exp

(−k′dτ ′)√τ ′dτ ′
)]

. (64)

The remaining integral in (64) is solved via (73) in
Appendix D and setting a = 0 after performing the change
of variable

√
τ ′ = x. Moreover, the solution of �23 is given

by (τ ′)2

2(α′+√
k′d)

. Finally, combining the solutions of �21, �22,

and �23 in (64) leads to (40).

APPENDIX D
Here, we solve the following indefinite integral

ˆ
x2 exp(−a2

x2
− bx2)dx, (65)

where a, b, and x are positive real numbers. To do so, we
use the identity [39, eq. (5)]
ˆ

exp

(

−a2

x2
− bx2

)

dx =
√

π

4
√
b

[

e2a
√
berf

(a

x
+ √

bx
)

− e−2a
√
berf

(a

x
− √

bx
)]

+ C

(66)

where C is a constant. By appropriately choosing C, and
given that erfc (·) = 1 − erf (·), (66) can be also written in
the form of the complementary error function, i.e.,
ˆ

exp

(

−a2

x2
− bx2

)

dx =
√

π

4
√
b

[

e−2a
√
berfc

(a

x
− √

bx
)

︸ ︷︷ ︸

γ1

− e2a
√
berfc

(a

x
+ √

bx
)]

︸ ︷︷ ︸

γ1

+C̃, (67)

where C̃ is the constant of integral. Eq. (67) is one of the
key steps for solving (65). It is straightforward to see that
taking the derivative (with respect to x) of the right-hand-
side of (67) yields exp(− a2

x2 −bx2). Now, let us consider the
right-hand-side of (67) after substituting the first erfc (·)-term
with 1 + erf (·). Then, we have

∂

∂x

√
π

4
√
b

[

e−2a
√
b
(

1 + erf
(a

x
− √

bx
))

︸ ︷︷ ︸

γ2
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− e2a
√
berfc

(a

x
+ √

bx
)]

︸ ︷︷ ︸

γ2

= − a√
bx2

e

(

− a2

x2
−bx2

)

,

(68)

where we used
∂erfc (x)

∂x
= − 2√

π
exp

(

−x2
)

, (69)

∂erf (x)

∂x
= 2√

π
exp

(

−x2
)

. (70)

Furthermore, it is straightforward to show that

∂

∂x
x exp

(

−a2

x2
− bx2

)

︸ ︷︷ ︸

γ3

= exp

(

−a2

x2
− bx2

)

×
[

1 + 2a2

x2
− 2bx2

]

. (71)

Now, using (67), (68), and (71), after some manipulations,
we can write

∂

∂x

[
γ1

2b
− aγ2√

b
− γ3

2b

]

= x2 exp

(

−a2

x2
− bx2

)

. (72)

As a result, by integrating both sides of (72), we arrive atˆ
x2 exp

(

−a2

x2
− bx2

)

= γ1

2b
− aγ2√

b
− γ3

2b
+ C. (73)

APPENDIX E
In this Appendix, we solve the indefinite integralˆ

f (x)dx =
ˆ

exp
((

(α′)2 − k′d
)

x+ α′(r′ − 1
))

× erfc

(
r′ − 1√

4x
+ α′√x

)

dx. (74)

For compactness, let us define c = (α′)2 − k′d
′ and a =

(r′ − 1)/
√

4. Now, using integration by parts (i.e.,
´
udv =

uv− ´ vdu) with u = erfc ( a√
x

+ α′√x) and ecxdx = dv, we
can simplify (74) as follows
ˆ
f (x)dx = exp

(

α′(r′ − 1
))

c

[

exp(cx)erfc

(
a√
x

+ α′√x
)

+
ˆ

2√
π

exp

(

−
(
a√
x

+ α′√x
)2

+ cx

)( −a
2x

√
x

+ α′

2
√
x

)

dx

︸ ︷︷ ︸

I

]

. (75)

Using the substitution
√
x = u, I can be simplified as follows

I = −2√
π

ˆ
exp

(

−
(a

u
+ α′u

)2 + cu2
)(−a

u2
+ α′

)

du

= −2e−2aα′
√

π

⎡

⎢
⎢
⎢
⎣
α′
ˆ
e
−
(
a2

u2 +k′du2
)

du
︸ ︷︷ ︸

I1

−a
ˆ

1

u2
e
−
(
a2

u2 +k′du2
)

du
︸ ︷︷ ︸

I2

⎤

⎥
⎥
⎥
⎦

.

(76)

In (76), I1 and I2 can be solved using (67) and (68), respec-
tively. Thus, exploiting (67), (68), and back substituting
u = √

x, the final expression is given by (77).

APPENDIX F
In this Appendix, we solve the indefinite integralˆ

erfc

(
a√
x

+ b
√
x

)

dx, (78)

where a and b are positive constants. Employing integration
by parts (i.e.,

´
udv = uv − ´ vdu) with u = erfc (a/

√
x +

b
√
x) and dx = dv, we obtainˆ

erfc

(
a√
x

+ b
√
x

)

dx = xerfc

(
a√
x

+ b
√
x

)

−
ˆ −2√

π
e
−
(

a√
x
+b√x

)2( −a
2
√
x

+ b
√
x

2

)

dx
︸ ︷︷ ︸

�

. (79)

Using the substitution
√
x = u, � can be simplified as

follows

� = −2e−2ab

√
π

⎡

⎢
⎢
⎢
⎣
b
ˆ
u2e

−
(
a2

u2 +b2u2
)

du
︸ ︷︷ ︸

�1

−a
ˆ
e
−
(
a2

u2 +b2u2
)

du
︸ ︷︷ ︸

�2

⎤

⎥
⎥
⎥
⎦

. (80)

In (80), �1 and �2 can be solved by exploiting (73) and (67),
respectively. As a result, the final solution is given in (81),
shown at the bottom of the page.

ˆ
f (x)dx = −1

2

[exp
(

−
√

k′d(r′ − 1)
)

(

α′ +
√

k′d
)√

k′d
erf

(
r′ − 1√

4x
−
√

k′dx
)

+
exp

(

−
√

k′d(r′ − 1)
)

(

α′ −
√

k′d
)√

k′d

×
(

exp

(

2
√

k′d(r
′ − 1)

)

erfc

(
r′ − 1√

4x
+
√

k′dx
)

− 1

)

− 2
(

(α′)2 − k′d
)

× exp
((

(α′)2 − k′d
)

x+ α′(r′ − 1
))

erfc

(
r′ − 1√

4x
+ α′√x

)]

. (77)

ˆ
erfc

(
a√
x

+ b
√
x

)

dx = −e−4ab

4b2

[

erf

(
a√
x

− b
√
x

)

+ (4ab− 1)

(

e4aberf

(
a√
x

+ b
√
x

)

− e4ab + 1

)]

+ xerfc

(
a√
x

+ b
√
x

)

+ 1

b
√

π
x exp

(

− (a+ bx)2

x

)

. (81)
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